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Abstract
Single stock trading (SST) is surging in the
Fintech era, fueled by tech advances and en-
hanced trading platforms. Meanwhile, natu-
ral language processing (NLP) is revolutioniz-
ing finance, with advanced AI and large lan-
guage models (LLMs) leading the charge. This
paper represents our participation in FinNLP-
AgentScen-IJCAI 2024 (Joint Workshop of
the 8th Financial Technology and Natural Lan-
guage Processing and the 1st Agent AI for Sce-
nario Planning). The primary objective of this
task is to assess the capacity of LLMs to ex-
ecute sophisticated trading decisions ("buy",
"sell", "hold") grounded on a fusion of open-
source stock and ETF (exchange traded fund)
data. Our methodology centers on integrating
news articles with their sentiment scores and
correlating them with the stock price on the
corresponding day, leveraging LLaMA-2-13
billion. Furthermore, we have explored various
LLMs, including Mistral, Gemma, subjecting
them to knowledge transfer and additional fine-
tuning procedures in zero-shot and few-shot
settings. Our model secured the first position
in the SST task with a 0.926 Sharpe ratio. Our
resultant findings underscore, with sufficient
context and information, LLMs can perform
these tasks effectively without including histor-
ical data.

1 Introduction

Single stock trading (SST) is gaining significant
traction due to its strong correlation with making
money. Due to persistent inflation and the transi-
tion to higher trend inflation and interest rates, the
global equity markets are expected to face chal-
lenges in 2024 1. Despite the challenges posed
by persistent inflation and the transition to higher
trend rates, the New York Stock Exchange (NYSE)
maintains its position as the world’s largest stock
exchange, boasting an equity market capitaliza-
tion exceeding 28 trillion U.S. dollars as of March

1https://www.troweprice.com

Figure 1: Workflow of our proposed approach with
LLaMA-2 in Single Stock Trading prediction task

20242. The proliferation of stock-related informa-
tion disseminated through various channels, such as
news outlets and Twitter, has been instrumental in
helping investors analyze market trends. This abun-
dance of data has spurred the adoption of Natural
Language Processing (NLP) techniques to explore
the intricate relationship between textual data and
fluctuations in stock prices, as evidenced by the
studies conducted by Xu et al. (Xu and Cohen,
2018) and Oliveira et al. (Oliveira et al., 2017).
In 2021, Zhou et al. (Zhou et al., 2021) demon-
strated the importance of textual features (e.g., bag-
of-words) and sentiments to directly make stock
predictions. The advancement of Large Language
Models (LLMs) has revolutionized trading agents
by addressing many concerns in NLP (Achiam
et al., 2023). Models like GPT-3 (Brown et al.,
2020), LLaMA (Touvron et al., 2023), and Flan-T5
(Chung et al., 2022) demonstrate unique architec-
tures and diverse language pipelines (Raffel et al.,
2020a; Zhuang et al., 2021). These LLMs, with
carefully designed prompts, can articulate reason-
ing and outcomes, enabling immediate scrutiny
and adjustment of their decision-making processes.
LLMs enhance decision-making by integrating ex-
tensive pre-trained knowledge with insights from
diverse textual and numerical data sources, over-
coming the limitations of isolated environments
(Wang et al., 2024). Prompt-guided reasoning

2https://www.statista.com

133
Proceedings of the Joint Workshop of the 8th Financial Technology and Natural Language Processing (FinNLP)

 and the 1st Agent AI for Scenario Planning (AgentScen), Jeju, South Korea, August 3, 2024

https://www.troweprice.com/content/dam/retirement-plan-services/pdfs/insights/investment-insights/2024_Global_Market_Outlook.PDF
https://www.statista.com/statistics/270126/largest-stock-exchange-operators-by-market-capitalization-of-listed-companies/


has been shown to significantly improve problem-
solving across various domains (Wang et al., 2023).
Financial LLMs like FinGPT (Liu et al., 2023),
BloombergGPT (Wu et al., 2023), and InvestLM
(Yang et al., 2023) are increasingly researched for
informed trading decisions, interacting dynami-
cally with financial data and leveraging large pa-
rameter configurations. FinMA (Xie et al., 2023),
designed for financial instruction tuning, utilizes
a dataset of 136K financial samples to enhance
its performance in financial decision-making. Fin-
Ben (Xie et al., 2024) became the first open-source
financial benchmark, encompassing 35 datasets
across 23 financial tasks. Subsequently, FINMEM
(Yu et al., 2024) is proposed, a novel LLM-based
framework for financial decision-making compris-
ing profiling, memory with layered message pro-
cessing, and decision-making modules.
We participated in the FinLLM challenge, inspired
by recent advancements in large language models
(LLMs) for finance. It was organized by FinNLP-
AgentScen-2024 IJCAI and supported by project
JPNP20006 commissioned by NEDO; the compe-
tition featured three tasks: financial classification,
financial text summarization, and single-stock trad-
ing. Our team secured the top position for Task 3,
the single stock trading task with a Sharpe ratio of
0.926 by leveraging our model3. Subsequently, we
secured 4th place in Task 1 based on the financial
text classification task and 5th position in Task 2
focused on the financial text summarization task.

2 FinLLM Challenge-Shared Tasks

The FinLLM challenge focuses on evaluating the
capabilities of large language models (LLMs) in
the financial domain across three primary tasks: 1)
Financial classification, which aims to categorize
sentences as claims or premises; 2) Financial text
summarization, which involves abstracting finan-
cial texts into concise summaries; and 3) Single
stock trading, which aims to make predictable deci-
sions regarding stock trading. This challenge builds
upon the FinLLM (Xie et al., 2024) shared tasks.
Our participation concentrated on all three tasks,
starting with Task 1, which involved financial text
prediction for identifying "premise" or "claim,"
Task 2 focused on concisely summarising abstract
financial news articles with 8,000 training samples
and 2,000 test samples and Task 3, which focused

3Codes are available here: https://github.com/
sarmistha-D/Wealth_Guide-FinLLM2k24

on single stock prediction with the primary objec-
tive of making informed decisions to "buy," "hold,"
or "sell" a stock. For Task 1, we were provided
with 7,750 training samples and 969 testing sam-
ples. In contrast, Task 3 encompassed a dataset of
291 data points, integrating both open-source stock
and ETF data. The dataset included separate train-
ing and test sets with attributes such as stock_id,
price, date, query, and news. Table 1 depicts the
instances of the dataset we received for Task 3.

3 Methodology

In this section, we briefly discuss two tasks, with
our prime focus on Task 3, followed by Task 1 and
Task 2.

3.1 Problem Statement for Task-3

Given a dataset D consisting of financial news
texts and associated metadata attributes such
as price, date, trading_id, and news as D =
{(pi, di, ti, ni)}Ni=1; our objective is to predict the
trading decision for a particular stock for each
record; where, pi ∈ R is the price of the stock
at time i, di ∈ D is the date at time i, ti ∈ T
is the trading identifier at time i, ni ∈ N is the
financial news text associated with the stock at
time i. The prime goal is to learn a function
f : N × R × D × T → {"buy", "sell", "hold"}
using an LLM such that for a given set of inputs,
the function f predicts the appropriate trading de-
cision.

3.2 Approaches

For single stock prediction, we utilize summarized
news Ni and their sentiment scores in conjunction
with the stock price Pi. These elements are ap-
pended as context to the query Qi, forming the
prompt Prompti = Ni + Pi + Qi. Prompti is
then fed into the model for zero-shot prediction.
The model output Y is preprocessed to extract
both the decision d and the reasoning r behind
it. The textual decision is converted into a numer-
ical representation with mappings: buy = 1, sell
= -1, hold = 0.5, and no decision = 0. To evaluate
performance, the score is calculated by multiply-
ing the action taken on each day (actioni) with the
return of that day (dailyi), formally expressed as
returnsi = dailyi × actioni, where returnsi rep-
resents the return on day i, dailyi is the daily
return on day i, and actioni is the action taken
on day i. The Sharpe ratio is then computed as
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Table 1: Sample instance of the given Single Stock Trading dataset

id jnj_test0
date "2020-10-09"
price { "DRIV": 17.52210235595703 }
filing_k "FORM": "null"
filing_q { "FORM": "null" }
news "DRIV": [ "The global cloud enterprise content management market is expected to reach \$62.4 billion by 2027,

driven by a CAGR of 25.6% and significant growth in the U.S. and China. The positive score for this news is
2.3659735504111268e-08. The neutral score for this news is 0.9999990463256836. The negative score for this
news is 9.636863751438796e-07.", "The global emergency lighting batteries market is expected to reach \$2.8
billion by 2027, growing at a CAGR of 10.8% despite the COVID-19 pandemic’s impact. The positive score for
this news is 1.166244 1465887241e-05. The neutral score for this news is 0.9995514750480652. The negative
score for this news is 0.000436866597738117.", "Despite the impact of the COVID-19 pandemic, the global
market for two-wheeler spark plugs is expected to reach 86.2 million units by 2027, growing at a CAGR of 4.9%.
The positive score for this news is 1.1285221262369305e-05. The neutral score for this news is 0.998855113983
1543. The negative score for this news is 0.0011336031602695584.", "Despite pandemic setbacks, the global
market for two-wheeler upside-down forks is expected to reach 701.8 thousand units by 2027, driven by growth in
China and the U.S. The positive score for this news is 9.909140175068387e-08. The neutral score for this news is
0.9999970197677612. The negative score for this news is 2.81238385468896e-06.", "The global embedded
analytics market is expected to reach \$84.6 billion by 2027, driven by a 13% CAGR,"]}

Sharpe Ratio =
Rp−Rf

σp
, where Rp is the portfo-

lio’s average excess return, Rf is the risk-free rate,
and σp is the portfolio’s volatility, with a Sharpe
ratio of 1 being considered good as mentioned in
(Yu et al., 2024). For the competition, we tested
the llama2-13B model, which was fine-tuned on
a financial summarization dataset using zero-shot
prompting, as well as other models such as Gemma-
7b and Mixtral-7b.

3.3 Sentiment Consideration

In 2021, Zhou et al. (Zhou et al., 2021) showed
that textual features (e.g., bag-of-words) and senti-
ments are crucial for stock predictions, leveraging
corporate events as key drivers of stock movements
to profit from temporary mispricing. Inspired by
this notion, we incorporated sentimental considera-
tion into our model. For the sentiment score of the
news the model used was FinBert (Yu et al., 2024)
where we have summarized news Ni as input and
output is positive score posi, negative score negi
and neutral score neui, which are appended to the
summarized news Newsi to get Ni = Ni+ posi +
neui + negi as final news input to the model.

3.4 Definition of Task-1

In the FinLLM challenge, we actively participated
in Task 1, which entailed a financial text classifica-
tion task. Our objective was to determine whether
a given financial text constitutes a premise or a
claim. For a given input text Ti, we aim to learn
a function, C : N × T → {"premise", "claim"}.
We received 7,750 training data samples (Please
refer to the appendix section D) To this end, we
fine-tuned several state-of-the-art language models
across 5-10 epochs each to perform this task.

Table 2: Ablation studies among different gen-
erative based language models on Financial Text
classification(Task-1) task

MODEL F1 Accuracy
BERT 72.42 56.75
T5-Small 68.43 52.01
Bart 64.29 47.37
DistilBert 75.13 50.14

3.5 Definition of Task-2
Our participation in Task 2 explores the capabilities
of large language models (LLMs) in summarizing
financial documents. Using a specific prompt tem-
plate, we framed the input text as multi-sentence
financial news and the output as its abstractive sum-
mary. Our goal is to learn a function S : T → S,
mapping input texts T to their summaries S. We
conducted fine-tuning of a leading-edge language
model over 3-5 epochs to achieve this objective.

3.6 Experimental Setup
For the Task-3 experiments, we utilized three lan-
guage models: Using a zero-shot and few-shot set-
ting, we combined news articles with sentiment
scores and stock prices to generate decision predic-
tions using reasoning. These experiments were con-
ducted on an NVIDIA GeForce RTX 3090 24GB,
operating with 4-bit precision. All the experiments
were conducted using the same hyperparameter set-
tings: temperature =1, top_k=5,do_sample=True,
and max_new_token=350. For the financial text
classification task(Task-1), the learning rate was
set to 2e-05, and the optimizer was Adam, with a
weight decay of 0.01.

4 Experimental Results and Discussions

In this section, we briefly discuss the experiments
and research findings of Task 1 and Task 3; Task
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Table 3: Ablation studies among different language
models on SST (Single Stock Trading) prediction task
(Task-3); DRIV, JNJ, MSFT are stock names and SR-
stands for Sharpe Ratio

Models
Experimental Settings Phi-1.3b Gemma-7b Mistral-7b LLaMA2-13b
Zero SR 0.1643 0.1252 0.1037 0.6976
shot SR- DRIV -0.1038 0.1329 0.07715 0.48563
settings SR- JNJ -0.3207 0.1176 0.09508 0.078737

SR- MSFT -0.0685 0.1250 0.13916 1.55556
Few SR 0.89321 0.1132 0.9132 0.6756
shot SR- DRIV 0.13109 0.1129 0.06715 0.42563
settings SR- JNJ 0.0867 0.1147 0.09528 0.077437

SR- MSFT 0.1210 0.1390 0.14976 1.23556

Input Gemma-7B Mistral-7B LLaMA-2-13B (Wealth Guide)

Price = 11.237374305725098
News= ['The global recloser control 
market is expected to grow 
significantly, driven by increasing 
demand for power quality and 
reliability, especially in the electric 
segment and emerging economies 
like China. The positive score for 
this news is 
1.1491235518690246e-08. The 
neutral score for this news is 
0.9999998807907104. The negative 
score for this news is 
6.358970239261907e-08.']

Decision:
Reasoning:
```python
buy
```

{'sentiment': 0.14141012581704443, 
'sentiment_score': {'buy': {'value': 
0.14141012581704443, 'label': 'buy'}, 
'hold': {'value': 0.0, 'label': 'hold'}, 
'sell': {'value': 1.0, 'label': 'sell'}}, 
'score': {'value': 
1.1491235518690246e-08, 'label': 
'buy'}, 'text': "The global recloser 
control market is expected to grow 
significantly, driven by increasing 
demand for power quality and 
reliability, especially in the electric 
segment and emerging economies like 
China. The positive score for this news 
is 1.1491235518690246e-08. The neutral 
score for this news is 
0.9999998807907104. The negative 
score for this news is 
6.358970239261907e-08.", 'text_score': 
{'value': 0.9999998807907104, 'label': 
'neutral'}, 'text_type': 'news'}

Decision: Hold

Reasoning: The news indicates that 
the global recloser control market is 
expected to grow significantly, which 
could lead to an increase in demand 
for power quality and reliability. 
However, the positive score is 
relatively low, indicating that the 
market may not grow as much as 
expected. Additionally, the neutral 
score is close to the positive score, 
indicating that the market may be 
relatively stable. Therefore, it is best 
to hold onto the investment and 
monitor the market trends before 
making any decisions.

Figure 2: Qualitative Analysis between our proposed
LLaMA-2, Gemma-7b and Mistral-7b

2 results are mentioned in appendix section E. We
conducted the experiments for Task 1, a binary clas-
sification to classify "premise" and "claim" class
labels with F1-score and accuracy metrics. We
compared the results with four generative language-
based models, for instance, BERT (Devlin et al.,
2018), BART (Lewis et al., 2019), T5-small(Raffel
et al., 2020b) and DistilBERT (Sanh et al., 2019).
To conduct Task 3 of the SST task experiment, we
compared the results of our model, LLaMA-2-13B
(Touvron et al., 2023), with three other LLM mod-
els, Gemma-7B (Team et al., 2024), Phi-1.3B (Gu-
nasekar et al., 2023) and Mixtral-7B (Jiang et al.,
2023) under two conditions: "few-shot" and "zero-
shot" settings.

4.1 Resultant Discussion

Evidently, in the financial text classification task
(Task-1) detailed in Table 2, the DistilBERT
model demonstrated superior performance com-
pared to other models fine-tuned under identical
configurations. Notably, BART exhibited the
poorest performance, which can be attributed, in
part, to its propensity for accelerated overfitting
relative to DistilBERT. This overfitting issue is
less pronounced in DistilBERT, likely due to its
more compact architecture. Subsequently, Table 3

illustrates the performance comparison between
DistilBERT, popular LLM models, and our
model, LLaMA-2-13B. Our model significantly
outperformed the other models across most
metrics, except for the Sharpe Ratio for JNJ in both
zero-shot and few-shot settings. In these metrics,
Gemma-7B outperformed LLaMA-2-13B in both
settings. However, Mistral-7B performed lower
than the other LLMs but still better than Phi-1.3b.
Conclusively, it is evident that LLMs are a better
choice for large datasets than generative language
models due to their superior ability to make
context-aware inferences. Additionally, Mistral-7B
and Gemma-7B exhibited inconsistent outputs
when tested multiple times on the same data
inputs. In contrast, LLaMA-2-13B consistently
provided accurate decisions and reasoning for all
test inputs, achieving an overall Sharpe ratio of
0.6976. This consistency and higher performance
can be attributed to LLaMA-2-13B’s larger model
size and greater number of parameters. Figure
2 depicts two output instances where our model
LLaMA-2 performed significantly better compared
to Mistral-7b and Gemma-7b.

5 Conclusion

In this paper, we presented our approach for the
FinNLP-2024 shared task, FinNLP-AgentScen-
IJCAI 2024, evaluating LLM capabilities in finan-
cial tasks. Using 291 news & price data points
without historical data, we leveraged the LLaMA-2-
13B model, known for generating coherent and con-
textually accurate text. We developed sentiment-
score-based trading (SST) prediction model to take
"hold", "sell", and "buy" decisions by adapting
LLaMA-2 to predict news sentiment and determine
decisions based on the sentiment score. This ap-
proach helped us to secure the top position in Task
-3 of the FinLLM-2024 challenge.
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A Ethical Consideration

This paper includes limited information about vari-
ous stock names, values, and financial organization
names, primarily provided by the FinLLM chal-
lenge organizers. The authors do not endorse or
recommend investing in any specific stock. The
primary objective of this research is to explore the
capabilities of large language models (LLMs) in
the financial domain and to contribute to the ad-
vancement of research in the FinTech sector. The
authors have deliberately refrained from offering
specific trading advice.

B Limitations and Future work

LLM tend to hallucinate in zero-shot tasks and
even few shot task when no proper context are
given.Using bigger LLM require a lot of resources
to run and train them as opposed to smaller llm.
Using smaller llm though has its limitation like
sacrificing better performance in terms of output
as compared to bigger model.Also diffrent LLM
responds differently to the same prompts so Prompt
engineering might re required for zero shot and few
shot task. Also for task like classification Bigger
llm tend to overfit faster as oppose to smaller model
during finetuning.
Future Work: Our future endeavours encompass
enhancing Task 3 by incorporating historical data,
as such data provides crucial insights. Addition-
ally, we aim to extend the task to support multilin-
gualism, thereby creating new opportunities and
avenues for research and application.

C Prompt Construction

For efficient results, we tested with multiple
prompts, and we found the following two prompt
variants to work for multiple models .
Prompt-1:
Instruction:

Given this context: {context} and price: {price},
output only one decision from the square bracket
[buy, sell, hold] and provide reasoning on why.
Response:
Decision:
Reasoning:

Prompt-2:
Instruction:

Given this context: {context} and price: {price},
output only one decision from the square bracket
[buy, sell, hold] and provide reasoning on why. The
output of the Decision should be only one of [buy,
sell, hold].
Response:
Decision:
Reasoning:

D Hidden details about Task-1 and
Task-3

In the FinLLM challenge, The main focus of Task
1 is on classifying financial texts as either ’premise’
or ’claim’. The mapping should be done from input
features to the classes ’premise’ or ’claim’ for a
given input text. We utilized 7,500 training samples
for fine-tuning various advanced language models
over 5-10 epochs each to achieve optimal perfor-
mance on this task. Table 5 illustrates a sample
instance of the given dataset. In Task 1, a total of
8 different teams participated. Our team, Wealth
Guide, secured 4th place in this competition. Table
4 depicts the overall performance of the partici-
pated teams for task-1.

Table 4: Performance Comparison between the pro-
posed model, Wealth Guide and other competitive
teams.

Team Name Accuracy F1-Score MCC
Team Barclays 0.7626 0.5237 0.7427

Albatross 0.7575 0.5174 0.7555
L3iTC 0.7544 0.5149 0.7581

Wealth Guide 0.7513 0.5018 0.7406
Finance Wizard 0.7286 0.4554 0.7008

CatMemo 0.711 0.4199 0.6818
Upaya 0.709 0.4166 0.6941

jt 0.4933 0.0141 0.590
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Table 5: The sample instances received for Task-1; Financial text Classification task

Id query answer text choices

finargeccauc0

Analyze sentences from earnings conference
calls and identify their argumentative function.
Each sentence is either a premise, offering
evidence or reasoning, or a claim, asserting a
conclusion or viewpoint. Return only premise
or claim. Text: I mean, sometimes it’s not that
you came up with some brilliant strategy, it’s
just like really good work consistently over a
long period of time. Answer:

premise

I mean, sometimes it’s not that
you came up with some brilliant
strategy, it’s just like really good
work consistently over a long
period of time.

[ "premise", "claim" ]

finargeccauc1

Analyze sentences from earnings conference
calls and identify their argumentative function.
Each sentence is either a premise, offering
evidence or reasoning, or a claim, asserting a
conclusion or viewpoint. Return only premise or
claim. Text: Even while in International, we’re
continuing to invest in a lot of areas, we continue to
frontload Prime benefits for the newer geographies,
we continue to launch new countries as we launch
Prime in Australia recently. Answer:

claim

Even while in International, we’re
continuing to invest in a lot of areas,
\we continue to frontload Prime benefits
for the newer geographies, we continue
to launch new countries as we launch
Prime in Australia recently.

[ "premise", "claim" ]

Table 6: The performance comparison between the proposed model, Wealth Guide, and other competitive teams for
the Summary Generation oriented Task-2

Team Metrics
Rouge-1 Rouge-2 Rouge-L BertScore BartScore DLT

Finance Wizard 0.521037018 0.34060938 0.473530112 0.90836845 -3.497988865 1.7346
Upaya 0.529459817 0.358203218 0.486046685 0.910644962 -3.45155009 0.8332

Wealth Guide 0.308893532 0.179468097 0.281924302 0.85959909 -4.961457408 -
Albatross 0.369077581 0.201058395 0.322684316 0.872049115 -3.933526929 -

LBZ 0.534616211 0.358105428 0.492179554 0.911732047 -3.407560172 -
L3iTC 0.366093426 0.187210467 0.304610677 0.875037043 -4.257126737 -

Revelata 0.500411369 0.333023818 0.464356474 0.907018743 -3.805486962 -

For task-3, we received the dataset of financial
news articles along with information such as stock
prices, dates, and trading IDs. Our goal is to predict
whether to "buy," "sell," or "hold" a stock based
on this data. Each record in our dataset includes a)
The stock price at a certain time, b) The date, c) A
unique trading identifier, and d)The financial news
text related to the stock at that time. To achieve
significant predictions, we used a model called Fin-
Bert to analyze the sentiment of the news articles.
FinBert summarizes each news article and provides
three scores: positive, negative, and neutral. We
then combine these scores with the summarized
news to create a comprehensive input for our model.
This combined input enhances our model’s ability
to accurately predict the appropriate trading deci-
sion. In Task 3, a total of four teams participated,
and our proposed model, Wealth Guide, secured
the top position. The detailed results are presented
in Table 7.

Table 7: For Task-3, the performance comparison be-
tween the proposed model, Wealth Guide and other
competitive teams

Metrics
Team

Wealth Guide Upaya Albatross CatMemo
Sharpe Ratio 0.926385228 -0.467489019 -0.48383204 -0.619939784

Sharpe Ratio- DRIV 0.485625528 -0.380232272 -0.251306057 -1.393291177
Sharpe Ratio- FORM 1.585611423 -0.108506918 -1.435471054 0.175932289

Sharpe Ratio- JNJ 0.078737051 -1.102831656 -1.558522674 -0.383243051
Sharpe Ratio- MSFT 1.555566911 -0.278385232 1.309971626 -0.879157198

E Task 2 in brief

Task 2 aims to evaluate the effectiveness of large
language models (LLMs) in summarizing financial
documents. We were provided with 8,000 train-
ing samples and 2,000 test samples to transform
financial news articles into concise summaries Us-
ing a specific prompt template—"Instruction: [task
prompt] Context: [input context] Response: [out-
put].". For this task, we finetuned the LLAMA2-
13B model. The evaluation metrics utilized were
the ROUGE score and BERT score. In the compe-
tition, LLAMA2-13B achieved a ROUGE-1 (R1)
score of 0.3088, which was used for the final com-
petition ranking, as indicated in Table 6. The
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LLAMA2-13B model was finetuned with a learn-
ing rate of 2e-03 using the AdamW optimizer on a
24GB NVIDIA RTX 3090 GPU.
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