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Preface

Field Matters is a workshop focused on the various applications of NLP methods to field linguistics and
the analysis of field data.
The primary pursuit of linguistic fieldwork is to document and describe languages. The former typically
involves building a corpus and other resources for the language community, the latter ideally aims to
produce a reference grammar. Advances in technology have enabled vast quantities of media to be
recorded. These recordings (sound and/or video) require annotation and analysis for further linguistic
research or resource development. This is often done manually. This processing bottleneck can be
significantly sped up with computational methods.
NLP research focuses on developing methodology for different tasks that show significant performance
in high-resource languages, allowing the automation of various routine tasks. The processing burdens
faced by field linguists present a natural opportunity to marry NLP practices with the workflow of a field
linguist. Similarly, the future development of NLP methods could gain from the linguistic diversity and
unique tasks encountered during the description/documentation efforts.
With these in mind, Field Matters aims to provide a platform to deepen the dialogue between Computa-
tional and Field Linguists. Our workshop is hosted by the 62nd Annual Meeting of the Association for
Computational Linguistics.
To highlight the highly interdisciplinary nature of our aim we invite field linguists and NLP researchers
worldwide to our program committee. Each paper was assigned a field linguist along side minimally
two computational linguists. Analyzing the difference in reviews of field linguists and NLP researchers,
we have seen that reviewers provide different perspectives and give more diverse and fruitful feedback:
while field linguists pay attention how practical this application could be or how well it fits in the idea of
the workshop, NLP specialists comment on how relevant and accurate chosen methods are.
After the hard process of reviewing all submissions, the program committee chose nine papers for a
poster or oral presentation at the workshop. Accepted papers illustrate the main idea of our workshop:
how field linguistics may benefit from using contemporary methods of computational analysis and how
the NLP community may evolve its methods with the help of under-resourced languages.
More specifically, chosen papers cover the following topics:

• Tools for fieldwork, including a language documentation tool and guidelines for human-computer
interaction in the field of sociolinguistics;

• Creation of various corpora (both spoken and written);

• Speech and text processing tools for under-resourced languages and dialect variants;

• Phonology study with machine learning tools.

This year we have introduced the Special Track of Indigenous languages of Thaı̈land and South-East Asia
in connection with co-location with ACL in Bangkok, Thailand.
We are incredibly grateful to the Field Matters program committee, who worked on peer review to give
meaningful comments for each submission and made this workshop possible. We want to thank the
invited speakers, Emily Prud’hommeaux, Genta Indra Winata, and Alham Fikri Aji, for contributing to
the program. We would also like to mention all the authors who submitted their papers to our workshop,
and we hope to continue to serve as a link between NLP specialists and field linguists.
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The Parallel Corpus of Russian and Ruska Romani Languages

Kirill Koncha1,2*, Abina Kukanova3, Tatiana Kazakova3, Gloria Rozovskaya3

1University of Groningen, 2Ghent University, 3HSE University

Abstract
The paper presents a parallel corpus for the
Ruska Romani dialect and Russian language.
Ruska Romani is the dialect of Romani lan-
guage attributed to Ruska Roma, the largest
subgroup of Romani people in Russia. The
corpus contains translations of Russian litera-
ture into Ruska Romani dialect. The corpus
creation involved manual alignment of a small
part of translations with original works, fine-
tuning a language model on the aligned pairs,
and using the fine-tuned model to align the re-
maining data. Ruska Romani sentences were
annotated using a morphological analyzer, with
rules crafted for proper nouns and borrowings.
The corpus is available in JSON and Russian
National Corpus XML formats. It includes
88,742 Russian tokens and 84,635 Ruska Ro-
mani tokens, 74,291 of which were grammat-
ically annotated. The corpus could be used
for linguistic research, including comparative
and diachronic studies, bilingual dictionary cre-
ation, stylometry research, and NLP/MT tool
development for Ruska Romani.

1 Introduction

Ruska Romani is the dialect of Romani language
attributed to Ruska Roma, the largest subgroup of
Romani people in Russia. Ruska Roma makes up
at least 50% of all Romani people in Russia and the
number of speakers of the dialect can be estimated
at 70-90 thousand (Kozhanov, 2018).

In general, the Ruska Romani dialect is charac-
terized by a significant influence on the Russian
language at all levels It also contains a significant
number of lexical grammatical borrowings from
German, and Polish (Kozhanov, 2018). The Cyril-
lic script for the Ruska Romani dialect was devel-
oped by Dudarova and Pankov (1928).

This paper presents the parallel corpus for Ruska
Romani and Russian languages. To create the cor-
pus, we found Russian literature translated into

*Work is partially done while at HSE University.

Ruska Romani in the 1920-30s. We choose Rus-
sian literature of that period as a large number of
Russian texts were translated then into minority
languages as a part of government language pol-
icy (Gurbanova and Rangsikul, 2018). As a result,
many of Ruska Romani written texts were created.
Even today these texts make up the majority of liter-
ature written in Ruska Romani. Moreover, many of
them are available in the machine-readable format.
The translated texts include both fiction and non-
fiction domains. We manually aligned a subsample
of sentences from the translations with sentences
from the original works and fine-tuned LaBSE
model (Feng et al., 2022) on the aligned pairs and
used it within lingtrain-aligner library1 for Python
to align the rest of the data. Finally, Ruska Romani
sentences were annotated using uniparser-soviet-
romani2 library and our manually crafted rules.

The parallel corpus of Russian and Ruska Ro-
mani is available as the part Russian National Cor-
pus (RNC)3. The data both in JSON format and
XML format of the RNC together with code are
also publicly available via our repository4. The
corpus includes 88,742 Russian tokens and 84,635
Ruska Romani tokens, 74,291 of which are gram-
matically annotated.

Our parallel corpus could be used for:

• Comparative studies of Russian and Ruska
Romani;

• Diachronic studies of vocabulary and gram-
mar of Ruska Romani;

• Creation of bilingual dictionaries and study
materials for Ruska Romani;

1https://github.com/averkij/lingtrain-aligner
2https://github.com/burushona/

uniparser-soviet-romani
3https://ruscorpora.ru
4https://github.com/kirillkoncha/ruska_romani
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• Stylometry studies, investigating the influence
of a translator on authorship attribution;

• Creation of NLP and MT tools for Ruska Ro-
mani.

Moreover, it contributes to the representation
Ruska Romani dialect and Romani culture overall.

2 Resources for Ruska Romani

The Ruska Romani dialect is one of the most de-
scribed Romani dialects. It was described in gram-
mars by Shapoval (2007); Ventcel’ (1964) and
has several dictionaries created by Sergievskij and
Barannikov (1938); Demeter-Charskaya (2007);
Vasilevskij (2013).

However, there are almost no electronic re-
sources for Ruska Romani dialect. The only excep-
tions are Romani Corpus5 and digitized version of
Russian — Ruska Romani dictionary from Shapo-
val (2007)6. The Romani Corpus contains Ruska
Romani texts published in the USSR in the 1920s
and 1930s (both original works and translations
from Russian). The corpus consists of 720K to-
kens. The morphological annotations of the tokens
in the corpus were not disambiguated.

Despite a large number of translations from Rus-
sian to Ruska Romani, there are no parallel corpora
for these two languages.

3 Corpus Generation

3.1 Data
To create the corpus, we used Russian texts and
their translations to Ruska Romani created in the
1920s and 1930s7. Both original texts and their
translations are written in Cyrillic script. All the
text sources and their metadata are presented in
Table 1. The texts we used for creation of the
corpus partially overlap with texts in The Romani
Corpus. However, The Romani Corpus does not
contain aligned sentence equivalents in Russian.

3.2 Sentence Alignment
Methods. Sentence alignment is the task of match-
ing up equivalent sentences within the same texts in
different languages. Hunalign (Varga et al., 2007)
is one of the most popular tools for sentence align-
ment. It uses statistical models and heuristics to

5http://web-corpora.net/RomaniCorpus
6https://romadict.linghub.ru
7We express our gratitude to Kirill Kozhanov for sharing

the machine-readable texts from Romani Corpus.

identify corresponding sentences based on simi-
larity measures, such as word order and context.
Another solution for this task is Vecalign (Thomp-
son and Koehn, 2019), which employs vector space
models to align sentences in a parallel corpus.

Lingtrain-aligner. We used the lingtrain-
aligner library for the alignment task, an approach
that combines both sentence embedding similari-
ties and heuristics. Firstly, lingtrain-aligner selects
sentence pairs with the closest vector similarity ob-
tained from a multilingual model from an unaligned
text. Then, it computes the chain score, a metric
that estimates how well sentence indexes align with
each other based on the number of breaks or dis-
continuities in ordered sentence pairs. The metric
will be equal to 0 if all pairs are selected randomly
and equal to 1 if a single line without breaks is
obtained. Finally, lingtrain-aligner automatically
resolves conflicts (cases of breaks or discontinu-
ities) by splitting or combining sentences from one
sequence.

Model for Ruska Romani. However, a lan-
guage model that is trained in both languages is
needed to use the lingtrain-aligner library. As there
was no model for Ruska Romani, we trained the
LaBSE model (Feng et al., 2022)8 on Russian and
Ruska Romani sentence pairs using chain score as
an evaluation metric. The chain score was aggre-
gated over multiple batches of ordered sentence
pairs (i.e., sentences were given as they appear in
original texts) several times during each epoch.

Training Set. To train the model, we used
sentence pairs from randomly selected titles:
Dubrovskij, Malen’kie rasskazy, Tri medvedya,
Posle bala. We matched each original sentence
with a translated sentence by their indexes. Then,
the linguist annotator manually checked and cor-
rected matches using Ruska Romani grammar and
dictionary from Shapoval (2007). If two sentences
in one language corresponded to one sentence in
another language, the annotator merged these sen-
tences into one line. The cases, when a sentence
in one language did not correspond to any in an-
other language were allowed (but were not used
during training). The following texts were aligned
for model training: Dubrovskij, Malen’kie rasskazy,
Tri medvedya, Posle bala. In total, these texts con-
tain 24,700 Russian tokens and 25,170 Ruska Ro-
mani tokens.

8https://huggingface.co/sentence-transformers/
LaBSE
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Russian Title English Title Domain Original Author Year №. Tokens Russian Romani Title Transl. Author Transl. Year №. Tokens Romani
Dubrovskij Dubrovsky Fiction A. S. Pushkin 1833 19,249 Dubrovsko A. Svetlovo 1936 19,957
Posle bala After the Ball Fiction

L. N. Tolstoy
1903 3,103 Koli progyya balo

N. Pankovo
1936 2,764

Tri medvedya Three Bears Fiction 1875 493 Trin rychya 1937 497
Spat’ hochetsya Sleepy Fiction

A. P. Checkhov
1888 1,584 Te soves kamelpe

A. Svetlovo
1934 1,552

Van’ka Vanka Fiction 1886 1,157 Van’ka 1934 1,241
Malen’kie rasskazy A Small Stories Fiction A. S. Neverov 1922 1,855 Rakiribena vash tykne

chyavorenge
G. Lebedevo 1930 1,952

V brigade proryv There’s a Breakthrough in
the Brigade

Fiction M. A. Sholokhov 1930 5,126 Dre brigada proriskiribe O. Pankovo 1934 5,299

Esli vrag ne sdayotsya, –
ego unichtozhayut

If The Enemy Does Not
Surrender, He is to Be De-
stroyed

Publicism

A. M. Gor’kij

1930 815 Koli vrago na zdelape les
has’kirna

M. Bezlyudskij 1930 583

Strasti-mordasti Fat-Faced Passion Fiction 1913 4,069 Strasti-mordasti

A. Svetlovo

1934 4,299
Druzhki Buddies Fiction 1898 3,819 Druzhke 1934 3,200
Zlodei Villains Fiction 1901 6,390 Zlodei 1934 6,038
Mal’va Malva Fiction 1897 12,146 Mal’va 1934 12,979
Rozhdenie cheloveka The Birth of a Man Fiction 1898 2,758 Manusheskiro biyanype 1935 2,358
Na plotah On Rafts Fiction 1895 3,409 Pro ploty 1936 3,379
Tovarishchi Comrades Fiction 1895 3,845 Tovarishshi 1937 3,519
Makar Chudra Makar Chudra Fiction 1892 6,062 Makar Chudra 1932 3,900
Emel’yan Pilyaj Emelyan Pilyay Fiction 1893 3,550 Emel’yano Pilyaj 1932 2,829
K rabochim i krest’yanam To Workers and Peasants Publicism 1930 1,159 Ko butyar’ya M. Bezlyudskij 1930 1,102
Son Makara Makar’s Dream Fiction V. G. Korolenko 1885 7,613 Makaroskiro soibe A. Svetlovo 1935 7,187
Total 88,742 84,635

Table 1: Texts Sources

Figure 1: Chain score values during model training.

Training Model. The model was trained on 7
epochs or 2100 steps (each epoch had 300 steps)
with batch size 6. The evaluation was performed
every 100 steps. The best chain score equal to 0.74
was achieved at 200 step of 5 epoch (1600 step).
The observed evaluation metrics during training are
presented in Figure 1.

We used the best-trained model with lingtrain-
aligner to automatically align the rest of the texts
and resolve conflicts.

Errors Correction. Additionally, cosine simi-
larities of each sentence pair were computed. Sen-
tence pairs with cosine similarity below 0.5 were
checked by the linguist annotator if necessary man-
ually corrected the same way the training set was
aligned. Overall, 881 sentence pairs out of 8,127
(11%) were assessed.

3.3 Morphological Annotation

For morphological annotation, we used the
uniparser-soviet-romani library. It is a morpho-
logical analyser for Ruska Romani created based

on uniparser-morph9, a parser developed primar-
ily for under-resourced languages. The parser for
Ruska Romani does not perform disambiguation
of analyses. Therefore, all possible annotations are
given for each token. Annotations include lemma
and its translation, part of speech, case, person,
gender, tense, and many other features. Frequently,
unipaser-soviet-romani dictionaries do not contain
entries for loanwords from Russian or proper nouns.
In total, only 84% (71,287) of tokens were anno-
tated.

In cases where the uniparser-soviet-romani li-
brary did not provide the annotation, we imple-
mented a multi-step approach to analyse nouns and
proper names. Firstly, we examined whether a
word has a Ruska Romani suffix. Subsequently, we
removed the Ruska Romani suffix from the word.
Then, we checked the word presence in Russian
and its grammatical properties using PyMorphy2
(Korobov, 2015). The final annotation process took
into account both the grammatical properties of the
Russian word and the grammatical properties as-
sociated with Ruska Romani suffixes. These rules
allowed us to increase the amount of annotated
tokens by 4% or 3,004 tokens (Figure 2).

After annotation, we converted each uniparser-
soviet-romani word tag into RNC format. Explana-
tions of each tag are given in the project repository
(see the link above).

We did not annotate original sentences as RNC
uses its tools to annotate texts in Russian (see Lya-
shevskaya et al. 2023; Savchuk et al. 2024).

9https://github.com/timarkh/uniparser-morph
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Figure 2: Annotated tokens without and with our anno-
tation rules.

4 Data Format

Our parallel corpus is available in two formats:
JSON and RNC XML. See the project repository
for a more detailed description.

4.1 JSON Format
JSON annotations consist of the following fields:

• sentence_rus: sentence in Russian;

• sentence_roma: sentence in Ruska Romani;

• sentence_id: id of a sentence;

• words_roma: annotations of each Ruska Ro-
mani token in a sentence.

The first two fields are strings, the third field is
numeral, and the field words_roma is a nested list.
Each item in words_roma is a list of dictionaries
with all possible annotations of a corresponding
word in a sentence. For example, the first list in
the field will contain all possible annotations of the
first word in a sentence.

The annotation dictionary has the following
fields:

• wf: word form;

• lemma: normalised form of a word;

• gramm: grammatical features of a word, such
as part of speech, gender, case, etc;

• wfGlossed: word form divided into morpho-
logical elements by hyphens;

• trans_en: English translation of a word;

• trans: Russian translation of a word.

4.2 Russian National Corpus XML-format

We automatically converted JSON data into the
XML format of RNC. The XML body consists of
the following containers:

• <para>: container for a sentence pair, in-
cludes attributes id and id_str;

• <se>: container for a sentence within a sen-
tence pair, includes attribute lang that could
either be rus for Russian or rom for Ruska
Romani;

• <w>: container for a word level annotation,
applied only to sentences in Ruska Romani;

• <ana>: container inside <w> that stores gram-
matical features of a word.

The <ana> container has following attributes:

• lex: lemma of a word;

• wordf: word form;

• gr: grammatical features of a word;

• transl: Russian translation of a word.

One word container <w> could include sev-
eral annotation containers <ana>.

5 Conclusion

We presented the parallel corpus for Russian and
Ruska Romani languages. For sentence alignment,
we used a model trained on manually aligned sen-
tences. We also manually checked alignment in
sentence pairs, where the model predicted low sim-
ilarity for sentences. Ruska Romani sentences in
the corpus were annotated using uniparser-soviet-
romani library and our own manually crafted rules.
The data is available in JSON and RNC XML for-
mats.

Our work could be used in different areas: from
linguistic research and language teaching to the
creation of NLP tools and resources for Ruska Ro-
mani. It also contributes to the representation of
Ruska Romani dialect and Romani culture as the
corpus is available in RNC, one of the largest plat-
forms with resources for the Russian language and
minority languages of Russia.

4



Limitations

The present work has several limitations. The first
limitation is the absence of disambiguation in mor-
phological annotation. Secondly, in the case of Rus-
sian sentence annotation, we rely on RNC annota-
tion tools which are not publicly available. Finally,
the corpus includes only translations of Russian lit-
erature and does not include any spoken language.
Moreover, the texts were translated a long time ago
and might not fully reflect the current state of the
Ruska Romani dialect.
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Abstract

This study addresses the widening gap in Au-
tomatic Speech Recognition (ASR) research
between high resource and extremely low
resource languages, with a particular focus
on Manchu, a critically endangered language.
Manchu exemplifies the challenges faced by
marginalized linguistic communities in access-
ing state-of-the-art technologies. In a pioneer-
ing effort, we introduce the first-ever Manchu
ASR model ManWav, leveraging Wav2Vec2-
XLSR-53. The results of the first Manchu ASR
is promising, especially when trained with our
augmented data. Wav2Vec2-XLSR-53 fine-
tuned with augmented data demonstrates a 0.02
drop in CER and 0.13 drop in WER compared
to the same base model fine-tuned with original
data.

1 Introduction

The landscape of Automatic Speech Recognition
(ASR) research has centered around high resource
languages such as English. This concentrated at-
tention on high resource languages has deepened
the divide between research advancements. While
research on English ASR encompasses diverse lin-
guistic variations, including accented and noised
speech, the same cannot be said for many low
resource languages, though a few basic research
including Safonova et al. (2022) and Zhou et al.
(2022) exist. Astonishingly, not a single basic ASR
model has been developed for Manchu to date,
highlighting a critical void in linguistic inclusiv-
ity within the realm of ASR technology.

The development of a Manchu ASR model holds
particular importance in the field of linguistics, as
there are no more native speakers of Manchu. Con-
sequently, the available data, whether text or au-
dio, for linguistic study is limited and cannot be
replenished. Therefore, it is crucial to maximize
the utilization of existing data. However, due to
the scarcity of individuals capable of transcribing

Manchu audio data, unlabeled data remain unused.
If transcribed, this data could prove to be invalu-
able resource for Manchu research and preserva-
tion. Even though the performance of the Manchu
ASR system may not be perfect, it would be im-
mensely helpful if it could provide draft transcrip-
tions. This would enable researchers to revise and
incorporate them into their studies.

This paper sets out to address the significant gap
between high and low resource languages by de-
veloping the inaugural Manchu ASR model. This
endeavor is underscored by the scarcity of linguis-
tic resources, prompting us to collect all existing
Manchu audio data from Kim et al. (2008) in one
channel. We try to maximize the cross-lingual ca-
pabilities of Wav2Vec2-XLSR-53 (Conneau et al.,
2020) by fine-tuning the model with Manchu audio
data. The performance of the Manchu ASR model
is further enhanced through data augmentation.

The contributions of this study are as follows:

• Collecting Manchu audio data in an unified
format and correcting corresponding transcrip-
tions

• Developing the very first Manchu ASR model
with augmented data

2 Manchu Language

The Manchu language, a member of the Tungusic
linguistic family, has its roots among the Manchu
people of Northeast China and boasts a significant
historical role as the official language of the Qing
dynasty (1644-1912). Presently, the language con-
fronts a dire state of endangerment, officially de-
noted a dead language with no more native speakers
left.

There have been some efforts to employ tech-
nological solutions in the preservation and revi-
talization of Manchu. These endeavors include
the Manchu spell checker (You, 2014), Manchu-
Korean machine translation (Seo et al., 2023), and
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Manchu NER/POS tagging models (Lee et al.,
2024). However, due to the paucity of data, the
studies above face challenges and no ASR model
has been yet developed.

3 Data

3.1 Materials

This study leverages Colloquial Manchu data pro-
vided by Kim et al. (2008), in which Colloquial
Manchu data is gathered as part of ASK REAL
project (Altaic Society of Korea, Researches on
Endangered Altaic Languagess (Choi et al., 2012)).
This audio data represents the dialect of Sanjiazi
village, located in the Youyi Dowoerzu Manzu
Ke’er-kezizu township, Fuyu county, Heilongjiang
Province.

The recording took place from February 7th to
14th, 2006 in Qiqihar, Heilongjiang Province, with
Mr. Meng Xianxiao (73 years old at that moment).
Though Chinese being his first language, Mr. Meng
Xianxiao sufficiently served as the speaker, acquir-
ing a comprehensive ability of Manchu by the age
of 12.

The data we use in this study is the recordings
of the basic conversational expressions and the sen-
tences for grammatical analysis. The length of each
recording is 32 minutes and 58 minutes, for a total
of 90 minutes. Corresponding transcriptions are
basically provided by Kim et al. (2008) and went
through some revisions by a Manchu researcher
from Seoul National University for better preci-
sion.

3.2 Transcription

The phoneme transcription system in this study is
based on Kim et al. (2008). While it shares sim-
ilarities with the International Phonetic Alphabet
(IPA), our system incorporates some distinctions.
Specifically, /b, d, g/ represent voiceless unaspi-
rated stops, and /p, t, k/ denote voiceless aspirated
stops. Notably, Colloquial Manchu lacks voiced
stops, making this transcription system more prac-
tical than using diacritic /h/ to indicate aspiration.
Next, /ǰ, č, š/ denote voiceless palatal sounds. In
IPA system, corresponding sound symbols are [J,
ç, C]. But /ǰ/ is not voiced unlike [J], and /č/ is the
aspirated sound, [čh]. Some examples can be found
in Table 1.

Transcription IPA
miN @nj@ bitk s@w@. miN @ni@ pitk s@w@.

(Translation: My mother is a teacher.)
doš@n ǰo. toü@n düo.

(Translation: Come on in.)

Table 1: Examples of our transcription, IPA, and corre-
sponding translation.

3.3 Data Augmentation

The scarcity of speech datasets from native Manchu
speakers presents a significant challenge, neces-
sitating the adoption of various data augmenta-
tion methods. Audio data augmentation methods
used to simulate different acoustic environments
include:

• Additive noise: Adding background noise to
the audio samples.

• Clipping: Involves cutting short the audio
signals.

• Reverberation: Applying reverberation ef-
fects.

• Time dropout: Randomly removing seg-
ments of the audio.

By implementing the above techniques through
WavAugment1 provided by Kharitonov et al.
(2020), we expand the dataset by 100% respec-
tively, to a total of 400%, significantly enriching
the available train data. Notable is the fact that data
augmentation is implemented after the separation
of train and test data, ensuring more reliable test
results by preventing overlap between the train and
test sets. The size of data before and after augmen-
tation is described in Table 2.

Before Augmentation Duration
train 81 min
test 9.5 min

After Augmentation Duration
train 326.5 min
test 9.5 min

Table 2: The duration of audio files(.wav) in minutes
before and after augmentation.

1https://github.com/facebookresearch/WavAugment
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4 Experiment

4.1 Models

Wav2Vec2-XLSR-53 (Conneau et al., 2020) is uti-
lized as the base model. Wav2Vec2-XLSR-53 is a
multilingual self-supervised learning (SSL) model
from Meta AI2 pre-trained with 53 languages. A
Wav2Vec2-XLSR-53 model is fine-tuned in two
different types of data, leading to two separate fine-
tuned models: one with original Manchu data, and
the other with augmented Manchu data. We name
the model trained with augmented data ManWav.
The fine-tuning process is conducted through Hug-
gingSound (Grosman, 2022).

4.2 Experimental Setup

Our experiments are conducted using an NVIDIA
A100 GPU. We fine-tune our models with learning
rate 3e-4, batch size 16, and dropout rate of 0.1. We
train Wav2Vec2-XLSR-53 with 400% augmented
data for 1 epoch. On the other hand, Wav2Vec2-
XLSR-53 with original data is trained for 5 epochs,
ensuring identical train data size for fair compari-
son.

5 Result and Discussion

5.1 Result

We use Character Error Rate (CER) and Word Er-
ror Rate (WER) as evaluation metrics. CER as-
sesses the accuracy of character transcription, while
WER measures the correctness of word recognition.
Scores closer to 0 represent better performances
in both metrics. WER and CER are the most com-
mon and essential metrics in gauging the overall
performance of ASR systems.

The experimental results prove the significance
of data augmentation in fine-tuning the base model.
As depicted in Table 3, using augmented data at the
training stage clearly improves the performance,
specifically dropping CER by 0.02 and WER by
0.13, indicating the effectiveness using augmented
data described in Section 3.3.

Moreover, Table 4 shows the promising capabili-
ties of ManWav in the Manchu speech recognition
task. The achieved accuracy is particularly notewor-
thy given the limited availability of Manchu speech
data and considering that Wav2Vec2-XLSR-53 is
not initially pre-trained on Manchu.

2https://ai.meta.com/

Data Augmentation CER WER
before 0.13 0.44
after 0.11 0.31

Table 3: The performance of Wav2Vec2-XLSR-53 each
trained with data before and after augmentation.

5.2 Linguistic Analysis

Taking into account the linguistic characteristics of
Manchu, we classify the most common errors in
ManWav into the following four categories: (1) con-
fusion involving /@/, (2) confusion and nasalizing
of nasal sounds in word-final positions, (3) assim-
ilation between stops, and (4) confusion between
/w/ and /x/.

First, there are some uncaptured or mismatched
/@/ sounds in the inference results, particularly in
word-final or between sonorants (e.g., /l/) and stops.
This occurs because /@/ can be neutralized with
other vowels or even deleted, posing challenges in
accurate transcription. As shown in table 4, the
locative marker de and am@ ‘dad’ are sometimes
captured as d and am, indicating apocope of /@/.
The loss of /@/ is also evident in dulke, which origi-
nally included /@/ between the sonorant /l/ and the
stop /k/.

Moreover, nasal sounds /n/ and /m/ in word-final
positions are frequently overlooked during infer-
ence. This could be attributed to the nature of nasal
sounds, as they tend to be fused with subsequent
vowels, resulting in nasalized vowels, or they may
be omitted altogether. The word gunin ‘thought’
is an instance of this phenomenon. It is often tran-
scribed as gunim, where the final /n/ appears as /m/.
The occurrence of nasal stops can sometimes be
mistaken for the deletion of the nasalized preceding
vowel. For example, the /n/ sound in ilan ‘three’
typically nasalizes the following vowels and then is
deleted. However, our model erroneously retained
the nasal sound in the transcription ilan, preserving
the final /n/.

Third, the inference results contain pairs that
have undergone assimilation based on the articu-
lated position. These pairs were not transcribed
as assimilated forms, but this kind of assimila-
tion is a highly productive phenomenon in natu-
ral languages. For instance, the /mg/ sequence in
damgu ‘tobacco’ became /Ng/ in our inference re-
sults. This is unsurprising since both /N/ and /g/ are
velar whereas /m/ is bilabial.

Lastly, confusion between intervocalic /w/ and
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Model Prediction Actual Transcription
si jawuči bi g@l jaam si jawuči bi g@l jaam si jawuči bi g@l jaam si jawuči bi g@l jaam

t@l@ am dulk@ ani @mk@ iči bo al@x@ t@l@ am@ dul@k@ ani @mk@ iči bo al@x@
bi sajw@ wak@ bi sajw@ wak@ bi sajw@ wak@ bi sajw@ wak@

bi sisk@ bitk xolal ba d@ jom mutulko bi sisk@ bitk xolal ba d@ jom mutulko
min do bitk xolal ba joxo min do bitk xolal ba joxo

odun gjak šaxulo odun gjak šaxulo odun gjak šawulo odun gjak šawulo

Table 4: Examples of inference results from ManWav. Wrong predictions are marked red and the corresponding
answers are marked blue.

/x/ is frequently observed. To be specific, šawulo
‘cold’ is recognized as šaxulo in our model. Given
that /w/ is the labial approximant and /x/ is the
palatal approximant, it can be noted that these two
sounds occupy distinct articulatory positions. How-
ever, there is no equivalent unvoiced sound for
/w/, and discerning the voicing of approximants
becomes challenging when they are in intervocalic
positions.

The above four types of mismatch and corre-
sponding examples are elaborated in Table 5.

Mismatch Types Examples
(1) @ / __#, R__C d@ : d, am@ : am, dul@k@ : dulk@

(2) n, m / __# gunin : gunim, ilan : ila
(3) assimilation damgu : daNgu
(4) w : x / V__V šaxulo : šawulo

Table 5: Observed mismatch examples from the infer-
ence results written in phonological notations. R refers
to sonorants, C consonants, and V vowels. # means
boundary of words; __# means word-final position.

6 Related Work

6.1 ASR research in low-resource languages

There exist some endeavors to apply ASR to low-
resource languages. For example, Safonova et al.
(2022) collect a speech dataset in the Chukchi lan-
guage and train an XLSR model. Similarly, Qin
et al. (2022) improve low-resource Tibetan ASR
while Jimerson and Prud’hommeaux (2018) intro-
duce a fully functional ASR system tailored for
Seneca, an endangered indigenous language of
North America. Singh et al. (2023) propose an ef-
fective self-training approach capable of generating
accurate pseudo-labels for unlabeled low-resource
speech, particularly for the Punjabi language. Fur-
thermore, Zhou et al. (2022) explore training strate-
gies for efficient data utilization and Bartelds et al.
(2023) investigate data augmentation methods to

enhance ASR systems for low-resource scenarios.
Other efforts for multilingual ASR or adapting
to low-resource scenarios include Kaldi-toolkit3,
IARPA Babel project4. However, as an extremely
endangered language, Manchu has been isolated
from all these efforts.

6.2 Wav2Vec 2.0

The core innovation of Wav2Vec 2.0 (Baevski
et al., 2020) lies in its ability to effectively cap-
ture the contextual information in speech through
its Transformer-based architecture (Vaswani et al.,
2023). Wav2Vec 2.0 leverages self-supervised
training, allowing the training of an ASR model
with a minimal amount of labeled data, pro-
vided there is an ample supply of unlabeled data.
Wav2Vec 2.0 is effective not only in capturing di-
verse dialects but also in accommodating various
languages. XLSR (Conneau et al., 2020) is built
on Wav2Vec 2.0 and learns cross-lingual speech
representations from raw waveform of speech in
multiple languages. XLSR-53 is particularly pre-
trained on 53 languages, and fine-tuned for Connec-
tionist Temporal Classification(CTC) speech recog-
nition. CTC is a technique used in encoder-only
transformer models such as Wav2Vec 2.0, HuBERT
(Hsu et al., 2021) and M-CTC-T (Lugosch et al.,
2022).

7 Conclusion and Future Work

As an extremely low resource language, Manchu
has often been overlooked in linguistic technology.
In an effort to maximize the utilization of avail-
able Manchu data, the development of an ASR
system is essential. We introduce ManWav, which
involves fine-tuning Wav2Vec2-XLSR-53 on aug-
mented Manchu audio data, with the aim of provid-
ing a valuable tool for the study and preservation

3https://kaldi-asr.org/index.html
4https://www.iarpa.gov/research-programs/babel
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of Manchu. As the addition of a decoder to an ASR
model is known to boost the inference performance
(Karita et al., 2019; Zeyer et al., 2019), enhancing
the inference quality with the help of a language
model should be studied in the future.

Limitations

The primary constraint of this research lies in the
scarcity of Manchu audio data. As the audio data
used in this research consists only of Colloquial
Manchu from one speaker, utilizing ManWav in
other domains would not show optimized perfor-
mances, given that ASR models are usually heavily
domain-dependent.

Ethics Statement

The project paves the way for further innovations
in the field and emphasizes the importance of inclu-
sivity in technological advancements, ensuring that
the benefits of state-of-the-art technologies are ac-
cessible to all linguistic groups, regardless of their
resource status. To support further ASR studies on
endangered languages, we plan to release ManWav
in public.
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Abstract

Investigating language variation is a core as-
pect of sociolinguistics, especially through the
use of linguistic corpora. Collecting and ana-
lyzing spoken language in text-based corpora
can be time-consuming and error-prone, es-
pecially for under-resourced languages with
limited software assistance. This paper ex-
plores the language variation research process
using a User-Centered Design (UCD) approach
from the field of Human-Computer Interaction
(HCI), offering guidelines for the development
of digital tools for sociolinguists. We inter-
viewed four researchers, observed their work-
flows and software usage, and analyzed the
data using Grounded Theory. This revealed
key challenges in manual tasks, software assis-
tance, and data management. Based on these
insights, we identified a set of requirements that
future tools should meet to be valuable for re-
searchers in this domain. The paper concludes
by proposing design concepts with sketches
and prototypes based on the identified require-
ments. These concepts aim to guide the im-
plementation of a fully functional, open-source
tool. This work presents an interdisciplinary
approach between sociolinguistics and HCI by
emphasizing the practical aspects of research
that are often overlooked.

1 Introduction

Researchers in sociolinguistics often use corpora
for investigations of language structure and usage,
identifying linguistic characteristics and patterns in
different contexts. Researchers gain insights into
these patterns by analyzing a collection of authentic
texts (corpora) quantitatively and/or qualitatively
(Biber et al., 1998). The importance of this field has
particularly increased due to factors such as global
interconnection and continuous increase in migra-
tion. Notably, the growing contact of speakers of

*These authors contributed equally to this work.

different languages and varieties adds relevance to
investigating and analyzing language variation and
change. This research often involves collecting and
transcribing natural spoken language to identify
distinct linguistic features and discover patterns
during analysis, though other methods, such as so-
ciolinguistic experiments, are also employed.

Yet, the potential of this research area is fre-
quently accompanied by many challenges that in-
fluence how research is conducted. For instance,
the exponential increase of available data enhances
the possibilities for research, but dealing with
these large quantities of data poses new challenges
for researchers and requires them to incorporate
computer-assisted tools (Mair, 2018). However,
transitioning to digital solutions can be difficult
when faced with unfamiliar tools and a lack of
knowledge about research strategies. In under-
resourced languages, these issues are often com-
pounded by the absence of assistance tools, like
automatic language recognition software, leading
to a time-consuming manual transcription process
(Chakravarthi et al., 2019). This transcription bot-
tleneck (Bird, 2021) is particularly problematic for
under-resourced languages due to transcription dif-
ficulties. This raises the question of whether cur-
rent research techniques can keep up with advanc-
ing technology and changing language dynamics.

In this paper, we aim to create a bridge between
Human-Computer Interaction (HCI) and linguis-
tics, fostering an interdisciplinary collaboration
that leverages the strengths of both fields. By focus-
ing on a User-Centered Design (UCD) approach,
we investigate the practical workflows currently
carried out by variationist sociolinguists working
with lesser-resourced languages, using research on
Arabic dialects as a case study. We aim to iden-
tify critical areas, such as data management, digital
annotation, and automatic analysis, that limit the
efficiency and quality of their studies. The out-
comes intended to be applicable to a broader range
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Figure 1: The User-Centered Design Process: steps from initial user studies and analysis to iterative design solution
development, highlighting the continuous user feedback integration needed for user-friendly software interfaces.

of lesser-resourced languages. As many existing
software applications invest insufficient effort in
the identification of user needs for these languages,
we introduce a road map for finding suitable tech-
nical solutions. Our approach enables the creation
of a digital tool specifically designed to meet re-
searchers’ needs. Moreover, by actively involving
researchers in the design process and valuing their
feedback, we ensure that the software will be user-
friendly and tailored to their requirements.

The upcoming sections outline our approach,
starting with a theoretical background and overview
of related works (Section 2), followed by data col-
lection through interviews with researchers special-
izing in different Arabic varieties (see Section 3.1).
This is followed by an in-depth data analysis (see
Section 3.2 and 4.1). We then define the require-
ments and constraints for a user-centered software
solution by considering the unique needs and chal-
lenges in this field (Section 4.2). Building on these
insights, we propose a prototype that extends and
enhances a previously developed tool, CorpusCom-
pass (Adnan and Brandizzi, 2023), reflecting our
dedication to improving the software in line with
evolving research demands and user insights. Our
goal is to narrow the divide between theoretical
research and practical utility.

2 Theoretical Background and Related
Work

This section reviews the theoretical background
and relevant literature. Central to this discussion
is an exploration of User-Centered Design prin-
ciples and their various extensions (Section 2.1),
which are crucial to our approach. Additionally,
we present an overview of current software solu-
tions in this domain (Section 2.5). While our work
touches on language variation research, we primar-
ily focus on UCD aspects in this section. For more
detailed information on language variation research
methods, please refer to Tagliamonte (2006).

2.1 User-Centered Design

User-Centered Design is the guiding principle of
our research, emphasizing that software and design
development should prioritize users’ needs, skills,
and challenges (Abras et al., 2004)(Sharp et al.,
2019).

UCD proposes several key concepts and steps
that can lead to a successful design process, Fig-
ure 1. One of these concepts is consulting users
throughout all phases of development, especially in
its early stages. This includes studying how users
perform their tasks to achieve their goals, as well
as understanding their preferences and character-
istics. Design decisions should be informed by
user research, and the process should be iterative
to allow for continuous user feedback and flexible
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adjustments(Lowdermilk, 2013).

Advantages of UCD The primary benefit of in-
volving users during the development process is
ensuring usability for the intended software. This
is achieved by tailoring the design to address the
specific problems of the users. The usability of
an application is a major indicator of whether the
application will be relevant for practical use or not,
which makes it one of the most important factors
for developing any design solution (Ritter et al.,
2014).

Better usability can also impact other aspects
of the users’ interaction with the application. Ex-
amples include greater productivity, improved user
experience, or increased accessibility (de Normal-
ización, 2010). Consistently communicating re-
quirements and solution concepts with target users
also contributes to better expectation management.
Expectation management involves clearly defining
the expectations users should have regarding soft-
ware functionality. This prevents failing to meet
user expectations, such as not fulfilling specified
requirements, which could lead to resistance or
rejection of software adoption (Sharp et al., 2019).

2.2 Think-Aloud Commentaries

Think-Aloud Commentaries (TaC) are a special-
ized form of observations often employed in user
research (Nielsen, 2012). They are used to col-
lect user feedback within a designated research
setting, for example in the context of software ap-
plication design and evaluation. During TaCs, par-
ticipants are asked to perform a set of representative
tasks while simultaneously verbalizing all of their
thoughts regarding their task execution. TaCs can
be used as a data collection technique that allows
for capturing subtleties and details that may go un-
noticed or forgotten with alternative data collection
methodologies (such as interviews and workshops).
Additionally, they are also flexible and require min-
imal resources, which allows for easy implementa-
tion across a broad spectrum of research scenarios
and online settings (Cotton and Gresty, 2006).

2.3 Grounded Theory

Grounded Theory (GT) (Corbin and Strauss, 1990)
is a methodology for qualitative data analysis for
text-based data sources. It enables the identifica-
tion of underlying concepts in the dataset and the
exploration of their relations, therefore creating a
deeper understanding of the data. This is achieved

by the derivation of an overarching theory, that is
"grounded" in the data and explains the underlying
concepts. Implementing a Grounded Theory ap-
proach usually consists of three distinct steps that
help with summarizing and organizing the collected
data, and therefore being able to extract valuable
information from it.

The first step, open coding, is concerned with
breaking down the data from the transcripts and
notes into distinct codes. Each code is a short key
phrase that precisely encapsulates an identified con-
cept in the data. The second phase, axial coding,
aims at grouping established codes that are themat-
ically similar into different categories, as well as
finding relationships between these code groups.
Lastly, selective coding describes the process of
formulating an overarching theory that strings all
identified concepts and categories together. Core
categories can be selected that serve as the founda-
tion for this theory (Corbin and Strauss, 1990).

Additionally, it should be pointed out that these
steps do not necessarily imply a fixed chronological
order, but can also be performed in iterations and
repetitions.

2.4 Requirements and Prototyping
Requirements dictate the necessary functionalities
that a product must possess to address the previ-
ously identified issues or provide assistance in task
execution (Sharp et al., 2019). After gathering suf-
ficient amounts of data to understand the users’
workflows and challenges, product (in our case,
software) requirements can be specified. Over the
course of this paper, product requirements will be
referred to as user requirements. This is generally
a more intuitive expression for this concept, as it
implies the involvement of the user.

Requirements form the foundation for the cre-
ation of prototypes, which serve as preliminary
models of the intended product or software. Dur-
ing prototyping, alternative design solutions are de-
veloped with the objective of identifying the most
fitting design for the application context. In the con-
text of UCD, prototyping should be integrated into
an iterative process with sustained user feedback,
where prototypes can be improved over different
cycles (see Section 2.1). It should be pointed out
that shifting the focus towards the consideration of
technological possibilities should occur only at this
stage of the UCD process. However, these possi-
bilities should not serve as the driving factor for
development, but rather as answers on how to fulfill
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the identified requirements (Sharp et al., 2019).

2.5 Challenges in Existing Software

The study of language variation has attracted schol-
arly attention since the 1960s (Bayley, 2013). Early
research, such as Labov’s studies from that era
(Labov, 2006), explored the direct relationships be-
tween linguistic and social variables without com-
plex statistical methods. Initially, researchers pri-
marily used simple quantitative techniques, such
as percentages, cross-tabulations, and multivariate
analysis (Walker, 2012; Guy, 2013). Over time,
there has been a shift toward more sophisticated
analytical methods. Moreover, technological ad-
vancements have led to the development of vari-
ous software applications that facilitate quantita-
tive research tasks within this domain. However,
the majority of these tools are designed for a re-
stricted subset of languages, thereby neglecting
under-resourced languages (Mair, 2018).

In this field, one essential software requirement
is the ability to annotate text corpora. Numerous
software solutions have been developed to meet
this need. Neves and Ševa (2019) conducted a com-
parative analysis of various annotation tools based
on specific criteria. Among the tools evaluated, We-
bAnno (Yimam et al., 2013), Brat (Stenetorp et al.,
2012), FLAT, and EzTag (Kwon et al., 2018) proved
to be the best rated options. Nevertheless, none of
the tools mentioned a user-centered approach dur-
ing development. As a result, linguists often need
to work within the limitations of these tools, rather
than having tools that are flexible enough to meet
their diverse requirements (Mair, 2018).

3 Methodology

This Section details the strategies for data collec-
tion (Section 3.1) and analysis (Section 3.2). It also
describes how these results inform user require-
ments (Section 3.3), which are the core findings of
this paper.

3.1 Data Collection

The data collection procedure included conducting
open interviews with researchers studying language
variation, as well as directly observing their work-
flows during a Think-Aloud Commentary (step 1,
Figure 1). While TaCs are typically implemented
for the evaluation of design solutions, in our study,
they were used to gain detailed insights into the
users’ workflows and to identify the problem space.

In total, four academics from different univer-
sities participated in our user study. All of them
are active researchers in Arabic linguistics and spe-
cialized in the study of different dialects (among
less-resourced languages) based on oral speech (see
Appendix B for users’ specializations). None of
the participants had prior experience with program-
ming own solutions for their respective research
tasks. The number of participants was chosen in
accordance with the minimum required for discov-
ering usability problems (Alroobaea and Mayhew,
2014; Zapata and Pow-Sang, 2012). The gathered
data consists of circa four hours of interviews and
two hours of observations (in the form of TaCs),
where each interview took 56 minutes and each
observation additional 34 minutes on average.

The interviews provided an overview of re-
searchers’ workflows, challenges and inefficien-
cies. This also included issues encountered with
pre-existing software. The Think-Aloud Commen-
tary on the other hand especially helped with de-
tecting more specific difficulties, that are harder to
remember during interview sessions. The interview
script included questions such as the following:

• What are typical steps involved in research
that deals with corpora/language variation?

• Can you tell us about the process of identify-
ing and annotating linguistic elements?

• Do you currently use software for your work?

The interviews were recorded with both audio
and video, transcribed, and finally augmented with
manual notes taken during each interview session
(step 2, Figure 1).

3.2 Data Analysis

We applied a Grounded Theory (GT) approach for
qualitative data analysis (step 3, Figure 1).

In the first phase, we iteratively derived codes1.
This iterative approach allowed us to compare
codes with existing concepts and adjust the analy-
sis as needed. This process repeatedly reinforced
ideas and resolved conflicting concepts.

During the open coding stage, codes were inde-
pendently extracted, then compared and reviewed
in the axial coding stage. This method facilitated
resolving uncertainties and conflicting codes, en-
hancing the results’ quality.

1Codes are short key phrases that encapsulate singular
concepts found in the data, see Section 2.3.
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The analysis concluded with an overarching the-
ory, formulated through the core category identi-
fied by the GT approach (step 4, Figure 1). This
theory captures the most significant difficulties in
corpus linguistics researchers’ workflows and their
underlying causes.

3.3 Identifying User Requirements

User requirements are derived to satisfy users’ pref-
erences, involving them continuously during the
process (step 5, Figure 1). Therefore, it should be
highlighted that user requirements are not to be mis-
interpreted as requirements held towards the user.
They lay the foundation for conceptualizing and de-
signing fitting solution ideas in later development
stages.

4 Results

This section presents the findings from our
Grounded Theory analysis, using open and axial
coding to uncover key themes in language varia-
tion research (Section 4.1). We highlight the heavy
reliance on manual processes and sparse use of soft-
ware tools. A comprehensive summary is provided
in Figure 2. The analysis identified central themes
that guided us in understanding user requirements
(see Section 4.2).

4.1 Data Analysis Results

After applying the Open Coding step on all of the
collected data, we formulated 126 unique codes
representing the main themes from interviews and
observations. Each code was annotated with a par-
ticipant identifier, capturing a wide variety of infor-
mation for further analysis.

Grouping the codes for the second stage of the
Grounded Theory approach (Axial Coding, Section
2.3) was done in two separate steps, which helped
maintain a clear overview of the data. Firstly,
the codes were classified into 12 broader groups2,
where each group contained 10-11 codes on av-
erage. This stage was concluded by identifying
meaningful relations between the 12 general code
groups, which enabled a comprehensive under-
standing of the overall concepts.

The formulated codes were collected in an Excel
document (Microsoft Corporation, 2024) to further
organize and prepare them for the next steps.

2A full overview of all general code groups that were
derived from our analysis, as well the relations between them,
is provided in the Appendix A.

4.1.1 Groups and Themes

The general code groups were formed by cluster-
ing together codes that share a collective theme and
point to a common issue. The identified groups can
be further abstracted and organized into broader
themes, enabling a clearer structure and commu-
nication of our results. These themes include the
common practice of manually performing tasks,
the current utilization of software assistance tools,
the management of data, and further specific chal-
lenges (i.e. creation, annotation, and analysis of
the corpus) that occur during distinct steps of the
workflow. Each of these themes covers a particular
aspect of language variation research, for which the
currently applied methodologies are sub-optimal
or cause difficulties for researchers. The follow-
ing paragraphs examine these broader themes to
present the findings derived from the GT approach.

Performing Tasks Manually The implementa-
tion of manual, non-automated methodologies for
performing tasks was not only prevalent through-
out all interviews and observations, but it also sig-
nificantly influenced and controlled every aspect
throughout the progression of researchers’ stud-
ies. Examples include tasks such as manually read-
ing through the corpus and marking annotations,
retrieving necessary information for the analysis
by hand (i.e., by manually counting annotations),
and only being able to update elements that oc-
cur multiple times in the corpus one instance at a
time. Researchers also often encounter challenges
with manual transcription, as exemplified by one
interview-participant noting “For the transcription
you sometimes need two hours to transcribe two
minutes of spoken language. This makes you feel
bad psychologically because you come home from
work asking yourself what you have managed to
do all day. Then you feel like a loser” (Interviewee
#4). This reflection captures the exhaustive, slow
process of manual transcription and emphasizes
the psychological impact that frustrating manual
work can impose. The execution of manual tasks
therefore was found to be not only highly ineffi-
cient and error-prone but also placed a significant
burden on the researchers who had to carry out
these time-intensive activities.

Current Software Utilization Investigating cur-
rent software utilization involves recognizing spe-
cific software applications that are currently used
by researchers in the context of language varia-
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pinpointing the primary challenge of manual task execution in language research workflows.

tion studies, as well as identifying challenges they
encounter while working with these tools. A repre-
sentative selection of these tools was already intro-
duced in Section 2.5. Software-related challenges
primarily revolve around entry barriers that discour-
age the transition to digital tools. Our research in-
dicates that these entry barriers are mainly shaped
by the considerable time investment required to
learn (and re-learn) the basic operations of soft-
ware applications, as well as by a lack of intuitive
methods for correctly importing existing data into
the software. Additionally, researchers may also
give up on using certain computer programs due
to the software being incapable of fulfilling users’
tasks and needs. One participant highlighted this
issue by stating that “Flex felt like a software for
non-linguists that need to do linguistic stuff, but
it was not usable for my kind of research” (Inter-
viewee #3). Lastly, our investigation revealed that
researchers are frequently overwhelmed by tools
offering an excessive amount of functionalities and
interaction possibilities. This was clearly articu-
lated by one of the participants who mentioned:
“It’s too much for me when programs have too many
functions [...] would be good if a program is just
reduced to the essentials” (Interviewee #4). This
perspective highlights the discouragement they ex-
perience from either initiating or sustaining the use

of a software application due to its complexity.

Data Management Our study also revealed
widespread problems caused by researchers’ data
management. In this context, "data" includes in-
formation such as the corpus itself, speakers and
their attributes, annotations in the corpus, and (in-
termediate) analysis results. We found that all of
the interviewed researchers used different and in-
dependent files and locations for storing their data,
sometimes even alternating between digital and
analog environments. This practice frequently led
to disorganized data structures, making navigation
cumbersome and resulting in inconsistencies and
critical errors in the stored data. Additionally, weak
data management resulted in decreased research
productivity and further demotivated researchers.

Further Challenges During Workflow The dis-
cussed themes highlighted universal challenges im-
pacting all aspects of language variation studies,
alongside unique issues specific to certain tasks. A
key finding is the significant interconnection be-
tween these general and specific challenges; for
example, data management problems can worsen
annotation difficulties by limiting access to cru-
cial context. Addressing these interconnected chal-
lenges is essential for developing effective design
solutions and ensuring the usability of the applica-
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tion.

4.1.2 Core Category
Considering all of the extracted data, challenges,
and themes, our research identified the manual ex-
ecution of tasks as the core category and primary
source for existing difficulties in language varia-
tion studies. As previously mentioned, manual task
execution was implemented by all researchers dur-
ing a majority of their workflows and tasks in our
interviews, thus negatively influencing every as-
pect of their research process. Given this extensive
influence, we assessed that no other practice or
methodology had a greater impact on its efficiency.

Identifying this core category implies the neces-
sity of automated software solutions addressing
these manual task challenges.

4.2 User Requirements

The insights obtained from the previous steps
can be used to specify relevant user requirements.
These requirements are derived from the specific
problems and needs of the target user group and
should therefore be fulfilled by the intended design
solution. This section lists a selection of the most
essential requirements evoked from our user study.

4.2.1 Relevant Requirements for Design
Solutions

Our user research enabled the formulation of a
total of 14 primary user requirements3, with our
attention directed towards reporting on the four
most significant ones.

(i) Ensuring intuitive usability is a fundamental
criterion for the design solution. The tool’s user in-
terface must provide intuitive interactions, tailored
to the target users’ knowledge and skills, empha-
sizing simplicity and focusing on essential features.
This approach addresses challenges highlighted in
prior user studies, guiding the requirements deriva-
tion process. (ii) Better data-management-systems
stems from the identified data management issues.
A data(base)-management system simplifies the
interaction between the user and the database by
ensuring consistency and managing all data-flows
automatically (Dumas et al., 2018). A solution that
incorporates such a system can effectively resolve
data-related issues, freeing users from the respon-
sibility of managing data storage and ensuring its
consistency. (iii) Digital Annotation enhances the

3See Appendix C.1 for a list of the 14 primary user require-
ments, and Appendix C.2 for additional research directions.

research process by automating (part of) the an-
notation tasks within a digital environment. This
feature ensures uniform annotations across the cor-
pus, thereby facilitating a more robust analysis. It
also allows for the annotation of multiple elements
simultaneously, significantly increasing productiv-
ity. Moreover, digital annotation can provide im-
mediate feedback to users on the impact of their
actions on the corpus, leading to more consistent
and correct user actions. (iv) Automatic Analysis
leverages digital annotations to enable fast, error-
free counting and evaluation of data. Automatic
analysis significantly facilitates research by effi-
ciently collecting and assessing corpus annotations.
This automation supports the execution of complex
quantitative and statistical analyses.

4.2.2 Limitations
The limitations in meeting user requirements stem
not only from technical constraints but also from
the diverse personal preferences of users, leading
to highly individualized approaches that make it
hard to establish a set of requirements catering to all
user needs. This was particularly evident in manual
annotation tasks within our user study, where each
participant employed a unique method for tagging
linguistic features, none of which were efficient due
to their manual nature. This diversity complicates
the creation of uniform user requirements. While
standardizing processes could offer a solution by
setting expected standards, it restricts user freedom
and may not fully satisfy everyone, though it could
help address the broader issue more uniformly.

5 Future Directions: Engaging Users in
Design and Development

Even after gathering user requirements, continuing
to incorporate user feedback is crucial throughout
the design and implementation phases of software
development. The initial concept stage focuses on
developing design solutions based on previously
identified user needs, as well as employing proto-
types to test and refine created design solutions.
This approach ensures that the design effectively
meets user expectations and informs the implemen-
tation process in later stages of development.

5.1 Concepts and Sketches
One way of starting the development of potential
software solutions is by creating sketches (step 6,
Figure 1). Sketches are essential tools for visualiz-
ing and refining ideas, serving as a bridge between
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initial concepts and final designs (Tversky et al.,
2003). They are encouraged to be hand-drawn,
quickly made, and easily disposable, which means
that each sketch has a very low cost (for an ex-
ample of a sketch, see Appendix D.1). Therefore,
sketching allows for rapid exploration of solution
concepts, as well as evaluating and communicating
these results (Greenberg et al., 2011), which makes
it a powerful technique for our purpose. Easy com-
munication through sketches allows for sharing
comprehensible design ideas (i.e., with the target
user group). This enables collaborative refinement
of the sketches based on user feedback, which if
performed iteratively (Simon, 1969) leads to con-
verging to a specific design solution in the form of
a low-fidelity-prototype (step 7, Figure 1).

5.2 Prototypes
Low-fidelity prototypes (see Appendix D.2) serve
as an initial representation of the design solution
concept and have been found to be extremely useful
throughout the product development cycle (Virzi
et al., 1996). Unlike their high-fidelity counterparts,
these prototypes are not expected to replicate the
final product’s look or functionality fully. Instead,
they can be rapidly created without losing their util-
ity (Walker et al., 2002), facilitating the exploration
of various conceptual designs and enhancing the
ease of sharing these ideas for user research (Sharp
et al., 2019).

Similar to the refinement of sketches, prototypes
can also be refined as part of an iterative process.
This process includes cycles of user feedback and
fidelity enhancement that aim at ultimately creating
a high-fidelity (software) prototype. High-fidelity
prototypes should look and behave like the finished
product, which means that they should also be close
to fully functional (step 8, Figure 1). Maintaining
user involvement during fidelity enhancement en-
sures that the resulting software remains tailored
to user preferences and requirements (Sharp et al.,
2019) (step 9, Figure 1).

5.3 Implementation
As a final step, our aim is to transition from a high-
fidelity prototype to usable software (step 10, Fig-
ure 1). To increase the speed of development, the
final software will be built on top of the functionali-
ties presented in CorpusCompass (Adnan and Bran-
dizzi, 2023). This digital tool, initially developed
for corpus linguistics research, primarily focuses
on automatic analysis of text-based corpora, a key

component for language variation studies. Our data
analysis indicates that CorpusCompass fulfills sev-
eral user requirements identified for our project,
making it a valuable technical foundation. Despite
its importance, CorpusCompass was not developed
with a focus on user needs, resulting in a user in-
terface that is lacking in functionality and usability.
To make it more useful, it is essential to conduct
additional user studies and develop an interface
that facilitates easy interaction. Thus better serv-
ing the needs of sociolinguists by linking advanced
linguistic analysis with practical usability.

6 Conclusion

Sociolinguists studying language variation in
under-resourced languages often lack supporting
software tools. Addressing this requires an interdis-
ciplinary perspective across Sociolinguistics and
Human-Computer Interaction. This paper provides
such a perspective and actualizes it with a UCD
approach.

Our empirical work is motivated to understand,
respect, and support the unique requirements of so-
ciolinguists in their workflows. To this end, we col-
lected rich qualitative data through interviews and
observations with various academics researching
language variation. Our participants were recruited
from different academic institutions in Europe, and
all focus on studying Arabic dialects.

This data revealed key challenges that sociolin-
guists encounter during their work, arising from the
practice of error-prone manual text analysis and
inconsistent data management approaches. The
underlying root cause is a lack of software tools tai-
lored to meet sociolinguists’ specific requirements
in the context of language variation research. This
leads to further difficulties and inefficiencies dur-
ing the research process. It is important to note that
sociolinguists studying different languages, partic-
ularly those without formal writing systems, or
working in different academic contexts, may face
unique challenges that require tailored solutions.
Thus, while our study provides valuable insights, it
may not encompass all the needs of sociolinguistic
researchers worldwide.

Based on these insights, we specified a set of
concrete user requirements, which serve as a guide-
line for the design and development of better soft-
ware tools. By introducing the idea of sketches and
prototypes, we have illustrated how these require-
ments can be leveraged constructively. We plan to
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implement these ideas in a functional open-source
tool. Beyond our specific study here, we hope that
this paper stimulates interdisciplinary perspectives
to facilitate the often overlooked practical side of
sociolinguistic research work.
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Appendix

A Axial Coding Results and Thematic
Relationships

Figure 3 presents a visualization of the twelve code
groups extracted from the axial coding stage, as
part of Grounded Theory methodology. This illus-
tration is designed to enhance clarity by focusing
on the most critical relationships and code groups
from the data. In the provided context, the vari-
ables (colored in turquoise) signify specific lin-
guistic features (Dependent Variables) or speaker
attributes (Independent Variables).4

As can be seen from the figure, data manage-
ment is a key challenge in research workflows,
directly impacting the creation of variables and
the efficiency of annotation. It contrasts manual,
error-prone tasks with the potential for increased
efficiency and reduced errors through automated
processes, underscoring our findings that automa-
tion is a desirable, though not yet fully realized,
goal in language variation research. The diagram
further delineates the ripple effect of data manage-
ment on research output. Effective management
is shown to allow for the incorporation of more
variables, which can lead to richer, more nuanced
research. However, this also introduces a trade-off
between the potential benefits of having more vari-
ables and the additional effort required to manage
them.

B Research Interests of the Users

For our study, we interviewed four participants
with different academic positions, different univer-
sities, and fields of research (Table 1). The re-
search conducted by our participants encompasses
a wide range of topics within the field of Arabic so-
ciolinguistics, primarily focusing on how language
behavior varies across different social contexts,
speaker backgrounds, and geographic regions. This
includes for instance the study of how individuals
adapt their language in response to their surround-
ings and interaction partners (known as language
accommodation) and the differences in speech pat-
terns between native and second language (L2)
speakers. Moreover, the research focuses on the

4While extralinguistic variables are used here exclusively
as predictors, it is important to note that not all linguistic
variables are dependent. The basic principle of the study of
variation is that linguistic context often contributes signifi-
cantly to variational preferences.

ID Academic Position Affiliation
#1 Assistant Professor University of Bayreuth, Germany
#2 Postdoctoral Researcher University of Bergamo, Italy
#3 Postdoctoral Researcher Freie Universität Berlin, Germany
#4 Ph.D. Candidate University of Vienna, Austria

Table 1: Overview of User Study Participants by Aca-
demic Position and Affiliation.

linguistic diversity found in densely populated ar-
eas, particularly examining the variation between
formal and informal Arabic, the impact of identity
on language use, and the influence of regional di-
alects on over-regional language. For example, one
of the participants explores the complex environ-
ment of Morocco’s multilingual setting, focusing
on the diverse facets of language that such a con-
text presents. The participants worked mainly on
phonological, morphological, and lexical features
occurring in their data. From a sociolinguistic per-
spective, these studies shed light on the complex
relationship between language, society, and iden-
tity, highlighting the diverse ways in which lan-
guage functions both as a tool for communication
and as a marker of cultural and individual identity.
The complexity of annotating, processing, and ana-
lyzing such data underscores the need for flexible
tools that can accommodate the uniqueness of each
research area, as every researcher’s requirements
differ considerably.

C Further User Requirements

This section documents all identified user require-
ments, as well as further requirements that we will
not pursue but that inspire further research.

C.1 Full List of Implementable User
Requirements

The following list captures the 14 user requirements
that were derived from analysing the data from the
user interviews and observations. Each require-
ment is followed by a short description detailing
the expectations for a User-Centered Design solu-
tion.

1. Data/Variable-Management-System: Enables
consistent data/variable-changes

2. Digital Annotation: Digitally enhanced man-
ual annotation

3. Ensure intuitive software usability: Interac-
tions must be relevant and intuitive

4. Automated analysis: Automatic variable and
annotation counting
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Figure 3: Illustration of code relationships from axial coding in Grounded Theory, focusing on data management as
the core challenge in research workflows. The diagram shows its impact on variable creation, annotation efficiency,
and the need for software that aligns with user needs. It highlights trade-offs between manual and automated
annotation, as well as the potential for richer research through variable diversity.
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5. Customizing annotation format: System de-
tects individual annotations

6. Detect multiple annotations: Detect words
with multiple annotations

7. (Partially) automatic annotation: Controlled
automation of annotation process

8. Search/Highlight annotations: Enable finding
annotations quickly

9. Data-Viewer: Intuitive representation of anal-
ysis results

10. Automated text-to-speaker-mapping: Detect
speaker-text-correspondence

11. Corpus Management: Load and remove text
files from corpus

12. Clear and intuitive navigation: Overlay that
allows clear navigation

13. Corpus Exploration Section: Check whole
corpus for correctness

14. Automatic variable extraction: Automatically
extract data from corpus

Based on the list, Requirements 1 to 8 directly
represent user needs identified during data analysis.
In contrast, Requirements 9 to 14 serve as follow-
up requirements, indirectly fulfilling user needs by
facilitating the implementation of Requirements 1
to 8 in a technical context (for example, 10. Au-
tomated text-to-speaker mapping enables 4. Au-
tomated analysis by associating spoken text with
speakers, thus facilitating the identification of pat-
terns in language use).

C.2 Additional Research Directions in User
Requirements

We identified additional requirements that, due to
their high complexity and effort-to-benefit ratio,
will not be pursued in the current project scope.
Furthermore, additional user studies would be nec-
essary to develop a sufficient design solution that
fully addresses all facets of these intricate require-
ments. However, we documented two of them here
to inform future research and highlight areas for
deeper exploration.

(i) Automatic Transcription involves convert-
ing spoken language from audio recordings into
written text. This process is traditionally labor-
intensive, posing a significant time investment due
to the lack of effective automation options, par-
ticularly for under-resourced languages. Despite

recent advancements and growing interest in this
field (Adams et al., 2019), substantial challenges
(differences in phonemic inventories, phonotac-
tic combinations, and word structure between lan-
guages, as well as limited training data for accu-
rate transcription models) persist, as highlighted
by recent research (Wisniewski et al., 2020). An
intuitive and efficient design solution for automatic
transcription could significantly enhance the effi-
ciency of language variation studies by reducing
manual effort and time. (ii) Automatic and Reliable
Corpus Translation faces similar complexities, pri-
marily relying on manual translation efforts. The
challenge lies in achieving consistent and accu-
rate translations across diverse language corpora, a
task that continues to be difficult, given the com-
plexity of linguistic variations (Ranathunga et al.,
2023). Developing a design solution that ensures
intuitive use, consistent processing, and reliable
outcomes for corpus translation could dramatically
expand the research capabilities in language vari-
ation studies, making it more accessible and less
time-consuming.

D Sketches and Prototypes

While sketches and low-fidelity prototypes may ap-
pear similar initially, a difference in their purpose
can be outlined. For our design process, sketch-
ing is intended for the exploration of a variety of
design ideas, whereas prototyping focuses on the
refinement of promising design concepts.

D.1 Sketches
Figure 4 shows an example of a sketch. It illus-
trates how sketches are characterized by a low level
of detail and quick creation, as well as being eas-
ily disposable due to the little effort for creating
them. This enables the exploration of many differ-
ent design solution ideas that can be vastly different,
while also allowing communication and evaluation
of basic components and concepts.

D.2 Prototypes
Figure 5 portrays a (low-fidelity) prototype that
is informed by the identified user requirements. It
expands on earlier sketches by refining ideas and in-
creasing the level of detail, enabling a clearer com-
munication and evaluation, especially with target
users. To incorporate functionality, a "slide-based"
prototype can be employed, where each slide repre-
sents a state of the design solution (for instance, a
software) by using detailed, drawn images, which
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Figure 4: Illustration of a potential design solution sketch for managing corpus files, highlighting how sketching
encourages the exploration of design solutions in the context of User-Centered Design.

are interconnected through linked elements in the
slides.
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Figure 5: Refined drawing portraying a (low-fidelity) prototype, which can be used to communicate design solutions
and obtain feedback during additional user studies.
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Abstract

Language documentation, especially languages
lacking standardised writing systems, is a labo-
rious and time-consuming process. This paper
introduces LangDoc, a comprehensive system
designed to address challenges and improve
the efficiency and accuracy of language docu-
mentation projects. LangDoc offers several fea-
tures, including tools for managing, recording,
and reviewing the collected data. It operates
both online and offline, crucial for fieldwork
in remote locations. The paper also presents a
comparative analysis demonstrating LangDoc’s
efficiency compared to other methods. A case
study of the Moklen language documentation
project demonstrates how the features address
the specific challenges of working with endan-
gered languages and remote communities. Fu-
ture development areas include integrating with
NLP tools for advanced linguistic analysis and
emphasising its potential to support the preser-
vation of language diversity.

1 Introduction

Amongst the very first tasks in language documen-
tation are to collect and record vocabulary of the
language. Traditionally, language data have been
collected and stored in its most primitive form, of-
ten involving manual recording on paper or de-
fault word lists, sometimes with audio recording.
This process is yet the most gruelling and labour-
intensive. Despite the use of technology and/or
computer-assisted systems in latter studies (e.g.
Black and Simons (2006), Yooyen (2013), Dunham
(2014), van Esch et al. (2019)), the heavy reliance
on humans is inevitable, especially converting field
notes into computer-stored data prior to any further
analyses.

Human errors normally weaken the efficiency
of a documentation project and contributes to vari-
ous issues within the system (cf. Rasmussen and
Vicente (1989), Compton (2014)), including com-

promising the overall quality of the information ob-
tained, regardless of the limited resources and other
constraints. LangDoc1 is then a system designed
to streamline the recording and analysing process
of the language data whilst mitigating errors as-
sociated with human involvement in collaborative
projects, specifically for such languages including
but not limited to which lacking conventionalised
writing systems. Its functionality extends to both
online and offline environments, making it particu-
larly well-suited for language documentation con-
ducted in remote locations.

In particular, this paper presents its idea, as well
as system design, functionalities and features. It
will also discuss the system’s current limitations
and outline the possible direction for future devel-
opment. To illustrate the functionalities, this paper
demonstrates LangDoc with a real-world use case
by its application in documenting the Moklen in
the Southern Thailand.

This paper makes several key contributions to the
field of language documentation. Firstly, it aims to
address common challenges faced in this domain,
such as managing data from multiple sources, lo-
gistical difficulties in collaborative teamwork, and
also extending to tackle such external limitations as
the well-being of language informants. Secondly,
the paper proposes features to mitigate common
errors and enhance the efficacy, whilst acknowledg-
ing the essential role of trained linguists. Thirdly,
the paper presents offline synchronisation feature
is crucial for fieldwork in remote locations. The
system allows users to collect data without an in-
ternet connection and syncs automatically when
connectivity is restored. Additionally, the system’s
architecture allows for future integration with tools
for deeper linguistic analysis to further expand its
capabilities.

1The online system can be found at https://langdoc.
piyapath.uk. For the offline programme and any other in-
quiries, feel free to contact the author.
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2 Background Issues and Related Work

Collecting vocabulary data for endangered lan-
guages presents significant challenges, particularly
when the documentation effort is led by community
outsiders. The conventional approach of conduct-
ing interviews and elicitation sessions with native
speaker informants can be inefficient, costly, and
potentially detrimental to the well-being of elderly
informants who often serve as the primary sources
of linguistic knowledge.

One of the major issues is the limited produc-
tivity of data collection sessions, especially with
elderly informants who may have physical limita-
tions. As observed in Moklen fieldwork, interviews
with elders typically yield a maximum of 60 words
per session, with several breaks required within a
three-hour period. Completing a modest vocabu-
lary list of 250 words can take at least five days of
work, and more extensive projects naturally require
even greater resource investment.

Another challenge arises when multiple re-
searchers are involved in the documentation effort.
Dividing informant interviews amongst project
members can lead to wasted effort due to duplicate
recordings of common vocabulary and the poten-
tial to miss more specific, culturally-related terms
known to certain informants; not to mention the
additional time to be spent merging data and iden-
tifying missing entries.

Furthermore, inconsistencies in the interpreta-
tions by different researchers can arise, especially
when dealing with a semantically complex spoken
languages like Moklen. To resolve these discrep-
ancies often requires revisiting informants in per-
son, hindering the overall progress. Even if larger
team appear to be bring a faster data collection, the
unique challenges of endangered language docu-
mentation suggest that a more focused approach
tailored to the needs of the specific community is
crucial. Overwhelming elderly informants with lots
of people can lead to shorter, less productive ses-
sions due to factors such as fatigue and discomfort.

In recent years, there have been efforts to inte-
grate technologies for recording, transcribing, and
analysing language records (Rice and Thieberger,
2018), as well as other NLP tasks (Moeller et al.,
2024; Serikov et al., 2023) to language documenta-
tion. Nevertheless, most works focus on how can
the data can be used to represent linguistic phe-
nomena; little attention, however, has been given
to tackle the fundamental problem of how linguists

or researchers can actually and effectively collect
and prepare the necessary linguistic data in the first
place, especially for endangered languages with
rapidly dwindling speaker populations. Of course,
good tools and applications have emerged to aid in
field linguistics, such as Aikuma (Bird et al., 2014),
FLEx (Zook, 2024), and ELAN (Max Planck Insti-
tute for Psycholinguistics, 2023), yet often operate
in silos and do not comprehensively address the
multifaceted challenges faced by linguists in the
field. There is a need for solutions that holistically
address the data collection process whilst consid-
ering the unique logistical, ethical and community-
related challenges faced when documenting such
endangered languages.

The issues highlighted above point to a primary
use case that the proposed system aims to address,
comprising a team of field linguists with varying
experience working to document the vocabulary
of an endangered language spoken by a remote
community with few population of elderly native
speakers. In the scenario when the opportunities
to work with remaining fluent speakers are increas-
ingly limited, efficiently and sensitively collecting
high-quality data are paramount.

3 The LangDoc System

LangDoc is a comprehensive system designed to
streamline the language documentation process,
particularly for endangered languages lacking stan-
dardised writing systems. It incorporates several
key features to address the challenges identified in
the background section.

3.1 Wordlist-driven Recording System
Although wordlist-driven recording is a standard
practice in language documentation, LangDoc in-
troduces significant improvements where users
have their flexibility to create and customise the
wordlist-based project and propose the structured
workflow that minimise the complexity of work-
ing process. Unlike existing tools, LangDoc’s de-
sign ensures that all entries are systematically re-
viewed and verified, which is particularly important
in the context of endangered languages with limited
speaker populations.

3.1.1 Wordlist Management
LangDoc provides a comprehensive wordlist man-
agement interface that allows users to create, edit,
and organise wordlists within their projects (cf. sub-
subsection 3.2.1).
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3.1.2 Entry Management

Each wordlist consists of individual word entries,
stored in the entry table of the database. This
table maintains information about each entry, such
field as the word form, its part of speech (POS),
definition, category, and its working status.

Users can add new entries to a wordlist by filling
out a form that captures fields such as headword,
POS, category, and meaning. Not every field is re-
quired, as users can customise the fields according
to their needs. The reason for this is to accommo-
date various use cases of specific projects, such as
creating a dictionary for the community.

3.1.3 Data Collection

The wordlist-driven recording system provides a
structured and organised approach to word collec-
tion by presenting users with a list of wordlists and
their associated entries. Users with the collector
role can access the To Collect section, which dis-
plays wordlists that have unrecorded entries.

For each wordlist, collectors can view the per-
centage of entries that have been recorded, provid-
ing an overview of the progress made. By click-
ing on a wordlist, users are redirected to a dedi-
cated page where they can record pronunciation
data (IPA) for each entry.

Figure 1: Sample recording interface

The data collection interface, as in Figure 1,
presents the word entries sequentially, allowing
users to input the IPA transcription using a charac-
ter picker, add comments or notes, and navigate be-
tween entries within a wordlist. The system, how-
ever, prioritises audio recordings of words. Specif-
ically, collectors can only record audio for each
entry without providing IPA or notes. This ap-
proach helps mitigate potential biases compared to
hasty transcriptions by collectors. Users also have
the option to skip entries or mark them for review.

3.1.4 Instant Word Collection

In addition to the wordlist-driven approach, Lang-
Doc offers an "Instant Word Collection" feature
that enables users to quickly gather words from
informants without associating them with specific
wordlists in the project.

The interface is similar to normal word collec-
tion in that it allows users to record information
about particular words. However, this feature also
gives users more flexibility, including to either se-
lect existing informants or add new ones, to enter
the head word or morpheme, and then to record
the word, along with optional IPA transcription and
comments.

3.2 Project Management Tools

LangDoc also provides robust project management
tools, allowing users to create new projects, assign
project members with specific roles (i.e. admin,
collector, analyser), and manage project set-
tings and preferences.

3.2.1 Project Creation

The project creation process in LangDoc is de-
signed to be straightforward. Users can initiate
the creation of a new project by providing essential
information such as the project name, affiliation,
and the language under study. An autocomplete
feature assists users in selecting the language by
suggesting matching language names or ISO 639-3
codes (International Organization for Standardiza-
tion, 2007) as they type.

Once the basic project information is provided,
users can choose to associate one of the existing
wordlists, as shown in Table 1, with the project.
Prior to the modification to include semantic cat-
egory and meaning for dictionary representation,
those predefined wordlists below only offer head-
words and their part of speech. The other way is
to proceed without a wordlist, as the customised
lists can be later imported as CSV or XLSX to the
project. This flexibility allows users to tailor the
project setup according to their specific require-
ments.

After selecting the suitable wordlist, the project
creator can also add people whose the LangDoc
account exists within the current database to the
creating project. By and large, all project settings
and preferences aside from the basic information
are optional and can be altered afterward.

30



Figure 2: An RBAC diagram showing roles within a project in the LangDoc system

Wordlist Citation
Swadesh 100 Swadesh (1971)
Swadesh 207 Swadesh (1952)
ASJP 40 Wichmann et al. (2007)
Swadesh-
Yakhontov 35

Starostin (1991)

Dolgopolsky 15 Dolgopolsky (1964, 1986)
CALMSEA Matisoff (1978)
NGSL 1.2 Browne et al. (2023)
Sign Language Emmorey and Lane (2000)

Table 1: Predefined wordlists available in LangDoc

3.2.2 Project Assignment
LangDoc applies a role-based access control sys-
tem (RBAC) to manage project members and their
permissions. The project creator is automatically
assigned the administrator role, which allows as-
signing roles with specific access levels to other
members. Each user can have multiple roles
within a project and roles can vary across different
projects.

As illustrated in Figure 2, the available roles
within a project include:
• Project Admin: Administrators have full control

over the project, including managing members,
data analysis, and data storage.

• Analyser: Members assigned the analyser role
are responsible for reviewing and analysing the
collected linguistic data to determine its usability
and accuracy.

• Collector: The collector role involves record-
ing and managing the collected linguistic data
within the project.

• Member: General members have limited access
and are participants in the project with standard
privileges.
By assigning specific roles, LangDoc secures

that the right individuals have the necessary permis-
sions to perform their designated tasks, maintaining
data security and efficient project management.

3.2.3 Project Management
LangDoc provides a dedicated project management
interface that allows administrators to oversee and
manage various aspects of their projects. This in-
terface includes:
• Project Settings: Administrators can access and

modify project preferences, including general
project details and other customisation options.

• Wordlist Management: Administrators can cre-
ate new wordlists and add entries to existing
wordlists for the whole project.

• Member Management: Administrators can add
or remove project members, as well as modify
their assigned roles within the project.

• Progress Tracking: The project management
interface provides an overview of the progress
made on each wordlist, displaying the percent-
age of entries that have been recorded or require
revision.
Through these comprehensive project manage-

ment tools, LangDoc allows administrators to effec-
tively coordinate and oversee linguistic data collec-
tion and analysis projects for the organised working
environment. Whilst this section is dedicated for
project administrators, some discussed functionali-
ties can overlap across roles as seen in Figure 2.
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3.3 Collaborative Review System

To enhance the quality and accuracy of the data,
LangDoc includes a collaborative review sys-
tem that allows senior members designated as
analysers to collectively review, verify and re-
fine the recorded data. Their primary tasks include
listening to recorded pronunciations, verifying tran-
scription accuracy, and making necessary correc-
tions or annotations, so as to maintain the integrity
and accuracy of the linguistic data that meet the
research objectives.

Figure 3: Sample review interface (1SG in Moklen)

The review interface in LangDoc is intuitively
designed to facilitate an efficient review process.
It presents all the data entries that require verifica-
tion in a listed format, allowing analysers to easily
navigate through them. Each entry includes de-
tailed information such as the word, its phonetic
transcription, and any notes or comments added by
the collector.

Analysers can play audio recordings directly
within the interface and compare them against the
provided transcriptions. If discrepancies or errors
are found, analysers can edit the transcriptions di-
rectly in the interface. They also have the option
to add detailed comments to provide context or
justification for the changes they make.

3.3.1 Collaborative Features
To promote collaboration, LangDoc includes sev-
eral features that support real-time communication
and data sharing amongst analysers, aside from the
automatic status tagging system:
• Commenting System: Analysers can leave com-

ments visible to all members on each entry to
discuss discrepancies, suggest alternatives, or

provide insights.
• Change Tracking: The system keeps a log of all

changes made to each entry, including who made
the change and when, to maintain transparency
and accountability in the process.

• Consensus Building: For entries that require
further discussion, analysers can flag them for
review to ultimately build consensus on the most
accurate transcription as the final decision.

3.4 Data Transfer
Another critical feature of the LangDoc system is
its comprehensive data transfer functionality. This
feature is provided due to the fact that LangDoc is
designed as a tool, rather than a closed platform, to
address the diverse needs of linguistic researchers
and project teams for their recorded language data.
It allows them to use their available data in the
system, and to access and utilise their data outside
the LangDoc environment.

Apart from its import functionality discussed in
subsubsection 3.2.1 to serve users who are more
familiar with data in other formats, The LangDoc
system allows users to have complete access to
their project’s information via the export of var-
ious types of data, including recorded wordlists,
audio recordings, and relevant metadata. Users ini-
tiate the export process by selecting the specific
project or wordlist they wish to export. This ranges
from the selection of specific wordlists to the en-
tire project data. It also supports multiple export
formats (i.e. CSV, JSON, XML, or ZIP files for the
export includes audio recordings) for varying com-
patibility with various analysis tools and software.

3.5 Offline and Remote Accessibility
Field linguistics often requires researchers to work
in remote areas where internet infrastructure is
lacking or entirely absent. In such environments,
the reliance on a constant internet connection for
data collection and analysis can severely hinder
the progress of linguistic documentation efforts.
Recognising this, one of the significant develop-
ments of the LangDoc system is the ability to op-
erate effectively in both online and offline environ-
ments, which is crucial for uninterrupted linguis-
tic data collection in remote field locations with
sporadic or non-existent internet connectivity. A
detailed explanation of the technical implementa-
tion, including data synchronisation, local storage,
and system architecture will be presented in the
following section.
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Figure 4: A high-level C4 container diagram of LangDoc system

3.6 System Architecture

As shown in Figure 4, LangDoc follows a client-
server architecture with web-based user interfaces
(i.e. web application and desktop application) in-
teracting with a backend server that stores data in
relational databases.

LangDoc supports external authentication meth-
ods, allowing users to authenticate using their ac-
counts from external providers. This external au-
thentication component communicates with the re-
spective authentication providers’ APIs to facilitate
user login, registration, and account management.

The main interface for LangDoc is a web-based
application. On the server-side, the application em-
ploys PHP to handle data processing, database in-
teractions, and server-side logic, whilst Nginx web
server is responsible for serving the application
and handling HTTP requests. On the client-side,
HTML, CSS, and JavaScript are used to create the
user interface, handle user interactions, and pro-
vide a responsive and dynamic experience. The
application also incorporate Angular, a JavaScript
frameworks, to facilitate efficient development and
maintainability. Though accessible on various de-
vices, the interface is optimised for PC usage

LangDoc also offers the desktop interface de-
signed specifically for offline word collection and
temporary local storage, using an SQLite database
to store linguistic data and project information.

When the desktop application is online, it synchro-
nises the locally stored data with the cloud database
server. This process involves uploading any new
or modified data to the server and downloading
any updates or changes made by other users or
collaborators. The desktop application is built us-
ing ChromiumOS rendering and Node.js for cross-
platform compatibility, which allows for the cre-
ation of desktop applications using web technolo-
gies like HTML, CSS, and JavaScript to create a
consistent user experience across systems.

The data synchronisation between the offline
desktop application and the server is a crucial as-
pect of the LangDoc system. The mechanism
adopts long-polling protocols to establish a connec-
tion between the desktop application and the cloud
server. The desktop application stores data locally,
keeping track of any new, modified, or deleted en-
tries using timestamps during offline. It initiates the
synchronisation process when detecting an internet
connection. Timestamping is employed to prevent
conflicts and determine which changes should take
precedence, as the system allows multiple entries
supported by the review system.

The deployment architecture of the LangDoc
system varies depending on specific requirements
and infrastructure available. For local development
and testing purposes, the system is deployed on a
virtual environment, with the web application run-
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ning on Apache and the database server running
on the same machine. For staging or production,
the system is implemented on AWS cloud platform,
hosted on an Canonical Ubuntu 22.04 E2 instance.
The deployment architecture incorporates load bal-
ancing, caching, and optimisation techniques for
scalability and availability. For security measures,
SSL/TLS encryption and firewalls are implemented
to protect the system and user data.

4 Evaluation and Case Study

It is always difficult to find a good matrix to mea-
sure the performance of software development sys-
tems such as LangDoc. However, evaluating its im-
pact on language documentation projects is crucial
for understanding its effectiveness and efficiency.

4.1 Comparative Analysis

To quantitatively evaluate the performance of Lang-
Doc against traditional paper-based methods and
computer-assisted audio recording, an experiment
was conducted involving eight non-Vietnamese par-
ticipants collecting Vietnamese vocabulary using
the Swadesh-Yakhontov 35 wordlist across 3 dif-
ferent methods. Figure 5 visualises the central ten-
dency distribution of time taken for each methods.

Figure 5: A boxplot of time taken for documenting tasks
using different methods

One-way ANOVA showed a significant differ-
ence in mean times among methods (F (2, 21) =
19.33, p < 0.001). Additionally, a post-hoc Tukey’s
HSD test indicated the paper-based method (x̄ =
27.88, s = 5.59) took significantly longer than the
computer with audio recording (x̄ = 13.00, s =
7.03) and LangDoc (x̄ = 13.13, s = 3.18) methods.

Overall, Figure 5 shows that both computer-
assisted and LangDoc significantly improve data
collection efficiency over paper-based methods,

which, although gradually decreasing in modern
fieldwork, still occur in certain scenarios. Besides,
whilst traditional measure appears faster in median
time, I argue that the consistency and accuracy of
LangDoc’s data collection process offer substantial
long-term benefits by reducing the need for subse-
quent corrections and reverifications. Still, it is not
appropriate to claim from the result as the experi-
ment only involved the collection of 35 words and
did not test the review process. Our case study on
the Moklen language in the following section fur-
ther demonstrates these advantages in a real-world
setting.

4.2 Case Study: Documenting the Moklen
Language

The case study of documenting the Moklen lan-
guage in Phuket and Phang-nga, Thailand stands as
evidence of LangDoc’s effectiveness in addressing
challenges faced by field linguists working with
endangered languages and remote communities, as
highlighted in the section 2.

Like many endangered languages, Moklen is pre-
dominantly spoken by the older generation, typi-
cally those above 50 years old who are Moklen-
Thai bilingual (Pittayaporn and Choemprayong,
Forthcoming). However, fluent speakers of the
language are mostly amongst those exceeding 70
years old, restricting potential informants to only
the elderly population. Despite their willingness to
help teach the language and share knowledge, the
documentation process itself can present unfore-
seen challenges due to the physical limitations that
often come with age. Unlike younger generations
having more stamina, extended recording sessions
usually require elders to remain seated for longer
periods. They may also need to repeat information
or clarify pronunciations, which can be tiring. Ad-
ditionally, the nature of documentation, where the
duration are unstructured and depend on the flow
of the conversation, is likely to inadvertently cause
discomfort for elderly informants.

LangDoc’s workflow and offline capabilities al-
lowed researchers to conduct sessions at a com-
fortable pace for the elderly informants, reducing
the chance of discomfort. The system facilitated
the data collection process by preventing the clus-
tering of records for words already documented.
This feature not only accelerated the overall col-
lection process but also minimised unnecessary
post-processing tasks.

The ability to work offline and synchronise data
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later proved invaluable, enabling researchers to fo-
cus on building rapport with informants. This led
to more productive sessions and richer linguistic
data collection. The motivation behind integrating
offline functionality into LangDoc stems from the
need to support fieldwork research in any setting,
particularly for documenting endangered languages
spoken by isolated communities like Moklen in Ko
Phra Thong Island, Thailand. The offline capabili-
ties allow greater flexibility, enabling researchers to
collect data in the field and later synchronise it with
central servers when internet access is restored, in-
tegrating into the broader project database.

Moreover, LangDoc’s flexibility in both envi-
ronment and wordlist configuration allowed the
Moklen project to recollect sample audio record-
ings for each lemma, facilitating the production of
a comprehensive Moklen dictionary. As of now,
the Moklen language documentation project ex-
pects to compile a comprehensive database of over
1,000 words, complete with audio recordings, IPA
transcriptions, and cultural annotations.

The success of the Moklen language documen-
tation project underscores LangDoc’s value in en-
hancing the efficacy and effectiveness of language
documentation efforts, particularly in challenging
field conditions. The system’s ability to address
the unique needs of endangered language commu-
nities and remote locations highlights its potential
to support the documentation of linguistic diversity
worldwide, preserving invaluable cultural heritage
for future generations.

5 Discussion and Future Directions

The LangDoc system represents a step forward in
optimising language documentation process, par-
ticularly for endangered languages in remote com-
munities. However, it is essential to acknowledge
the limitations of the current system. Whilst ex-
celling in data collection and organisation, Lang-
Doc primarily focuses on the preliminary stages of
language documentation, currently limited to man-
aging wordlists, transcriptions, and basic metadata.
Additionally, the system’s reliance on manual input
and human involvement, even if mitigated through
its collaborative features, may still introduce po-
tential biases or inconsistencies, particularly in the
transcription and annotation processes.

Integrating LangDoc with state-of-the-art NLP
techniques could significantly enhance its capa-
bilities to help linguists doing their works. For

example, automated transcription and annotation
tools could reduce manual effort and potential bi-
ases from humans, allowing linguists to provide
essential oversight, control quality, and go further
with analysis of complex linguistic phenomena
beyond lexicons. Additionally, incorporating ma-
chine learning models trained on the collected data
could assist in developing low-resource technolo-
gies, such as machine translation, parsing, and ASR
systems for the documented languages.

Exploring ways to involve language communi-
ties more actively in the documentation process
could foster a sense of ownership and promote the
preservation of linguistic heritage. This could in-
volve developing user-friendly interfaces for com-
munity members to contribute to data collection,
validation, and dissemination efforts, in addition to
the tool used solely by linguists.

6 Conclusion

This paper presented LangDoc as a system to ad-
dress challenges in documenting endangered lan-
guages without standardised writing not only in
the form of software tools but also via presenting
logical steps for human workflow. By incorporat-
ing project management, wordlist-driven recording,
collaborative review, and offline access, it improves
documentation efficiency and quality. The Moklen
case study demonstrated LangDoc’s capabilities in
tackling data duplication, verification bottlenecks,
and accommodating elder informants. Whilst not a
panacea, LangDoc streamlines workflows and en-
hances collaborative project effectiveness, helping
preserve linguistic diversity and sustain endangered
languages in its most foundational process.
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Abstract

Moklen, a tonal Austronesian language spoken
in Thailand, exhibits two tones with unbalanced
distributions. We employed machine learning
techniques for time-series classification to in-
vestigate its acoustic properties. Our analysis
reveals that a synergy between pitch and vowel
quality is crucial for tone distinction, as the
model trained with these features achieved the
highest accuracy.

1 Introduction

Moklen, an endangered and understudied Aus-
tronesian language spoken along the western coast
of southern Thailand (Larish, 2005), has sparked
debate about its tonal status. While Austronesian
languages are typically not tonal, Moklen exhibits
a few minimal pairs suggesting the presence of
two lexical tones (Larish, 1997; Pittayaporn et al.,
2022).

The acoustic properties of Moklen tone were re-
cently explored by Pornpottanamas et al. (2023).
Their study revealed that Moklen tones are distin-
guished not only by pitch, but also by vowel qual-
ity and voice quality. Interestingly, these acous-
tic characteristics resemble those of register con-
trasts found in mainland Southeast Asian languages
(Brunelle and Kirby, 2016). It is worth noting that
the definition of tone in this paper refers to the
suprasegmental contrast, which may be realized
not only by pitch, but also by voice quality or vowel
quality, similar to Vietnamese, Burmese, Shanghai
Chinese, and other languages (See Abramson and
Luangthongkum, 2009; Brunelle and Kirby, 2016).

What remains unclear is the relative weight of
acoustic cues in Moklen tones and register systems.
Phonetic contrasts often differ across multiple di-
mensions; for example, the English /b/ and /p/ differ
in their voice onset time (VOT) as well as other
dimensions, including the duration of stop clo-
sure and fundamental frequency (f0) after closure

(Lisker, 1986). Furthermore, even though a con-
trast may involve several phonetic dimensions, they
may not all be equally important. In other words,
the phonetic cues may have different weights in
production and/or perception. For instance, the
English /b/ and /p/ are primarily distinguished by
VOT, with f0 playing a secondary role (Abram-
son and Lisker, 1985). It is therefore possible that
the acoustic cues in Moklen tones, including pitch,
vowel quality, and voice quality, may have different
relative weights.

In this paper, we investigate the contribution of
individual acoustic features to Moklen tone dis-
tinction using an ablation study within a machine
learning framework. We employed a Bidirectional
Long Short-Term Memory (BiLSTM) Neural Net-
work with self-attention for sequence classifica-
tion. BiLSTM with self-attention has been used
in tone recognition tasks in previous works (e.g.,
Yang et al., 2018). However, neural network clas-
sification has rarely been used with the tones of
underrepresented languages such as Moklen.

This investigation confirms the presence of con-
trastive tones in Moklen. Furthermore, our anal-
ysis reveals that pitch and vowel quality features
are crucial for distinguishing the two lexical tones.
The model trained on this feature set achieved the
highest accuracy in differentiating between Moklen
tones.

1.1 Moklen and its lexical tones
Moklen is an indigenous language spoken by fewer
than 4,000 people along the west coast of Phang
Nga province in Thailand and on nearby islands
(Arunotai, 2017). Currently, the language is fac-
ing endangerment, as its use is limited to older
adults with low transmission to younger speakers
(Pittayaporn et al., 2022).

Phonologically, Moklen shares similarities with
mainland Southeast Asian (MSEA) languages, set-
ting it apart from the broader insular Austronesian
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Figure 1: Difference in f0 of a minimal pair /n@mán/ ‘to
fish’ vs. /n@màn/ ‘to be glad’.

family (Larish, 1999; Pittayaporn, 2024). Two fea-
tures relevant to this study, shared by Moklen and
other MSEA languages, are systematic word-final
stress and tonal contrast.

Moklen follows a consistent iambic stress pat-
tern, with stress assigned to the last syllable of
the foot (Larish, 1999; Swastham, 1982). Moklen
tones are consistently realized only on the ultimate
syllable, which also bears stress (Pittayaporn et al.,
2022; Pornpottanamas et al., 2023). The two tones
are not predictable from any phonological envi-
ronments despite an unbalanced distribution: the
majority of words carry Tone 1, while only about
10-20% carry Tone 2 (Larish, 1997). A few mini-
mal pairs have been identified, as shown in Table
1.

Acoustically, the two tones differ in several ways.
Tone 1 is generally higher-pitched compared to
Tone 2, which has a lower pitch and a steeper rise
on the stressed vowel (Figure 1). Additionally, Tone
1 vowels tend to be lower and slightly more front
compared to Tone 2 vowels. Finally, Tone 2 exhibits
breathiness, while Tone 1 is more modal. These
acoustic properties remain consistent regardless
of vowel length, onset voicing, or coda categories
(Pornpottanamas et al., 2023).

While previous research has identified acoustic
correlates of Moklen tones, including pitch, vowel
quality, and voice quality, one question remains
unanswered: the relative importance of these fea-
tures in distinguishing the two lexical tones. It is
unclear whether all features contribute equally or
if a specific combination proves most effective.
Investigating this question can provide deeper in-
sights into the acoustic realization of Moklen tones
and potentially contribute to the development of
more efficient automatic speech recognition sys-
tems for Moklen.

1.2 Research questions

This paper investigates two key questions regarding
Moklen tone:

Tone 1 Tone 2
Words Glosses Words Glosses
n@mán ‘to fish’ n@màn ‘to be glad’
b@lá: ‘to scold’ b@là: ‘dehusked rice’

n@má:P ‘to enter’ dadà:P ‘breast’
Pá:k ‘to place’ Pà:k ‘crow’

namát ‘wave, tide’ digàt ‘bedbug’
kOlá:t ‘to be hot’ kOlà:t ‘mushroom’

Table 1: Examples of stimuli.

(i) Can pitch, voice quality, and vowel quality
features be used to distinguish the two Moklen
tones?

(ii) Which combination of these acoustic features
leads to the most accurate classification of
Moklen tones?

2 Methodology

2.1 Data collection and processing

Eight native Moklen speakers from Phang Nga
Province participated in this study. Four partic-
ipants (3 females, 1 male) resided in Bang Sak
village, while the remaining four (3 females, 1
male) resided in Lam Pi village. Although the
participants are from two different villages, previ-
ous research has not observed dialectal differences
between them (Pornpottanamas et al., 2023).

The participants ranged in age from 46 to 70
years old at the time of recording. Notably, all
participants were bilingual in Moklen and Southern
Thai, with Moklen being their dominant language.

The participants were instructed to produce
Moklen monosyllabic and disyllabic words in iso-
lation. The stimuli were presented orally in Thai,
and participants were asked to translate them into
Moklen. Each target word was repeated three times.

The stimuli consist of 98 attested Moklen words
with stressed final syllables containing /a/ or /a:/
vowels. These target words were systematically var-
ied in terms of tone, onset voicing, vowel length,
and coda classes to achieve a balanced representa-
tion. Examples of the stimuli are provided in Table
1. Notably, there are 74 words with Tone 1 and
24 words with Tone 2. This unequal distribution
of stimuli roughly reflects the actual proportion of
these two tones within the Moklen lexicon. We did
not control for the semantic or syntactic categories
of the target words.

The recordings were manually segmented in
Praat (Boersma and Weenink, 2020). From the
stressed vowel intervals, five acoustic measure-
ments were extracted to serve as time-series fea-
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tures in the classification process: fundamental
frequency (f0) for pitch, first and second formant
frequencies (F1, F2) characterizing vowel quality,
the difference between corrected first harmonics
and corrected spectral amplitude of F3 (H1*-A3*)
(using the correction method from Iseli and Al-
wan, 2004), and Cepstral Peak Prominence (CPP)
as measures of voice quality. These measurements
are commonly reported as acoustic correlates of
tone in Southeast Asian languages (Brunelle and
Kirby, 2016). Measurements during the vowel in-
terval were chosen over the rime (vowel and coda)
interval because our target words include those with
final voiceless stops. Many of these measurements,
especially f0, F1, and F2, cannot be tracked during
the voiceless stop coda interval. Therefore, mea-
surements during the vowel interval provide the
only fair comparison across all syllable structures.

PraatSauce (Kirby, 2018) was used to extract
these acoustic measurements. A consistent window
size of 30 milliseconds (ms) with a 5 ms time step
was applied to all measurements. f0 tracking was
performed in two steps to account for individual
variations in f0 range across participants, following
the method described in De Looze (2010).

To standardize the acoustic measurements,
each participant’s data were z-scored based on
participant-specific mean and standard deviation.

2.2 Data preparation
To prepare the data for classification analysis, we
first addressed missing values due to tracking errors
using the fillmissing function in MATLAB (Math-
Works, 2024), employing linear interpolation of
neighboring, non-missing values. Trajectories with
too few existing values that could not be adequately
filled were removed. The remaining number of to-
kens for classification is 1,684 for Tone 1 and 567
for Tone 2.

We randomly partitioned the data into an
80:10:10 split for training, validation, and testing
sets, respectively, using the cvpartition function in
MATLAB. The training set contained 1,801 tokens
(1,353 tokens of Tone 1 and 448 tokens of Tone 2),
the validation set included 225 tokens (157 tokens
of Tone 1 and 68 tokens of Tone 2), and the testing
set comprised 225 tokens (174 tokens of Tone 1
and 51 tokens of Tone 2).

Due to the imbalanced class distribution, we up-
sampled Tone 2 tokens in the training set to match
the number of Tone 1 tokens. To achieve a more
robust classification, we augmented the training

Hyperparameters Ranges Optimized
Values

# Hidden Layers [1, 4] 1
# Hidden Units [16, 64] 52
Batch Size [16, 64] 23
Initial Learning Rate [10-6, 0.005] 0.0032

Table 2: Search ranges for Bayesian Optimization and
the optimized values.

data using two methods adapted from Flores et al.
(2021): time-warping and adding random Gaus-
sian noise. We time-warped each token to a length
randomly drawn from a Poisson distribution with
a lambda parameter corresponding to the mean
length of all tokens. Then, we added Gaussian
noise with a standard deviation of 0.05 to all mea-
surements of all tokens. Finally, we combined the
permuted data with the original data to enlarge the
training set. In total, our training set included 2,706
tokens for each tonal category.

2.3 Sequence classification using bidirectional
LSTM with Self-Attention

To classify Moklen tone, we trained a Bidirectional
Recurrent Neural Network with Long Short-Term
Memory units (BiLSTM). BiLSTM is well-suited
for sequential tasks like speech recognition (Graves
and Schmidhuber, 2005). Additionally, we en-
hanced the model by incorporating a self-attention
mechanism to focus the network on the most rele-
vant parts of the input sequence for tone classifica-
tion.

The BiLSTM architecture consisted of an input
layer with five units (one for each acoustic mea-
surement), hidden layers using a sigmoid activation
function, and an output layer with two units (one
for each tone class), followed by a softmax layer
for probability estimation. Additionally, recurrent
dropout was applied to the hidden layer for regu-
larization.

Other hyperparameters, including the number
of hidden layers, number of hidden units, batch
size, and initial learning rate, were optimized us-
ing Bayesian Optimization. The search ranges for
Bayesian Optimization and the optimized values
were summarized in Table 2.

2.4 Feature ablation

To assess the contribution of different acoustic fea-
ture sets to tone classification, we conducted a fea-
ture ablation study. We trained separate classifica-
tion models with seven feature combination inputs:
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Features Overall Tone 1 Tone 2
Acc. Acc. Acc.

(iii) Pitch+Vowel 84.0% 86.2% 76.5%
(i) Pitch+Voice+Vowel 81.3% 85.6% 66.7%
(v) Pitch 79.6% 83.9% 64.7%
(ii) Pitch+Voice 79.1% 83.3% 64.7%
(iv) Voice+Vowel 78.2% 83.3% 60.8%
(vi) Voice 73.3% 72.4% 62.7%
(vii) Vowel 70.2% 77.6% 58.8%

Table 3: Accuracy of models with different feature com-
binations sorted based on the total accuracy.

Figure 2: Confusion matrix of the model with pitch and
vowel quality features.

(i) Pitch (f0), voice quality (CPP and H1*-A3*),
and vowel quality (F1 and F2) features.

(ii) Pitch and voice quality features.
(iii) Pitch and vowel quality features.
(iv) Voice quality and vowel quality features.
(v) pitch features only.

(vi) Voice quality features only.
(vii) Vowel quality features only.

For a fair comparison across models, we applied
the hyperparameters optimized using the model
with all five feature inputs, as listed in (i), to all
ablation models.

3 Results

3.1 Ablation study
We found that the performance of all models signif-
icantly exceeded the chance level (50% overall ac-
curacy). Specifically, all models achieved an over-
all classification accuracy of over 70%, as shown
in Table 3. The model using pitch (f0) and vowel
quality (F1 and F2) features achieved the highest
overall accuracy (84%) and F1-score (0.89). The
confusion matrix of the model is illustrated in Fig-
ure 2. We also observed the importance of pitch
information, as models excluding the pitch features
exhibited lower performance, achieving the lowest
accuracy among all models (Table 3).

An interesting observation is that the model us-
ing only pitch (f0) and vowel quality (F1 and F2)
features exhibited significantly better performance

Figure 3: Grad-CAM importance map for a representa-
tive token classified by the best performing model.

in classifying Tone 2 tokens (76.5% accuracy) com-
pared to other models (all below 70% accuracy for
Tone 2). This behavior contrasts with the classi-
fication of Tone 1 tokens, where all models with
pitch features performed similarly.

To understand which parts of the vowel trajec-
tory contribute most to tone classification, we em-
ployed Gradient-weighted Class Activation Map-
ping (Grad-CAM) (Selvaraju et al., 2019). Fig-
ure 3 illustrates the Grad-CAM importance map
for a representative token classified by our best-
performing model. As evident from the map, the
model focuses heavily on the vowel’s onset, with
the importance decreasing gradually towards the
end. This observation aligns with the f0 trajec-
tories presented in Figure 1, suggesting that the
initial portion of the vowel plays a crucial role in
distinguishing the tones.

3.2 Error analysis

We also conducted an error analysis on the best-
performing model, (iii) Pitch + Vowel. We exam-
ined whether the following four features had an
effect on the model’s classification: onset voic-
ing (voiced, voiceless), vowel length (short, long),
coda manners of articulation (stop, nasal, fricative,
glide, open syllable), and coda places of articula-
tion (bilabial, alveolar, palatal, velar, glottal, open
syllable).

To determine if any of these features affected the
model’s classification, we performed Chi-squared
tests. Each feature was tested separately against the
correct and incorrect classifications of the model
as one of the variables.

Significant effects were observed for two fea-
tures: vowel length (χ2(1, 225) = 7.02, p = .008)
and coda places of articulation (χ2(5, 225) =
14.82, p = .011). The other two features
did not show significant effects: onset voicing
(χ2(1, 225) = .33, p = .56) and coda manners of
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articulation (χ2(4, 225) = 8.46, p = .08). These
results suggest that vowel length and coda place
of articulation significantly impacted the model’s
classification performance.

Regarding vowel length, it was found that words
with long vowels were more likely to be misclas-
sified than those with short vowels, with approxi-
mately 72% of the misclassified tokens being words
with long vowels.

In terms of coda places of articulation, tokens
with a velar coda were more frequently misclassi-
fied than those with other types of final consonants.
Specifically, about 30% of tokens with velar codas
were incorrectly classified, compared to only 12%
of tokens with alveolar codas. Notably, none of the
tokens with bilabial codas were misclassified.

We also examined whether unique words influ-
enced the model’s classification. However, no pat-
terns were observed, leading us to conclude that
unique words were not a direct factor in the model’s
errors.

4 Discussion and conclusion

Our investigation into Moklen tone classification
using acoustic features sheds light on the nature of
tones in this unique Austronesian language. The ab-
lation study confirmed that all features (pitch, voice
quality, and vowel quality) contribute to Moklen
tone classification. This is evidenced by the find-
ings that models utilizing only a single feature set
representing each acoustic aspect achieved rela-
tively good performance (> 70% accuracy). How-
ever, the model combining pitch and vowel quality
achieved the highest overall accuracy and F1-score.
This result suggests that a synergy between pitch
and vowel quality information plays a crucial role
in distinguishing the two Moklen tones.

One potential explanation for the importance of
pitch and vowel quality in distinguishing Moklen
tones lies in their historical development. As men-
tioned, tonal contrast in Moklen is an innovation
absent in its ancestral language. Moklen tones may
have developed from reanalyzing different con-
trasts, such as stress, that utilize pitch and vowel
quality (Gordon and Roettger, 2017)

Furthermore, we observed that the models ex-
cluding the pitch features achieved the lowest ac-
curacy. This finding confirms that pitch emerges
as the primary cue for Moklen tone. On the other
hand, although other acoustic cues can be used to
distinguish the two Moklen tones, they appear to

play a more secondary role.
Our analysis of the features’ relative importance

across time steps within the vowel interval revealed
that the most important features cluster around the
vowel onset. This suggests that the distinction be-
tween Tone 1 and Tone 2 is most salient at the onset
of the vowel. This pattern closely aligns with regis-
ter contrast, where the distinction between registers
is most prominent at the vowel onset (Brunelle and
Tạ, 2021).

We also conducted an error analysis on the best-
performing model, examining four features: onset
voicing, vowel length, coda manners, and coda
places of articulation. Chi-squared tests revealed
that vowel length and coda places of articulation
significantly impacted the model’s classification,
with words having long vowels and velar codas
being more frequently misclassified. Further inves-
tigation is needed to understand why vowel length
and coda place of articulation affected the model’s
performance.

One potential aspect for future work is to investi-
gate Moklen tones from the perspective of acoustic
features within a larger time interval, such as the
entire syllable rather than just the vowel interval
used in this paper. In other words, there may be
more aspects of the tones that we have not yet ex-
plored. This broader analysis could include features
like the f0 peak location on the final open syllable
or final syllable with sonorant coda, as shown in
Figure 1, where Tone 1 generally exhibits an earlier
peak compared to Tone 2.

Further investigation into the perception of the
two tones by Moklen speakers could provide deeper
insights into the nature of this unique tonal system.

This study demonstrates the potential of ma-
chine learning approaches for analyzing acoustic
features in endangered languages like Moklen. By
leveraging deep learning for tone classification, we
can gain valuable insights into the sound system
of a language, even with limited documentation
or speaker availability. One limitation of Moklen
tone documentation is that tones are not predictable
from the phonological environment or compara-
tive studies, making it challenging for language
fieldworkers to identify tones in Moklen words.
Classification models trained on words with iden-
tified tones can assist fieldworkers in identifying
the tones of undocumented words. Furthermore,
these models can aid in creating a dictionary of
Moklen, which is an important step in language
revitalization.
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Abstract

Speaker diarization is a critical task in the field
of computer science, aiming to assign times-
tamps and speaker labels to audio segments.
The aim of these tests in this Publication is to
find a pretrained speaker diarization pipeline ca-
pable of distinguishing dialectal speakers from
each other and an explorer. To achieve this,
three pipelines, namely Pyannote, CLEAVER
and NeMo, are tested and compared, across var-
ious segmentation and parameterization strate-
gies. The study considers multiple scenar-
ios, such as the impact of threshold values for
speaker recognition and overlap handling on
classification accuracy. Additionally, this study
aims to create a dataset for German dialect iden-
tification (DID) based on the findings from this
research.

1 Introduction

Speaker diarization (SD) models are essential in
various applications, including speech-to-text sys-
tems. Since existing SD systems may not always
meet specific requirements, comparing multiple
models is necessary to identify the most suitable
one, aiding both our research and guiding other
researchers.
The annual DIHARD Challenge, focusing on
SD for challenging audio files, has been held
since 2018 (Ryant et al., 2020). However, as
demonstrated in this contribution to the Challenge
(Horiguchi et al., 2021) and in an paper, which
provides an overview of SD systems (Tranter and
Reynolds, 2006), the commonly used evaluation
metric is the one called diarization error rate (DER),
based on False Alarm, Missed Detection, and
Speaker Confusion. In our case this metric is not
applicable due to the nature of our ground truth
data. The recordings used are from the REDE cor-
pus (Schmidt et al., 2020ff.), featuring 1-2 elderly
male speakers translating sentences into their lo-
cal dialect and an explorer providing this sentences

beforehand in Standard German. Our manually seg-
mented ground truth data only contains these trans-
lated sentences from the dialectal speaker, how-
ever the original recordings include additional ut-
terances from the dialectal speaker, between these
sentences, that we aim to retain. Using DER could
distort results because the SD model might cor-
rectly identify an dialectal speaker during these in-
tervals not captured in the ground truth data. There-
fore, we bypass DER and use a dialectal classifica-
tion model, comparing its accuracy on our manu-
ally segmented ground truth data (the resulting per-
formance is our baseline) with the accuracy from
the model on audio files created by the different
SD pipelines. With clearly separated speakers, the
recordings used for testing the model contain only
the desired dialectal speaker and thus the model
should perform better, because the explorer does
not speak any dialect and thus would interfere with
classification.
We utilize SD models including Pyannote (Bredin
et al., 2020; Bredin and Laurent, 2021) (v2.1),
CLEAVER1, and NVIDIA NeMo (Harper et al.),
highlighting their strengths, weaknesses, and key
features. This comparative analysis provides valu-
able insights, saving researchers time and effort in
selecting the most suitable model. The goal is to
establish a dataset for German dialect identification
(DID), advancing research in this field.

2 Overview

Speaker diarization (SD) is the task of assigning
timestamps and corresponding speaker labels to
an audio track. In general, pipelines designed
to accomplish this task consist of four sub-tasks.
Depending on the categorization and assignment,
there can be even more sub-tasks, as seen in works
such as (Tranter and Reynolds, 2006), where all

1https://www.oxfordwaveresearch.com/products/
cleaver/
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possible sub-tasks are analyzed, or in (Park et al.,
2022) where pre- and post-processing also consti-
tute sub-tasks.
The first of the four sub-tasks is Voice Activity
Detection (VAD), which identifies when speech
is present and removes non-speech sections from
the audio. This is followed by segmentation, also
known as Speaker Change Detection (SCD), which
recognizes speaker transitions and divides the au-
dio into individual speaker segments. Next, local
speaker embeddings (SE) are extracted using a pre-
trained model. These embeddings are then utilized
in a clustering algorithm, where speakers with sim-
ilar embeddings are grouped together to label the
speakers globally.

2.1 Pyannote

Pyannote is an open-source library built on Py-
Torch. There is a key difference between their
model and many others: they use short audio
chunks but with a higher temporal resolution of
16ms (Bredin and Laurent, 2021). This means that
every 16ms, the model calculates the probability
of each possible speaker being active. The use of
shorter audio chunks plays a crucial role because
they typically involve fewer speakers and exhibit
less speaker variability, simplifying the task.
Another distinctive feature of Pyannote is its con-
sideration of concurrent speakers. To account for
this, a SE for an individual speaker is constructed
only from the (concatenated) segments in which
that speaker exclusively speaks. They refer to this
approach as "overlap-aware" (Bredin, 2023). How-
ever, the accuracy of these segments depends on
the primary segmentation task.

2.2 CLEAVER

Oxford Wave Research’s CLEAVER (Cluster Es-
timation And Versatile Extraction of Regions) dif-
fers in that it utilizes phonetic features. For the
SCD, it relies on pitch, which is extracted using
Praat (Boersma and Weenink, 2023; Alexander and
Forth, 2012). Whenever this pitch significantly de-
viates, either in time or frequency, a speaker change
is detected, resulting in individual segments. Sub-
sequently, using a statistical model, the most dis-
tinct segments are identified. These segments then
undergo clustering, where all other segments are
assigned to one of them. Following this, another
clustering step takes place, where segments pre-
vious assigned to their respective speakers form
the new start SE. This process continues until the

clusters no longer change.

2.3 NeMo

NeMo (Neural Modules) is an open-source library
developed by NVIDIA, built on PyTorch. This
framework includes various tools in the field of
Natural Language Processing. Its processes are op-
timized to work with a CUDA-compatible GPU2.
Although NeMo is designed to be framework-
agnostic, it currently supports only PyTorch as a
backend.
A unique aspect of NeMo’s SD pipeline is the in-
clusion of a "neural diarizer" after the clustering
step3. This diarizer is applied to the speaker pro-
files obtained from clustering and is a trainable
neural model. It assigns speaker labels even to
overlapping speakers, which cannot be achieved
with clustering alone. The process involves using
a clustering diarizer to estimate the speakers pro-
files and the number of speakers by employing a
pairwise (two-speaker) unit model for both training
and inference.
Another advantage of NeMo is the concept of Mul-
tiscale Segmentation3. Normally, a speaker em-
bedding (SE) is generated for each speaker seg-
ment. If long segments (over 3 seconds) are used,
the speaker profile is reliable, but temporal infor-
mation is lost since speaker changes can only be
detected every 3 seconds. When short segments
(0.5˜3.0 seconds) are used, the speaker profile de-
pends on a brief utterance by the speaker, making
the SE unreliable. To address this issue, Multi-
scale Segmentation is employed. Segmentations
of different lengths, which overlap, are utilized.
For example, the audio is divided into segments of
0.5 seconds, 0.75 seconds, etc. Information from
each segmentation is then combined and used for
global speaker labels. Additionally, the smallest
segmentation level is used as the temporal resolu-
tion, allowing the model to more accurately capture
rapid changes in speaker activity.

3 Experimental Setup

In this section, we outline our experimental setup
and the exploration of various parameters for our
study. We analyze a total of 20 different Ger-

2https://docs.nvidia.com/deeplearning/
nemo/user-guide/docs/en/stable/asr/speaker_
diarization/intro.html

3https://github.com/NVIDIA/NeMo/blob/main/
tutorials/speaker_tasks/Speaker_Diarization_
Inference.ipynb
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man dialects, classified according to Wiesinger
(Wiesinger, 1983), amounting to 60.5 hours of au-
dio data. Our focus narrows down to two specific
dialects, contributing a combined 11.75 hours of
audio, which are already annotated and clearly seg-
mented, allowing them to serve as ground truth.
We establish a baseline by assessing the model’s
accuracy on these manually segmented dialects.
The entire pipeline4, from the normalization of the
audios to obtaining the classification accuracy, is
depicted in Figure 1. As a first step, all audio files
undergo preprocessing to standardize their format.
For this we chose a sample rate of of 16kHz driven
by the requirements of Googles TRILLsson models
(Shor and Venugopalan, 2022), where the largest
model is employed for extracting feature embed-
dings. To extract feature embeddings, the audio
segments resulting from Speaker diarization (SD)
are concatenated per speaker and then divided into
segments of 3 seconds each. These segments are
then processed through a small convolutional neu-
ral network (CNN). The CNN model architecture
comprises three dense layers with LeakyReLU ac-
tivations and dropout layers to mitigate overfitting.
For validating and testing the dialect classification
model, we randomly selected two speakers from
each dialect. Since the results vary depending on
the chosen speakers, the steps of dividing the data
into training, validation, and test sets and running
the model are repeated 250 times, selecting new
random speakers for each run. We then compute
the mean accuracy out of these 250 runs. This num-
ber of runs has proven sufficient in previous tests to
detect significant differences between experiments.
For testing if the differences of the experiments
are significant we use the Mann-Whitney U test
(Mann and Whitney, 1947). We examine whether
there is a significant difference between the base-
line and the models accuracy using the resulting
audios from various SD models with their default
settings. Additionally, we evaluate whether there is
a significant difference between runs using the re-
sulting audios with the standard settings of each SD
pipeline (called standard pipeline) and runs using
the resulting audios with parameter adjustments for
the SD pipelines or different segment extraction
methods. This is indicated by the p-value in the
tables, which always refers to the top row of each
table. If the distribution of accuracy for the respec-

4https://github.com/WoLFi22/
DialectClassificationPipeline

tive experiment is significantly better than that of
the top row, the p-value is bolded.
Parameter adjustments are explained in the upcom-
ing subsections for each SD pipeline, while ex-
traction methods are tested in the same manner
for each SD pipeline. In this context, an extrac-
tion method means specifying a threshold in sec-
onds, where only the resulting segments of the
SD pipeline longer than this threshold are retained.
This threshold helps remove non-contiguous utter-
ances, such as clearing one’s throat, if they haven’t
already been eliminated by the SD pipeline. We
then incrementally increase the threshold to assess
whether the results improve or worsen.

3.1 Pyannote

To test Pyannote with different parameters and seg-
ment extraction methods, we only specify the num-
ber of speakers between 1 and 4 in the standard
settings. We then compare these standard settings
with various segment extraction methods, which
consider only segments longer than a set thresh-
old and remove overlapping segments where mul-
tiple speakers talk simultaneously. We also eval-
uate the model’s performance when we specify
the exact number of speakers, increase the speaker
recognition threshold (SR-TH) to make the model
more confident in classifying speakers, and set the
min_duration_off parameter to 0, meaning no
intra-speaker gaps are bridged.

3.2 CLEAVER

Since we used only the demo version of CLEAVER,
different parameters cannot be tested. In this demo
version, an audio file is uploaded to the server via
an API, and a segment is selected for each occur-
ring speaker in which only that speaker is active.
The results are then presented visually and can be
downloaded as a CSV file.

3.3 NeMo

NVIDIA NeMo provides three different configu-
ration YAML files (a human-readable data format
used for configuration), each created during model
training with different recordings. Detailed infor-
mation about the used parameters in the YAML
files is available on their website5. The general
YAML file is optimized for balanced performance
across various domains. The meeting YAML file

5https://docs.nvidia.com/deeplearning/nemo/
user-guide/docs/en/main/asr/speaker_diarization/
configs.html
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is designed for meetings with 3-5 speakers, and
the telephonic YAML file is suited for telephone
recordings involving 2-8 speakers, as stated in
the comments in the corresponding YAML files.
Parameters modified in the YAML files include
ignore_overlap (whether overlapping speech is
ignored), oracle_num_speakers (whether to use
the exact number of speakers from the manifest
file), and min_duration_off (the threshold for fill-
ing speech gaps within a speaker). This last param-
eter is akin to Pyannotes min_duration_off pa-
rameter. Other adjusted parameters include onset
and offset. The onset parameter determines the
threshold for identifying the start and end of speech
segments, while the offset parameter determines
the threshold for identifying the end of speech. Fi-
nally, pad_onset specifies the duration added be-
fore each speech segment.

4 Results

Table 1 presents the results of the standard pipelines
(SP). The column Avg. #Segments refers to the av-
erage count of segments, assigned to the dialectal
speaker after speaker diarization (SD), per original
audio file. Similarly, Avg. Sec. represents the aver-
age duration of these segments. The column Mean
Accuracy represents the average accuracy across
250 runs using different train/validation/test data
splits.The SP of Pyannote, CLEAVER, and NeMo
with the telephonic YAML file perform similarly
well. CLEAVER generally extracts more segments
than the other two models, but these segments are
shorter on average. This is shown in Figure 2 (a),
which displays a portion of a file with ground truth
labels at the top and the labels of the respective
SPs below, with overlapping segments shaded in
gray. This figure also highlights that Pyannote is
the only model by default that detects overlaps,
though it struggles with identifying segments with-
out speech.
NeMo with the telephonic YAML file initially
yields the best results. Figure 2 (a) also shows
that the segments from NeMo telephonic closely
align with the ground truth segments. With the
general YAML file, segments are often too long,
as reflected in the higher average seconds shown
in Table 1 and also visible in Figure 2 (a). The
meeting YAML file improves this but still does not
match the segmentation quality of the telephonic
YAML file. This is likely because the used record-
ings resemble a telephone conversation, typically

involving two speakers who occasionally overlap
and speak in succession.

4.1 Pyannote

Specifying the exact number of speakers for seg-
mentation with Pyannote makes little difference, as
shown by the nearly identical values in the first and
second rows of Table 2. Figure 2 (b) also shows
that the segments of the three speakers are almost
identical. However, a speaker was occasionally
misclassified as another when we provided the ex-
act number of speakers. Thus, providing the exact
number of speakers seemed to confuse the model,
and during clustering, more distant embeddings
were assigned to the same speaker because of the
predefined number of clusters.
Removing overlapping segments results in a slight,
but not significant, improvement in accuracy. With-
out bridging intra-speaker gaps results in further
subdividing previously connected segments. This
leads to more segments of shorter duration, as in-
dicated in Table 2 and shown in Figure 2 (b), but
it does not significantly affect the classification
models accuracy. When the speaker recognition
threshold (SR-TH) is set to 0.8, a significant im-
provement in classification is observed. With this
setting, embeddings are assigned to a speaker only
when the model is more confident, resulting in bet-
ter recognition of larger speaker gaps, as shown in
Figure 2 (b).

4.2 CLEAVER

For CLEAVER we can only modify the segment
extraction method. However, there is no signifi-
cant difference between the results with different
segment extraction thresholds, as shown in Table
3. The only observed difference is that segments
become longer as the threshold increases, while the
number of segments decreases accordingly.

4.3 NeMo

Specifying the exact number of speakers for the
audio files makes little difference with NeMo (tele-
phonic). This is evident in Figure 2 (c), where the
segments from NeMo closely match those with the
exact number of speakers, indicating that the speak-
ers were already well recognized. When adding
overlap, overlapping speakers are still not detected
and the resulting segments are the same as before.
The reason for this is unclear and cannot be deter-
mined at this time. When intra-speaker gaps are not
filled, previously connected segments are further
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subdivided, resulting in more segments on average
with a shorter duration. However, this does not im-
pact the accuracy of the classification model since
the parameter is set to 0.2 by default for the tele-
phonic YAML file, meaning only speaker gaps of
200ms are bridged. Reducing the parameter to 0.0
makes virtually no difference, as all segments of
a speaker are concatenated for classification. The
same applies to increasing the parameter to 0.5.
When increasing the onset and corresponding off-
set thresholds for recognizing the start and end of
speech segments, on average more but shorter seg-
ments are generated. As shown in Figure 2 (c),
individual long segments are divided into multiple
shorter segments as the threshold increases, align-
ing more closely with the ground truth data. Conse-
quently, the mean accuracy significantly improves
starting from a threshold of 0.5 for both parameters.
Without padding on the onset, segments simply be-
gin later, as clearly visible in Figure 2 (c). As a
result, segments are shorter on average, and more
segments are created since some segments are with-
out padding no longer connected. However, this
does not affect performance.
Regarding the segment extraction method, re-
moving segments shorter than 0.5 to 1.0 sec-
onds proves significantly better than the standard
method, where all segments are retained. This im-
provement may be attributed to NeMo recognizing
and labeling short speech segments, such as cough-
ing or unclear brief expressions, which are filtered
out with the extraction method.

5 Conclusion

This study investigated the performance of Speaker
diarization (SD) models, Pyannote, CLEAVER,
and NeMo, using various parameters and segmen-
tation strategies. Our findings highlight the signifi-
cant impact of model choice, segmentation method,
and parameter settings on the accuracy and effec-
tiveness of SD systems.
For our audio data and classification task, NeMo
telephonic, using a higher threshold value of 0.5
for the onset and offset parameter and employ-
ing the extraction method that ignores segments
shorter than 1.0 second, achieves the highest accu-
racy at 90.6%. The baseline, composed of manually
segmented recordings, achieves a slightly higher
accuracy of 91.4%. Achieving baseline accuracy
through automatic segmentation based solely on
SD poses challenges in our case, because manually

segmented recordings contain only relevant dialec-
tal speech, while automatically generated ones also
include free, sometimes Standard German, speech
by dialectal speakers.
Although NeMo performs slightly better than Pyan-
note, where segments shorter than 0.5 seconds were
ignored or the speaker recognition threshold (SR-
TH) was increased, the difference is not substantial.
Generally, however, it can be said that thanks to
the concept of multiscale segmentation, NeMo also
identifies shorter segments that are no longer rec-
ognized by Pyannote. Removing shorter segments
resulting from speaker diarization, typically less
than one second in duration, consistently improved
accuracy. These segments are likely too short to
contain coherent utterances from one speaker and
instead often include background noise or filler
words.
Since CLEAVER performs similarly well to Pyan-
note and NeMo without further adjustments,
CLEAVER is a good alternative for those who pre-
fer a visual representation.
It is also important to consider that perfect seg-
mentation is not always necessary for practical pur-
poses. Higher accuracy is of course better, but even
slightly less accurate segmentation can still save
time compared to manual segmentation. When
adjusting the speaker recognition thresholds and
the thresholds for identifying the start and end of
speech segments, a balance must be struck between
capturing every part of the audio where the de-
sired speaker speaks (accepting more noise and
larger speaker pauses or occasional misidentified
speakers) and achieving higher precision (poten-
tially missing some parts of the speakers speech
and failing to assign some segments to the correct
speaker).
With these insights, recordings from the REDE cor-
pus can now be processed to create a new dataset
for German dialect classification.
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A Appendix

Figure 1: Visualization of used Pipeline

Model Avg. #Segments Avg. Time Mean Accuracy
Baseline 85.257 1.974s 0.914
Pyannote 132.923 2.907s 0.878
CLEAVER 178.553 1.497s 0.877
NeMo general 139.205 3.251s 0.862
NeMo meeting 138.231 2.873s 0.867
NeMo telephonic 206.077 1.688s 0.880

Table 1: Results of standard pipelines
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(a) standard pipelines

(b) Pyannote

(c) NeMo

Figure 2: Part of one Audio visualized after speaker diarization for the different models and parameters.

Params Extract. Method Avg. #Segments Avg. Time Mean Acc. p-value
SP - 132.923 2.907s 0.878 -
exact num. of speakers - 132.87 2.85s 0.882 0.28
- 0.2sec. 130.10 2.97s 0.888 0.11
- 0.5sec. 123.33 3.12s 0.889 0.05
- 1.0sec. 111.33 3.35s 0.884 0.20
- without overlap 134.31 2.64s 0.877 0.74
no gap-filling - 167.49 2.30s 0.874 0.61
SR-TH 0.8 - 140.31 2.39s 0.890 0.01
SR-TH 0.8 0.5sec 126.28 2.60s 0.890 0.02

Table 2: Results from Pyannote

Params Extract. Method Avg. #Segments Avg. Time Mean Acc. p-value
SP - 178.553 1.497s 0.877 -
- 0.2sec. 162.97 1.62s 0.885 0.74
- 0.5sec. 134.13 1.88s 0.880 0.79
- 1.0sec. 101.74 2.21s 0.881 0.25

Table 3: Results from CLEAVER
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Params Extract. Method Avg. #Segments Avg. Time Mean Acc. p-value
SP (telephonic) - 206.077 1.688s 0.880 -
exact num. of speakers - 207.39 1.70s 0.879 0.44
- 0.2sec. 204.41 1.70s 0.882 0.24
- 0.5sec. 184.13 1.83s 0.893 0.04
- 1.0sec. 133.62 2.18s 0.894 0.01
- 1.5sec. 95.03 2.52s 0.883 0.19
with overlap - 206.08 1.69s 0.880 0.38
onset/offset 0.01 - 185.59 1.99s 0.882 0.31
onset/offset 0.5 - 239.67 1.24s 0.902 0.00
onset/offset 0.9 - 300.82 0.76s 0.891 0.00
no gap-filling - 257.13 1.35s 0.884 0.13
fill gaps (0.5sec) - 163.21 2.26s 0.873 0.88
without pad_onset - 230.31 1.41s 0.889 0.05
onset/offset 0.5 1.0sec. 112.28 1.87s 0.906 0.00

Table 4: Results from NeMo (telephonic)
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Abstract

This study evaluates the impact of speech en-
hancement (SE) techniques on linguistic re-
search, focusing on their ability to maintain
essential acoustic characteristics in enhanced
audio without introducing significant artifacts.
Through a sociophonetic analysis of Peninsular
and Peruvian Spanish speakers, using both orig-
inal and enhanced recordings, we demonstrate
that SE effectively preserves critical speech nu-
ances such as voicing and vowel quality. This
supports the use of SE in improving the quality
of speech samples. This study marks an initial
effort to assess SE’s reliability in language stud-
ies and proposes a methodology for enhancing
low-quality audio corpora of under-resourced
languages.

1 Introduction

Speech is a fundamental mode of human commu-
nication, consisting primarily of two components:
speech production and speech perception (Deller Jr
et al., 1993). Speech production enables individ-
uals to articulate ideas through sound using lin-
guistic structures. Conversely, speech perception
involves the decoding of sound waves generated
during speech production. These processes can be
influenced by external factors such as ambient or
background noise, potentially disrupting the com-
munication sequence (Michelsanti et al., 2021).

Humans have evolved mechanisms to filter
out these disturbances (Bronkhorst, 2000; Cherry,
1953; Shinn-Cunningham and Best, 2008). How-
ever, audio recordings capture both desired and un-
desired signals indiscriminately. This poses signifi-
cant challenges for sociophonetic research, which
often relies on pre-recorded audio data. Speech
enhancement (SE) techniques clean and filter these
recordings from external noise, thus enhancing the
perceptual quality of the speech (Michelsanti et al.,

*Current affiliation: UC Berkeley, Department of Linguis-
tics, Berkeley, CA.
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Figure 1: Diagram of the token processing. xn represent
intervocalic voiceless fricative tokens (e.g., /asa/); y(i)n

and y
(j)
n represent vocalic /e/ (e.g., /bre/) and /i/ (e.g.,

/li/) tokens respectively. The original tokens are copied.
One version is stored in the final dataset, while the other
is processed as explained above to provide the enhanced
copies y

(i)
n

′
and y

(j)
n

′
. The final dataset includes all

tokens, original and enhanced.

2021). This presents SE as a useful tool for refining
audio corpora.

The reliability of speech enhancement models in
improving the quality of linguistic speech corpora
remains an open question. Sociophonetic studies,
which explore speech variations among different
social groups, provide a robust framework for test-
ing SE models to ensure they maintain essential
acoustic characteristics (e.g., vowel quality or voic-
ing). Moreover, these methodologies often focus
on subtle speech variations, making them ideal for
assessing the ability of SE models to retain these
nuances post-enhancement.

This study seeks to evaluate the effects of SE on
linguistic corpora by conducting paired sociopho-
netic studies. We present a case study that examines
the voicing and duration of intervocalic voiceless
fricatives, as well as vocalic quality variations be-
tween Peninsular and Peruvian Spanish speakers.
Our findings indicate that the studies using original
and enhanced recordings yield comparable results.
To our knowledge, this is the first work (1) address-
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ing such questions from a linguistic viewpoint and
(2) proposing a novel methodological approach
for handling low-quality audio data in linguistic
studies.

2 Previous Work

Although there is ongoing research into the bias in-
troduced by enhanced recordings (Isik et al., 2020),
the linguistic community continues to debate the
risk of distorting results through potential artifact
introduction during enhancement. Previous tech-
nologies like WaveNet (Van Den Oord et al., 2016)
have shown the ability to replicate speech with
particular linguistic and acoustic subtleties (Chen
et al., 2018); however, further exploration in this
area is limited.

Most of the sociophonetics studies dealing with
technology have focused on audio quality. Calder
et al. (2022) studied the usability of Zoom as a
tool for recording speech data. They found that F1
and F2 values showed significant differences com-
pared to speech recorded with specialized equip-
ment. Rathcke et al. (2017) look at how different
normalization methods affect recordings with dif-
ferent degrees of quality, showing that normaliza-
tion procedures may be relevant to address techni-
cal factors in low-quality recordings. Background
noise has also been a central topic for perceptual
studies, which coincide in that it should be elimi-
nated as much as possible (Thomas, 2002, 2013).
To this issue, filtering (Gradoville et al., 2022), es-
pecially low-pass, may be useful; however, there
is a risk of deleting relevant nuances of speech
production. Overall, while some works have used
methodologies borrowed from linguistics (Michel-
santi et al., 2021), SE has not had much attention
in the field.

Avoiding hard filtering is crucial to analyzing
high-frequencies (HF) content-heavy speech. Stud-
ies have gradually recognized the importance of
retaining HF content in speech signals (Best et al.,
2005; Yu et al., 2014), particularly when analyz-
ing fricatives (Kharlamov et al., 2023; Jacewicz
et al., 2023). Fricatives, which are rich in high-
frequency energy, have shown to play a significant
role in distinguishing phonetic and phonological
features (Jongman et al., 2000). In the context
of Peruvian Spanish and Peninsular Spanish, an-
alyzing the voicing of fricatives before and after
enhancement is particularly insightful. Chládková
et al. (2011) offered a detailed description of Pe-

ruvian and Peninsular Spanish and Morrison et al.
(2007) compared vocalic sounds in both variations,
showing that Peruvian speakers reproduced higher
fundamental frequency values.

3 Methodology

3.1 Data

We use two sources of data. The Peruvian Spanish
tokens are extracted from a crowd-sourced Latin
American Spanish dataset (Guevara-Rukoz et al.,
2020), which included recordings of speakers from
Lima. The Peninsular Spanish tokens were ex-
tracted from an open-source speech corpus from
Kaggle (Fonseca, 2023) containing recordings of
speakers from Madrid. Both datasets included short
recordings (5-10s) of middle-class male and female
speakers. We selected eight speakers, divided into
two equal groups per variation. We did not consider
the education level for this study1.

From the recording pool of each speaker, we fil-
tered those containing vowels /e/ and /i/, as well as
fricative voiceless /s/ in intervocalic contexts. We
then filtered out the tokens containing pre-vocalic
nasals since they potentially reduce the acoustic
power of the sound due to the introduction of an-
tiresonances in the spectrum (Vampola et al., 2020).
Sounds /i/ and /e/ have already been studied due to
their alternations in Spanish (Brame and Bordelois,
1973). Because they share features (both are front
vowels) and diverge in tongue height, any applied
enhancement should be able to preserve the unique
characteristics of each sound.

The total original tokens for both Spanish vari-
ants are described in Table 1. The number of en-
hanced tokens is the same as the ones described
below; therefore, the study analyzed N = 208
tokens (for more details, see Appendix B).

Type Total (n) /s/ v_v /i/ /e/

Total M F Total M F Total M F

Peruvian 68 14 7 7 25 15 10 29 14 15
Peninsular 70 14 7 7 29 14 15 27 13 14

Table 1: Descriptive statistics of the original tokens.
With the enhanced tokens, the amount is doubled.

3.2 Token Enhancement

After duplicating the original tokens, we designed
a perturbation function that applies additive white

1https://github.com/IParraMartin/A2A-ACL24
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Model Coefficient Estimate Std. Error t value p value Estimate Std. Error t value p value

Voicing (Intercept) 4.994 2.057 2.427 .022 4.172 1.938 2.152 .041
countrySpain 1.564 2.376 .658 .5163 2.488 2.238 1.112 .276
genderM .257 2.376 .108 .914 .015 2.238 .007 .994

Duration (Intercept) -4.584 .006 -694.89 <.01 -4.584 .006 -714.586 <.01
countrySpain -.022 .007 -3.00 <.01 -.020 .007 -2.796 <.01
genderM -.005 .007 -.75 0.46 -.006 .007 -.868 .393

Table 2: Results from the generalized linear models (GLM) for voicing and duration using original (left) and
speech-enhanced tokens (right).

Gaussian noise (AWGN) to the copies (see Ap-
pendix A). We then blended the noise in the back-
ground and decreased the bit rate of the sound.
To restore the sound, we use Voicefixer (Liu
et al., 2021), a neural vocoder-based audio-to-audio
model.

3.3 Voicing Experiments: Intervocalic
Fricative /s/

In the intervocalic /s/ voicing experiments, we
looked for segment voicing variations among the
original and enhanced tokens. We fitted multi-
ple statistical models to analyze both versions:
ANOVAs, generalized linear models (GLM), ro-
bust linear models (RLM), and robust linear mixed-
effects models (RLMEM). After analyzing condi-
tions separately, we fit two additional models using
condition as a predictor (IV) of voicing and dura-
tion (DV) (Appendix C).

The selection of diverse models was motivated
by the practices in linguistics literature and the spe-
cific characteristics of our data. Although ANOVAs
are widely used in linguistic research, we encoun-
tered issues related to the robustness of their re-
sults with our data specifications. To address
these concerns, we tested robust models (RLM and
RLMEM) that offer more flexibility in handling
data assumptions. Additionally, GLMs were used,
providing reliability and reinforcing our findings
compared to other methods. This comprehensive
approach ensures a robust examination of the vari-
ables under study.

3.4 Vocalic Quality Experiments: /i/ vs /e/

To account for the changes in the vocalic quality
of /i/ and /e/ tokens, we conducted principal com-
ponent analyses (PCA) and Procrustes analyses be-
fore and after enhancement. We examine the mea-
surements of the first (F1) and second (F2) formant
values at 16 evenly spaced intervals throughout the
duration of vocalic tokens. These measurements

form n-dimensional arrays that we call F-vectors.
We compare these F-vectors using PCA and Pro-
crustes tests to assess the statistical significance of
the quality changes observed between the original
and processed audio tokens.

4 Results

4.1 Voicing of Fricative /s/

Paired Experiments
In Table 2, we provide the results for the models
with the best fits during paired experimentation.

In terms of voicing, there was a significant posi-
tive effect in the model’s intercept using the origi-
nal tokens (β = 4.994, p = .02) and the one using
enhanced versions (β = 4.172, p = .041). This
indicates that the baseline level of the response vari-
able is significantly different from zero when all
other predictors are held constant. However, based
on the pseudo-R2 metrics (ρ), these results show
weak effect sizes (ρ = .01 and ρ = .04 respec-
tively). For voicing, the effects attributed to being
Peninsular or being male were not statistically sig-
nificant. The effect of gender and location was
negligible across both models, with high p-values,
suggesting that they do not influence voicing in
intervocalic fricatives when comparing Peninsular
and Peruvian Spanish.

When examining duration, there was a signifi-
cant negative effect in the intercepts of both models.
We also found that the intercepts were identical for
the model using the original tokens and the one us-
ing their processed versions (β = −4.584, p <
.01). Interestingly, being Peninsular was a sig-
nificant predictor of duration (p < .01), and it
was associated with a decrease in the frication
(β = −.022). This result was also reflected in
the model using SE tokens (β = −.020, p < .01).
Unlike voicing, the results for duration also showed
high effect sizes, ρ = .28 and ρ = .25 for SE to-
kens, which are considered to show excellent model
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fits (McFadden, 1972).
Analyzing the results for voicing and duration

in intervocalic /s/ when comparing paired models,
we found no evidence suggesting that the enhanced
tokens significantly modified or contaminated the
original audio samples.

Interaction Experiments
In Table 3, we provide the results of generalized lin-
ear models using condition (original or enhanced)
as an independent variable.

Model Coefficient Estimate Std. Error t value p value

Voicing (Intercept) 4.977 1.797 2.769 <.01
countrySpain .757 2.273 .333 .74
genderM -1.132 2.273 -.498 .62
conditionOG .48 1.607 .299 .766
countrySpain:genderM 2.537 3.215 .789 .433

Duration (Intercept) -4.595 .004 -993.02 <.01
countrySpain .001 .005 .244 .808
genderM .017 .005 2.928 <.01
conditionOG -.001 .004 -.259 .796
countrySpain:genderM -.046 .008 -5.608 <.01

Table 3: Results from the generalized linear models
(GLM) for voicing and duration using condition as inde-
pendent variable. Underlined results show no significant
impact of the condition on voicing and duration of inter-
vocalic fricative (s). OG stands for original.

The generalized linear model for voicing demon-
strated a significant intercept (β = 4.977, p < .01),
indicating that the baseline level of voicing is sig-
nificantly different from zero when all other predic-
tors are controlled. However, the effects of being
from Spain (β = .757, p = .740), being male
(β = −1.132, p = .620), and the condition of
original tokens (β = .48, p = .766) were not statis-
tically significant. The interaction between being
from Spain and being male (β = 2.537, p = .433)
also showed no significant impact on voicing. The
model accounted for a small portion of the variance
in voicing, with a pseudo-R2 value of ρ = .043.

In contrast, the model for duration revealed more
significant effects. The intercept was significant
and negative (β = −4.595, p < .01), suggesting
a strong baseline effect on duration. The effect
of gender was significant, with males exhibiting
longer duration (β = .017, p < .01). The con-
dition of the original tokens did not significantly
influence duration (β = −.001, p = .796). No-
tably, the interaction term for being a male from
Spain indicated a substantial negative impact on
duration (β = −.046, p < .01). The models for
duration displayed excellent fit, with pseudo-R2

values of ρ = .546 for both original and enhanced
tokens, indicating robust explanatory power.

These results highlight the differing effects of
demographic factors and experimental conditions
on voicing and duration. While factors such as
gender significantly influenced duration, they had
minimal effects on voicing. As for condition, the
experimental manipulation of audio enhancement
did not significantly alter the outcomes, indicating
robustness in preserving phonetic characteristics.
All these results seem to reflect that the nuanced
properties of audio are preserved after SE.

4.2 Vocalic Quality

In this section, we compare the results of the vo-
calic quality of the Peninsular and Peruvian vari-
ants before and after audio enhancement.

/e/ Sound
This section presents the results of the Procrustes
analysis performed to compare the principal com-
ponent analyses (PCA) of the original and en-
hanced /e/ vocalic sounds across the different de-
mographic groups (Figure 2).

For Peninsular Spanish speakers, the Procrustes
analysis revealed distinctive outcomes based on
gender. Female speakers demonstrated a Procrustes
Sum of Squares (M12) of .121, indicating a moder-
ate degree of shape difference between the original
and enhanced datasets. Despite this, a high cor-
relation in a symmetric Procrustes rotation (.937)
suggested that the overall structural integrity of the
vowel space was largely maintained (p < .01). In
contrast, male speakers displayed lower Procrustes
(M12 = .04), showing closer alignment between
the original and enhanced forms. The correlation
coefficient was significantly high (.979), indicating
an effective preservation of acoustic characteris-
tics after enhancement. These results were also
statistically significant (p < .01).

The results for Peruvian Spanish speakers fur-
ther emphasized the effectiveness of speech en-
hancement techniques. Female speakers showed an
even smaller deviation between the original and en-
hanced datasets (M12 = .03). The correlation co-
efficient (.984) reflected the preservation of vowel
characteristics post-enhancement, with a statisti-
cally significant value (p < .01). Male speakers
exhibited M12 = .031, with a correlation of .984.
These results suggest that the speech enhancement
process robustly maintained the integrity of the
vocalic sounds (p < .01).
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Figure 2: Procrustes plots for /e/ sounds for all groups
and genders. Longer arrows display larger displace-
ments between original and enhanced tokens. As seen
in the projections, Peruvian vowels tend to be higher.

The analysis confirmed that the SE techniques
employed in this study effectively preserve essen-
tial acoustic characteristics of /e/ vowel sounds
across different Spanish-speaking populations. The
high correlations and significant p-values across de-
mographic groups reinforce the reliability of these
enhancement methods in linguistic data. The com-
bined results from the Procrustes analysis and the
visual representations underscore the effectiveness
of SE in retaining the critical acoustic properties
and vocalic quality.

/i/ Sound

This section details the outcomes of the Procrustes
analysis comparing the principal component anal-
yses of original and enhanced /i/ vocalic sounds
(Figure 3).

For Peninsular Spanish speakers, the Procrustes
analysis varied between genders. Female speakers
showed a M12 = .082, suggesting a noticeable de-
viation between the original and enhanced datasets,
albeit less significant than for the /e/ sounds. How-
ever, the correlation in a symmetric Procrustes ro-
tation was strong (.957), indicating that the speech
enhancement preserved much of the vowel space’s
structural integrity. The significance of these obser-
vations was confirmed with a value p < .01. Male
speakers exhibited M12 = .051, lower than the
previous group, indicating a more faithful preserva-
tion of the original vocal characteristics. The high
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Figure 3: Procrustes plots for /i/ sounds for all groups
and genders. Longer arrows display larger displace-
ments between original and enhanced tokens. As seen
in the projections, Peruvian vowels tend to be higher.

correlation coefficient (.973) further supported the
effectiveness of the SE, with results being statisti-
cally significant (p < .01).

For Peruvian Spanish speakers, the results were
similarly instructive. Female speakers recorded
M12 = .086, which was slightly higher than that
observed for Peninsular females, indicating a mod-
est shape difference between the original and en-
hanced versions. The correlation coefficient was
.955, reflecting robust maintenance of vowel char-
acteristics despite the enhancements (p < .01).
Male speakers, on the other hand, showed an even
better alignment (M12 = .047) and a good cor-
relation (.976), highlighting the small impact of
the enhancement process in corrupting the acoustic
properties of the sound (p < .01).

While some deviations were observed, particu-
larly among female speakers, the overall high corre-
lation values indicate that the enhancements largely
preserved the essential acoustic characteristics of
the /i/ sound. The results and significance were
similar to the results for /e/.

5 Conclusion

In this study, we have analyzed the impact of
speech enhancement (SE) on the audio properties
of fricative and vocalic sounds in Spanish. We use
a sociophonetic case study to test whether results
are consistent across original and audio-enhanced
tokens. We analyzed the results for voicing and du-
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ration in intervocalic /s/, comparing paired models
fitted on original and enhanced data. We also in-
spected the impact of condition as an independent
variable on voicing and duration.

In the sociophonetic dimension, our analyses
show that while demographic factors such as gen-
der and geographic origin influence certain pho-
netic features like frication duration, they have
minimal impact on others such as voicing. Re-
garding condition, the experimental manipulation
of audio enhancement did not significantly alter
the outcomes, indicating robustness in preserving
phonetic characteristics. We found no evidence
suggesting that the enhanced tokens significantly
modified or contaminated the statistical results.

Experiments in vocalic quality showed a similar
trend. The features captured by the PCA coincide
with previous literature on the comparison between
Peruvian and Peninsular vowels. We show that SE
tokens preserve essential acoustic characteristics of
vocalic sounds across different Spanish-speaking
populations. The high correlations and significant
outputs across all demographic groups reinforce
the reliability of the results.

These findings hold the potential to yield ad-
vantageous results for languages with limited re-
sources, which usually have lower-quality speech
corpora. By demonstrating the robust preservation
of acoustic properties and sociophonetic markers,
this study supports the effectiveness of speech en-
hancement for data in which linguistic nuances are
critical.

6 Limitations and Future Work

While informative and representative, this study
was limited to a relatively small sample size. Future
studies may benefit from examining tokens with dif-
ferent amounts of background noise or more realis-
tic artifacts (e.g., inserting noises at intervals, over-
laying background conversations, or low-quality
recording equipment simulations). We acknowl-
edge that some field work recordings include back-
ground conversations that may have sociolinguistic
value for the main footage. Those recordings are
out of the reach of this study; however, future work
may explore how audio separation models may
help isolate primary and background sounds. We
provide the perturbation functions and hyperparam-
eter configurations for future scholars to investigate
feature fidelity thresholds. Similar study cases may
reinforce the results obtained in this work and lead

to new linguistically grounded methodologies for
audio model benchmarking.

7 Ethics Statement

Aligning with ethical and moral standards, we of-
fer a new method to improve the quality of under-
researched language corpora. We acknowledge the
intricate nature of linguistic variability and its im-
plications on the societal effects of technology. It
is crucial for scholars to contribute to the creation
of inclusive systems that accurately represent all
members of society. The dissemination of these
findings paves the way for a transparent and inclu-
sive dialogue within the academic community that
upholds respect for linguistic and cultural diver-
sity. In the same way, we also aim to facilitate the
progress of multilingual computational tools.
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A Noise Generation

As mentioned in section 3, we modify the samples
using Additive White Gaussian Noise (AWGN) im-
plemented through a Python function. The AWGN
implemented in this work is defined by

RMS =

√√√√ 1

N

N∑

i=1

x2i (1)

where we calculate the root mean square (RMS) of
a given signal xi.

We then use Equation 2 to generate random
Gaussian noise znoise. We add parameter λ, which
is a scaling factor that allows to blend the noise in
the background. For the purposes of this study, we
used λ = .1, but other studies may benefit from
experimenting with different parameter settings.

znoise = N (0, (RMS · λ)2) (2)

Finally, we combine the original signal xi with
the Gaussian noise znoise to get the corrupted file
xi

′.
xi

′ = xi + znoise (3)

58

https://www.kaggle.com/datasets/carlfm01/120h-spanish-speech/data
https://doi.org/10.1016/j.wocn.2021.101125
https://doi.org/10.1016/j.wocn.2021.101125
https://www.aclweb.org/anthology/2020.lrec-1.801
https://www.aclweb.org/anthology/2020.lrec-1.801
http://www.interspeech2020.org/uploadfile/pdf/Wed-SS-1-12-6.pdf
http://www.interspeech2020.org/uploadfile/pdf/Wed-SS-1-12-6.pdf
http://www.interspeech2020.org/uploadfile/pdf/Wed-SS-1-12-6.pdf
https://pubs.aip.org/asa/jasa/article/154/5/3168/2921530
https://pubs.aip.org/asa/jasa/article/154/5/3168/2921530
https://pubs.aip.org/asa/jasa/article/154/5/3168/2921530
https://pubs.aip.org/asa/jasa/article-abstract/108/3/1252/551143/Acoustic-characteristics-of-English-fricatives
https://pubs.aip.org/asa/jasa/article/154/3/1896/2912771
https://pubs.aip.org/asa/jasa/article/154/3/1896/2912771
https://pubs.aip.org/asa/jasa/article/154/3/1896/2912771
https://arxiv.org/abs/2109.13731
https://arxiv.org/abs/2109.13731
https://escholarship.org/content/qt61s3q2xr/qt61s3q2xr.pdf
https://escholarship.org/content/qt61s3q2xr/qt61s3q2xr.pdf
https://ieeexplore.ieee.org/abstract/document/9380418?casa_token=EXU0MQGBkLcAAAAA:9gd1e0xrEChN25MqQmEK5zoGG9E5urVO2fsbJErD3T3G-z4KtDHtZmgTrwfOxPuXlh9mcwJq
https://ieeexplore.ieee.org/abstract/document/9380418?casa_token=EXU0MQGBkLcAAAAA:9gd1e0xrEChN25MqQmEK5zoGG9E5urVO2fsbJErD3T3G-z4KtDHtZmgTrwfOxPuXlh9mcwJq
https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi=473c077c6b68477598582ef2400e31d0d1d2b2b7
https://citeseerx.ist.psu.edu/document?repid=rep1&type=pdf&doi=473c077c6b68477598582ef2400e31d0d1d2b2b7
https://www.sciencedirect.com/science/article/pii/S0167639316301066?casa_token=q-R38eQZincAAAAA:1w8VsmTKnuC8vzSZO1e7nvOBQ84v3V0Ku-lcV_ViFMVyqPK5HucDb2dUYYSF_V1Md3AvYZhC
https://www.sciencedirect.com/science/article/pii/S0167639316301066?casa_token=q-R38eQZincAAAAA:1w8VsmTKnuC8vzSZO1e7nvOBQ84v3V0Ku-lcV_ViFMVyqPK5HucDb2dUYYSF_V1Md3AvYZhC
https://www.sciencedirect.com/science/article/pii/S0167639316301066?casa_token=q-R38eQZincAAAAA:1w8VsmTKnuC8vzSZO1e7nvOBQ84v3V0Ku-lcV_ViFMVyqPK5HucDb2dUYYSF_V1Md3AvYZhC
https://www.sciencedirect.com/science/article/pii/S0167639316301066?casa_token=q-R38eQZincAAAAA:1w8VsmTKnuC8vzSZO1e7nvOBQ84v3V0Ku-lcV_ViFMVyqPK5HucDb2dUYYSF_V1Md3AvYZhC
https://journals.sagepub.com/doi/full/10.1177/1084713808325306
https://muse.jhu.edu/pub/4/article/2853/summary?casa_token=wxp1U0uVpP0AAAAA:evwhIiwQbe6OeDKr1Rs_i15w08gtJ2zbb09R-QgFqIFc-bceE6YnmcTCBsb0Eupj50H2m4I8
https://muse.jhu.edu/pub/4/article/2853/summary?casa_token=wxp1U0uVpP0AAAAA:evwhIiwQbe6OeDKr1Rs_i15w08gtJ2zbb09R-QgFqIFc-bceE6YnmcTCBsb0Eupj50H2m4I8
https://onlinelibrary.wiley.com/doi/abs/10.1002/9781394260867.ch8
https://onlinelibrary.wiley.com/doi/abs/10.1002/9781394260867.ch8
https://pubs.aip.org/asa/jasa/article-abstract/148/5/3218/631844/Influence-of-nasal-cavities-on-voice-quality?redirectedFrom=fulltext
https://pubs.aip.org/asa/jasa/article-abstract/148/5/3218/631844/Influence-of-nasal-cavities-on-voice-quality?redirectedFrom=fulltext
https://pubs.aip.org/asa/jasa/article-abstract/148/5/3218/631844/Influence-of-nasal-cavities-on-voice-quality?redirectedFrom=fulltext
https://d1wqtxts1xzle7.cloudfront.net/61836013/WAVENET_-_A_GENERATIVE_MODEL_FOR_RAW_AUDIO_-_1609.0349920200120-19152-1e964lf-libre.pdf?1579517363=&response-content-disposition=inline%3B+filename%3DWAVENET_A_GENERATIVE_MODEL_FOR_RAW_AUDIO.pdf&Expires=1713845494&Signature=YwUD4L9bBL5CMpulcuEE4bQoa5Yht2470qwqSM3AawT~bJ-wlnBrmjV6IT7r~yPBHGIjhXjpmi5tvBuCasCwpr6RTPLRsiuQZMdGhlkX3xiSweZgr8A3w8fjP3veUN9AY4IoVhlr9iumm5eoVcvozroixbIRGYLAQlLwWHXDzVpaQgoTyZsJXykIRfVBWDuHKxuyzKZFCn5KWQyLoTWMta2Tbo4-J4rmUcUL7LvXEpTM1gL0AbHv9Myqq~E8luSiVD8xzlDitdgZ0ne0sMTb31PY72ZmC016cNrAvf4w6AwR1EFo4ATPhRwpjGengWFICV6cgyzK8EF2o7txGreirg__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://d1wqtxts1xzle7.cloudfront.net/61836013/WAVENET_-_A_GENERATIVE_MODEL_FOR_RAW_AUDIO_-_1609.0349920200120-19152-1e964lf-libre.pdf?1579517363=&response-content-disposition=inline%3B+filename%3DWAVENET_A_GENERATIVE_MODEL_FOR_RAW_AUDIO.pdf&Expires=1713845494&Signature=YwUD4L9bBL5CMpulcuEE4bQoa5Yht2470qwqSM3AawT~bJ-wlnBrmjV6IT7r~yPBHGIjhXjpmi5tvBuCasCwpr6RTPLRsiuQZMdGhlkX3xiSweZgr8A3w8fjP3veUN9AY4IoVhlr9iumm5eoVcvozroixbIRGYLAQlLwWHXDzVpaQgoTyZsJXykIRfVBWDuHKxuyzKZFCn5KWQyLoTWMta2Tbo4-J4rmUcUL7LvXEpTM1gL0AbHv9Myqq~E8luSiVD8xzlDitdgZ0ne0sMTb31PY72ZmC016cNrAvf4w6AwR1EFo4ATPhRwpjGengWFICV6cgyzK8EF2o7txGreirg__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA
https://pubs.aip.org/asa/jasa/article-abstract/135/5/3007/968204/Evaluation-of-the-importance-of-time-frequency
https://pubs.aip.org/asa/jasa/article-abstract/135/5/3007/968204/Evaluation-of-the-importance-of-time-frequency


B Voicing Data

Original Voicing Measurements

Peninsular Females Peninsular Males Peruvian Females Peruvian Male

t (s) un (s) v (s) v (%) t (s) un (s) v (s) v (%) t (s) un (s) v (s) v (%) t (s) un (s) v (s) v (%)
.09 .09 0 0 .08 .08 0 0 .13 .11 .02 15.38 .14 .13 .01 7.14
.13 .12 .01 7.69 .09 .08 .01 11.11 .12 .12 0 0 .14 .14 0 0
.1 .09 .01 10.00 .08 .07 .01 12.50 .1 .1 0 0 .13 .12 .01 7.69
.1 .09 .01 10.00 .06 .06 0 0 .1 .09 .01 10.00 .11 .1 .01 9.09
.13 .11 .02 15.38 .06 .06 0 0 .11 .1 .01 9.09 .12 .11 .01 8.33
.12 .11 .01 8.33 .08 .07 .01 12.50 .09 .08 .01 11.11 .13 .13 0 0
.08 .08 0 0 .09 .07 .02 22.22 .09 .09 0 0 .1 .09 .01 10.00

.107 .099 .009 7.344 .077 .070 .007 8.333 .106 .099 .007 6.512 .124 .117 .007 6.037

Table 4: Voicing measurement for original tokens with intervocalic fricative (s) across all speakers. The last row
indicates mean values.

Enhanced Voicing Measurements

Peninsular Females Peninsular Males Peruvian Females Peruvian Males

t (s) un (s) v (s) v (%) t (s) un (s) v (s) v (%) t (s) un (s) v (s) v (%) t (s) un (s) v (s) v (%)
.1 .1 0 0 .08 .08 0 0 .14 .12 .02 14.29 .14 .14 0 0
.13 .13 0 0 .09 .08 .01 11.11 .11 .11 0 0 .14 .13 .01 7.14
.1 .09 .01 10.00 .08 .07 .01 12.50 .11 .1 .01 9.09 .13 .12 .01 7.69
.11 .09 .02 18.18 .08 .07 .01 12.50 .1 .1 0 0 .11 .11 0 0
.13 .12 .01 7.69 .07 .07 0 0 .11 .1 .01 9.09 .11 .1 .01 9.09
.11 .11 0 0 .08 .07 .01 12.50 .09 .08 .01 11.11 .14 .13 .01 7.14
.08 .07 .01 12.50 .08 .07 .01 12.50 .09 .09 0 0 .09 .09 0 0

.109 .101 .007 6.911 .080 .073 .007 8.730 .107 .100 .007 6.226 .123 .117 .006 4.438

Table 5: Voicing measurement for enhanced tokens with intervocalic fricative (s) across all speakers. The last row
indicates mean values.

C Models

Model Coefficient Df Sum Sq Mean Sq F-value p-value Df Sum Sq Mean Sq F-value p-value

Voicing Country 1 17.1 17.13 .433 .516 1 43.4 43.35 1.236 .277
Gender 1 .5 .46 .012 .915 1 .0 .00 .000 .994
Residuals 25 987.9 39.52 25 876.9 35.07

Duration Country 1 .003 .003 9 <.01 1 .003 .003 7.819 <.01
Gender 1 0 0 .563 .46 1 0 0 .753 .393
Residuals 25 .01 0 25 .009 0

Table 6: Results of the ANOVAs for duration and voicing in original (left) and enhanced tokens (right).
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Model Coefficient Value Std.Error t-value p-value Value Std.Error t-value p-value

Voicing Intercept 5.162 2.014 2.562 .016 4.158 2.009 2.069 .048
countrySpain 1.227 2.326 .527 .602 2.46 2.32 1.060 .299
genderM -.079 2.326 -.034 .973 .044 2.32 .019 .984

Duration Intercept -4.585 .009 -497.981 <.01 -4.584 .008 -541.376 <.01
countrySpain -.024 .010 -2.2678 .032 -.021 .009 -2.206 .036
genderM -.003 .010 -.3655 .717 -.005 .009 -.578 .568

Table 7: Results of the RLMs for duration and voicing in original (left) and enhanced tokens (right).

Random effects Name Variance Std.Dev. Variance Std.Dev.

id (Intercept) 0 0 0 0
Residual 46.48 6.818 45.55 6.749

Fixed effects Estimate Std. Error t value p value Estimate Std. Error t value p value

(Intercept) 5.169 2.288 2.259 .032 4.085 2.265 1.803 .083
countrySpain 1.176 2.643 .445 .660 2.4005 2.616 .917 .367
genderM -.130 2.643 -.05 .960 .1474 2.616 .056 .955

Table 8: Results of the RLMEMs for voicing in original (left) and enhanced tokens (right).

Random Effects Name Variance Std.Dev. Name Variance Std.Dev.

id (Intercept) 0 .027 (Intercept) 0 .027
Residual 0 .017 Residual 0 .015

Fixed effects Estimate Std. Error t value p value Estimate Std. Error t value p value

(Intercept) -4.584 .024 -185.33 <.01 -4.585 .024 -185.56 <.01
countrySpain -.022 .028 -.79 .436 -.020 .028 -.71 .484
genderM -.005 .028 -.2 .843 -.005 .028 -.18 .858

Table 9: Results of the RLMEMs for duration in original (left) and enhanced tokens (right).
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Abstract

Automatic speech recognition (ASR) has the
potential to accelerate the documentation of en-
dangered languages, but the dearth of resources
poses a major obstacle. Čakavian, an endan-
gered variety spoken primarily in Croatia, is a
case in point, lacking transcription tools that
could aid documentation efforts. We compare
training a new ASR model on a limited dataset
using the Kaldi-based ASR pipeline Elpis to
using the same dataset to adapt the transformer-
based pretrained multilingual model Whisper,
to determine which is more practical in the doc-
umentation context. Results show that Whisper
outperformed Elpis, achieving the lowest av-
erage Word Error Rate (WER) of 57.3% and
median WER of 35.48%. While Elpis offers
a less computationally expensive model and
friendlier user experience, Whisper appears bet-
ter at adapting to our collected Čakavian data.

1 Introduction

The low-resource nature of language documenta-
tion challenges the capabilities of current ASR
tools due to a lack of pretrained language mod-
els (Johnson et al., 2018). This challenge be-
comes greater when the linguistic context exhibits a
high degree of variation, including code-switching.
Čakavian, an endangered (EGIDS 6b) language
with approximately 50,000 total speakers (Eber-
hard et al., 2024), represents one such situation.
While traditionally considered a dialect of Croat-
ian, it differs substantially from standard Croatian
and colloquial Štokavian varieties spoken by the
majority of the Croatian population.1 In addition to
differences in phonology, morphology, and syntax,
the Čakavian lexicon includes many borrowings
from Romance as well as a number of forms of

*These authors contributed equally to this work and share
first authorship.

1The traditional names for these varieties, Čakavian and
Štokavian, are based on the different words for ’what’, ča and
što.

Slavic origin that are not typical for other Croatian
varieties (Langston, 2020; Vuković and Langston,
2020). See Table 7 and Table 8 for some exam-
ples. Although Čakavian is not severely endan-
gered, individual local varieties in this region may
vary significantly from one another and have few
speakers. Prior research exploring the capabilities
of currently available ASR systems to this context
find that (standard) Croatian transcription models
struggle with the differences present between the
two languages (Zhang et al., 2024). Therefore, fur-
ther experimentation can provide insight into best
practices for documentation efforts. As part of a
larger project (ELIC) to create a spoken corpus doc-
umenting endangered language varieties in Istria-
Kvarner, Croatia (Langston et al., 2023), this study
compares the performance of the Kaldi-based tran-
scription pipeline Elpis (Foley et al., 2018) and the
transformer-based multilingual ASR model Whis-
per (Radford et al., 2023) on the transcription of
Čakavian interview data.

Elpis offers a locally executable pipeline to train
new ASR models using Kaldi (Povey et al., 2011).
GMM-based systems like Elpis are less computa-
tionally demanding and they require relatively less
training data compared to neural networks. This
is crucial for language documentation because pre-
trained tools rarely exist. Given that field linguists
often lack the necessary expertise and access to
high-powered computational resources, complexity
is an important factor. Conversely, the demands of
large multilingual ASR models could prove justifi-
able if they can generalize to new contexts. (Rad-
ford et al., 2023). The transformer-based multi-
lingual ASR model Whisper can be adapted with
user data from any language. The base model in-
cludes at least 91 hours of unspecified Croatian
data, which almost certainly does not include Čaka-
vian speech, due to the lack of available resources.
While we argue that Čakavian is distinct from Croa-
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tian2, the availability of a related model means lin-
guists need not train a neural network from scratch.
We utilize Whisper large-v3. (Radford et al., 2023).
Our results find that the best performing fine-tuned
Whisper model 3 is able to outperform Elpis on a
sample of 3 Čakavian interviews, achieving an av-
erage WER of 57.3% and median WER of 35.48%,
while Elpis achieved an average WER of 130.1%
and median WER of 129%.

2 Data and Methods

To compare model creation using Elpis and model
adaptation using Whisper, 5.7 hours of audio data
were used for training. This included five inter-
views of different native speakers of Čakavian and
one audiobook of a Čakavian translation of The
Little Prince (Saint-Exupéry, 2021; Ljubešić et al.,
2024). Table 1 provides a breakdown of the data.
Utterance level transcriptions were made by na-
tive speakers and linguists with expertise in Čaka-
vian. Both models were trained using the same data.
Elpis uses a fixed 90%-10% split for training and
testing. For adapting Whisper, an 80%-20% split
was used. The resulting models were then eval-
uated on three additional interviews. Output was
compared to manual transcriptions to determine the
median WERs discussed in Section 2.3.

Usage Audio ID Dialect type Length (min) Speaker Interviewer
Training ckm001 Istrian ekavian 25 F M

ckm002 Coastal ekavian 73 F F
ckm004 i/ekavian 30 F F
ckm005 i/ekavian 57 F F
ckm006 Coastal ekavian 67 F F

Audiobook ikavian 90 M & F n/a
Testing ckm009 Istrian ekavian 36 F M

ckm015 ikavian 55 F F
ckm016 ikavian 119 M F

Table 1: Speaker information for the Čakavian datasets.

2.1 Elpis Data Preparation
The data are preprocessed according to the Elpis
documentation (Foley et al., 2022). The input 16-
bit mono WAV files were resampled to 16 kHz.
Each audio file had a corresponding ELAN file,
in which the speech was transcribed in segments
approximately 10 seconds in length. All transcrip-
tions were standardized by removing punctuation,
variable spellings, and any other non-lexical infor-
mation. Further, as advised by the documentation,

2This is indicated by the poor performance of the base
Whisper-v3 model, presumably trained on standard Croatian,
in the transcription of Čakavian as shown in Table 2.

3The nine fine-tuned Whisper models, as described in
Table 2, are available at https://huggingface.co/ninninz as
“whisper-ckm-{1-9}”.

sections in the transcriptions in which 10% or more
of the interviewer’s and interviewee’s speech over-
lapped were removed. These sections were not
deleted from the audio files. In addition to the
WAV audio and ELAN transcription files, the in-
put included a text file containing the grapheme to
phoneme rules of Čakavian. Mel Frequency Cep-
stral Coefficient (MFCC) based feature extraction
is performed on the WAV files to derive input se-
quences. MFCCs reduce acoustic data to focus on
frequencies relevant for human perception, captur-
ing relevant information from the input in a com-
pact way. Elpis can perform file conversion, re-
sampling, and transcription standardization during
setup; however, we found doing these steps prior
to training produced the best results. Users are
also able to select the n-gram value (ranging from
unigram to 5-gram) during model creation. For
our data set (total 3693 words), trigrams gave the
best results. The results of models with different
n-gram values are not reported here for concision.
Lastly, due to the explicit guidance for segmenta-
tion length given in the Elpis documentation, we
did not test different segmentation windows, as was
done for Whisper.

2.2 Whisper Data Preparation

Unlike ELPIS, which was trained entirely on our
Čakavian data, Whisper large-v3 (available as
“openai/whisper-large-v3” (Radford et al., 2023)),
is a pre-trained model, which was adapted using
our dataset. This pretrained model is an expansion
of Whisper large-v2, which was built on approxi-
mately 1 million hours of weakly labeled multilin-
gual audio including 91 hours of Croatian data. To
create Whisper large-v3, 4 million hours of pseudo-
labeled audio collected using Whisper large-v2 was
added to the original dataset. To perform adap-
tation, the training data was prepared as follows.
16-bit mono WAV files were resampled to 16kHz.
Transcription segmentation was set according to
Whisper documentation to be no longer than 30
seconds. Transcriptions were normalized by stan-
dardizing spelling and stripping punctuation and
non-lexical items. Segmentation windows of 10
seconds and 20 seconds were also tested. Whisper
utilizes log-Mel spectrograms to derive input fea-
ture vectors. While these are not as lightweight as
MFCCs, they are richer by preserving time course
information. This allows them to be more easily
interpretable than MFCCs. Lastly, noise based on
a random Gaussian distribution was added to each
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input file to increase the robustness of the adapted
model. Training was performed on an Nvidia A100
GPU with a learning rate of 1e-5. A warm-up step
value of 500 was used with a max step of 4000.
See Table 2 for details on each model’s training
data. The median WER was used to guide model
selection for evaluation.

2.3 Model Evaluation

During model training, Word Error Rate (WER)
values were provided by each system. However,
to obtain a more detailed analysis of WER and
the types of errors made by each model, a sepa-
rate evaluation using three different test interviews
was performed. The models’ output transcription
and the manual transcriptions were cleaned to re-
move punctuation, and all words were converted
to lowercase. Second, the manual and model text
sequences were force-aligned with the Python mod-
ule Bio.pairwise2 (Cock et al., 2009). It should be
noted that this package made the alignment hap-
pen with perfect string matches. Therefore, to re-
duce the penalty for nearly correct transcriptions,
a “fuzzy” match was done to allow for the par-
tially correct cases to be considered as Substitution
cases. The fuzzy match was realized by getting the
unmatched sequences between manual and model
transcriptions and then calculating pair-words’ sim-
ilarity ratio based on Levenshtein Distance (Yujian
and Bo, 2007). For example, as shown in Table 3,
the “Manual” column is the original transcription,
the “Model” column is the model transcription, and
the “Model fuzzy” column shows the realigned re-
sults that have achieved a minimum score of 60.

Manual Model Model fuzzy Score Type
dobro dobro dobro 100 c
onda onda onda 100 c

moremo moramo 83 s
moramo 0

započet započet započet 100 c
s s s 100 c

obziron obzirom 86 s
obzirom 0

Table 3: Example of text alignment. See the detailed
alignment process in Section 2.3.

After these steps, the text alignment between
the model output and manual transcription wasa
compared to calculate substitution, insertion, or
deletion errors shown in Equation 1. S is a count of
Substitution errors; D refers to Deletion; I refers to
Insertion and C refers to correctly matched cases.

WER =
S +D + I

S +D + C
(1)

The matching type, as shown in the “type” col-
umn in Table 3, was obtained from string compari-
son between the “manual” and “model_fuzzy”. A
correctly matched case is indicated by c, while s
corresponds to a Substitution case.

3 Results

As shown in Figure 1, the WER distributions of
Elpis, each fine-tuned Whisper model, and the
base Whisper model are shown. For all models,
“whisper-ckm-3” achieved the lowest average WER
of 57.3% and a median WER of 35.48% in the
forced-aligned WER evaluation. The median in
this context refers to the error for each 20-second
transcription segment obtained in the transcription
of the test interviews during evaluation. The aver-
age WER for all test interview data combined was
57.3%.

3.1 Elpis Pipeline Performance
The best performance by Elpis achieved an aver-
age WER of 130.1% on the test data and a median
value of 129%. The WER exceeds 100% because
the model made many insertion errors. Insertion
rates inflated the output transcriptions to include
more words than were present in the manual tran-
scription. This model included both the interview
and audiobook data. Conversely to Whisper, the
audiobook data improved the model’s performance.
We found that while Elpis required less computa-
tional expertise to use, it is more sensitive to the
quality of the input data.4

3.2 Whisper Model performance
The best performing model of Whisper was adapted
using only the interview speech data. The audio-
book data was not included. Additionally, a 20-
second input transcription segmentation was used,
and white noise data augmentation was performed.
Model testing showed that the performance is sen-
sitive to training data window size, and white-noise
data augmentation improved performance. This is
possibly due to the interview data containing noise
from the recording environment. Asymmetries in

4In testing, the lowest WER reported by Elpis itself was
a model trained on the audiobook data alone. We believe
this is due to the studio quality of the recordings and lack
of speaker overlap. While not used in this paper due to lack
of comparability to our Whisper models, it highlights that
GMM-based technologies are very input sensitive.
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Model Data Transcription Segmentation
(Seconds) White Noise Median WER (%)

whisper-large-v3 Base model 10 N 56.00
whisper-ckm-1 Interview speech 10 N 50.00
whisper-ckm-2 Interview speech 20 N 50.00
whisper-ckm-3 Interview speech 20 Y 35.48
whisper-ckm-4 Interview speech and audiobook 10 Y 53.13
whisper-ckm-5 Interview speech and audiobook 20 Y 83.33
whisper-ckm-6 Interview speech and audiobook 30 Y 58.82

whisper-ckm-7
Interview speech (Speaker overlap removed)

and audiobook
10 Y 40.74

whisper-ckm-8
Interview speech (Speaker overlap removed)

and audiobook
20 Y 40.91

whisper-ckm-9
Interview speech (Speaker overlap removed)

and audiobook
30 Y 55.17

Table 2: All models based on and including whisper-large-v3. Whisper-ckm-{1/2/3} were adapted on Čakavian
interview speech data. Whisper-ckm-{4/5/6/7/8/9} were adapted on both the interview speech data and Čakavian
audiobook data. "Y" in the white noise column means the input data was augmented with random noise. Median
WER is the median error calculated on the three test interviews. (See Section 2.3 for details).

Figure 1: WER value distribution for each model. Value distributions come from the calculated error for each
transcription segment across each model and the base whisper model. Values in Appendix Table 5.

the reporting of the input data augmentation in Ta-
ble 4 are for the sake of brevity. The omissions
represent models with higher median WERs.

3.3 Error Type Analysis

As shown in Table 4, a comparison of the models’
error type occurrence was carried out. Compared to
the base Whisper model (“whisper-large-v3”), the
best adapted model (“whisper-ckm-3”) achieved a
7.5% WER reduction. This model showed a higher
Correct rate and lower Substitution and Deletion
rates. Comparatively, Elpis had higher Deletion
and Insertion rates, which led to its high WER.

4 Discussion

Our results show that the best-performing model
was obtained by adapting Whisper-large-v3 using
transcribed interview data. It achieved an average

WER of 57.3% and a median WER of 35.48%.
Overall, this level of performance is still poor, but
the automated transcriptions contain many seg-
ments that are largely or completely error-free.
We have found in practice that some transcribers
can use them successfully as guides to accelerate
manual transcription. Further, adapted Whisper
models can be shared freely online allowing other
researchers to benefit from these documentation
efforts. The ability to save and reuse a trained
model with Elpis is not transparent and represents
a current drawback for the pipeline. Although the
WER for our Čakavian ASR model created with
Elpis was higher than previously reported WER
on other languages (Foley et al., 2018), the system
has the advantages of not requiring a pre-trained
language model and the underlying technology
demands fewer computational resources for im-
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Model Correct (C) Deletion (D) Insertion (I) Substitution (S) Mean WER
whisper-ckm-3 58.2% 24.0% 22.9% 17.8% 57.3%
Elpis 24.4% 61.4% 54.4% 14.2% 130.1%

Table 4: Model error showing each error type and the total each contributed to the mean WER. The error type rate
shown here is accumulated across the three test interviews from Table 1 (i.e., ckm009, ckm015, and ckm016 were
transcribed to produce the error rates; see the detailed error type information for each test audio file in Appendix
Table 6). The error rate is calculated as “Error Case Number divided by the total word number (i.e., C + S + D)”.

plementation. Nevertheless, the scale of the pre-
trained base Whisper model and the inclusion of
related language data appear to have allowed the
model to overcome the variation present in our
sample of Čakavian.

Our attempts at fine-tuning the Whisper large-v3
model show the effect of several factors on model
performance, including: (1) audio segmentation
window size, (2) the type and quality of audio data,
and (3) speaker overlaps. Here, the best results
were obtained with a model that was trained exclu-
sively on the same type of data as the test audio
files (sociolinguistic interviews). The addition of
higher quality training data from the audiobook
recording did not improve the model performance
on the specific test data in this study.

5 Limitations and future research

Not only does the language context pose a chal-
lenge itself, but the type of training data used in this
study further tests the performance of both Whis-
per and Elpis. Our data consists of field recordings
of sociolinguistic interviews. This introduces both
environmental noise and speaker overlap into the
data. Other work using Whisper on higher resource
languages has shown better performance (Amorese
et al., 2023; Graham and Roll, 2024). Crucially,
in these studies, the test data was restricted in do-
main to elicited speech or short readings. Concern-
ing Elpis, data sets containing multiple speakers
in one training file are not recommended (Foley
et al., 2022). We were also unable to account for
the effects of code-switching in our data, which
is likely to have impacted performance. Anno-
tating the data to identify specific segments that
include code-switching would be time-consuming,
especially for closely related varieties such as the
ones here. Research into utilizing Whisper on
code-switching between French and Kréyòl Gwad-
loupéyen shows similar results to those reported
in this paper (Le Ferrand and Prud’Hommeaux,
2024). Nevertheless, the realities of language docu-

mentation mean that data collection cannot always
proceed in a way that facilitates ASR model train-
ing. More work is needed to better understand how
different ASR systems such as Whisper and Elpis
respond to less than ideal training data.

Also left for future work is a formal comparison
of the time required for an ASR-aided workflow vs.
manual transcription of our data. Other researchers
have reported similar times for manual transcrip-
tion vs. correcting an ASR transcription (Gorisch
and Schmidt, 2024). Another study concludes that
ASR output can be useful for transcription only if
the WER is less than 30%, which is considerably
lower than the mean WERs reported here (Gaur
et al., 2016).

6 Conclusion

Čakavian represents a low-resource context that
challenges conventional ASR. There exist no pre-
trained models for use, local varieties differ sub-
stantially from one another, and speakers employ
frequent code-switching to standard Croatian. To
lessen transcription time, linguists are faced with
modeling the data from scratch or reaching for a
related language model to adapt. Our results show
that model adaptation is the best practice for the au-
tomatic transcription of Čakavian. The collection
of clean, high quality training data that better con-
forms to the design specifications for a tool such
as Elpis may allow for the creation of models that
provide usable automatic transcriptions, based on a
small manually transcribed dataset. However, with-
out such training data, systems like Whisper offer
better performance.
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Appendices
A Values of boxplots shown in Figure 1

whisper-
ckm-1

whisper-
ckm-2

whisper-
ckm-3

whisper-
ckm-4

whisper-
ckm-5

whisper-
ckm-6

whisper-
ckm-7

whisper-
ckm-8

whisper-
ckm-9

whisper-
large-v3 Elpis

count 1157 1157 1157 1157 1157 1157 1157 1157 1157 1157 1053
std 201 480 444 270 219 226 150 169 240 234 201
min 0 0 0 0 0 0 0 0 0 0 43
25% 26 26 20 26 33 26 21 21 25 39 111
50% 50 50 35 53 83 59 41 41 55 56 129
75% 107 103 80 118 118 115 95 96 105 85 152
max 3700 10900 8600 7000 6600 4700 3000 3100 3300 3000 2500

Table 5: Descriptive statistics of Models’ WER(%) distribution shown in Figure 1

B Detailed error rate for the test audio files

Model Test Audio Error Type Case Number WERCorrect (C) Deletion (D) Insertion (I) Substitution (S)
whisper-large-v3 ckm009 3076 838 1125 926 59.7%

ckm015 4283 2854 2246 1046 75.1%
ckm016 8001 2645 2687 2728 60.3%

Total 15360 6337 6058 4700 64.8%

whisper-ckm-3

ckm009 3639 660 1383 588 53.8%
ckm015 4754 2855 1999 670 66.7%
ckm016 9945 1690 3603 1802 52.8%

Total 18338 5205 6985 3060 57.3%

ELPIS

ckm009 1668 2389 2595 838 118.9%
ckm015 2260 4921 4460 1120 126.5%
ckm016 1998 7624 6180 1493 137.6%

Total 5926 14934 13235 3451 130.1%

Table 6: Detailed error rates for the test audio files. The detailed error case numbers for each error type are shown in
this table, and the total value is shown in Table 4.
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C Examples of characteristic differences between standard Croatian and Čakavian
varieties

Standard Croatian Orbanići Kastav Grobnik Gloss

št‚o č‚a č‚a č‚a ‘what’

tk‚o k“ı k“ı k“ı ‘who’

kòjı̄ k“ı k“ı k“ı ‘which’

gdj‚e kad‚e kad‚e kad‚ı, k“aj ‘where’

mlijéko mliek‚o mlēk‚o mlı̄k‚o ‘milk’

mj‚esēc m‚esec m‚esēc m‚ısēc ‘month, moon’

pòsao d‚elo, p‚osal d‚elo, posãl d‚elo, pos“al ‘work, job’

r‚eći [rétCì], PRS.1SG r‚ečēm r‚eć [retj], PRS.1SG reč‚en r‚eć [retj], PRS.1SG rečẽn r‚eć [retj], PRS.1SG reč“en ‘say, tell’

r‚od̄en r‚ojen r‚ojen r‚ojēn, r‚od’ēn ‘born’

p‚as, GEN.SG ps‚a br‚ek, GEN.SG brek‚a p‚as, GEN.SG pas‚a p‚as, GEN.SG pas‚a ‘dog’

u v, va v, va v, va ‘in’

Table 7: Differences of phonological/morphological origin (incl. some additional lexical differences)(Kalsbeek,
1998; Miletić, 2019; Lukežić and Zubčić, 2007)

Standard Croatian Orbanići Kastav Grobnik Gloss

dijéte otr‚ok (or dı̄t‚e) otr‚ok otr‚ok (or dı̄t‚e) ‘child’

gládan l‚ačan l‚ačān l‚ačān ‘hungry’

PRS.1SG ‚ıdēm griẽn grẽn gr“en, r“en ‘I go’

m“alı̄, màlen m“ıći, m‚ınji mı̃ćı̄ m“ıćı̄ ‘small’

odijélo vešt“ıt vešt“ıd vešt“ıd, vest“ıd ‘suit’

p‚oslije p‚okle, p‚otle p‚okle, p‚otle p‚okli, p‚okla, p‚otla ‘after’

‚ugao kantu“on kāntũn kānt“un ‘corner’

ùhvatiti ćap‚at ćap‚at ćap‚at ‘catch, snatch’

zaùstaviti (se), prèstati frm‚at (se), ferm‚at (se) fērm‚at (se) fērm‚at (se) ‘stop’

Table 8: Lexical differences (incl. some phonological differences within Čakavian)(Kalsbeek, 1998; Miletić, 2019;
Lukežić and Zubčić, 2007)
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Abstract
Supervised learning approaches in NLP, exem-
plified by POS tagging, rely heavily on the pres-
ence of large amounts of annotated data. How-
ever, acquiring such data often requires signifi-
cant amount of resources and incurs high costs.
In this work, we explore zero-shot cross-lingual
transfer learning to address data scarcity issues
in Filipino POS tagging, particularly focusing
on optimizing source language selection. Our
zero-shot approach demonstrates superior per-
formance compared to previous studies, with
top-performing fine-tuned PLMs achieving F1
scores as high as 79.10%. The analysis reveals
moderate correlations between cross-lingual
transfer performance and specific linguistic
distances–featural, inventory, and syntactic–
suggesting that source languages with these
features closer to Filipino provide better re-
sults. We identify tokenizer optimization as a
key challenge, as PLM tokenization sometimes
fails to align with meaningful representations,
thus hindering POS tagging performance.

1 Introduction

The rise of pretrained language models (PLMs) has
revolutionized the landscape of natural language
processing (NLP). While these models demonstra-
bly address data scarcity in under-resource lan-
guages by learning universal language represen-
tations (Qiu et al., 2020), many languages, includ-
ing Filipino, a widely spoken under-resource lan-
guage in the Philippines (Lewis, 2009), continue to
face significant challenges. Building robust NLP
pipelines for Filipino remains difficult despite the
abundance of textual resources like literary works,
linguistic references, and social media data.

Filipino lacks dedicated resources for a range of
language processing tasks (Aquino and de Leon,
2020; Cruz and Cheng, 2021; Miranda, 2023).
Robust and reliable part-of-speech (POS) taggers
could significantly improve the performance of
such tasks by accurately classifying words into

their grammatical categories. This disambiguation
is essential because many words can have multiple
meanings based on context. For example, the Fil-
ipino word “buhay” can be a “pangngalan” (noun)
meaning “life” or a “pang-uri” (adjective) meaning
“lively” or “vibrant.” By clearing up word confu-
sion, POS tagging helps in performing higher-level
NLP tasks such as machine translation, informa-
tion extraction, text-to-speech conversion, speech
recognition, etc.

However, annotating datasets for POS tagging
is complex and resource-intensive. One potential
solution is cross-lingual transfer learning, which
involves using the knowledge gained from training
a model in one language to address tasks in another
language (Kim et al., 2017). In this paradigm, a
language model acquires representations from a
source language and then undergoes fine-tuning
to execute tasks in a target language with limited
labeled data. Furthermore, zero-shot learning, a
specific form of cross-lingual transfer learning,
presents a solution in scenarios with a complete
absence of annotated data (de Vries et al., 2022).

One crucial factor in enhancing zero-shot cross-
lingual transfer learning is the selection of the
source language. This selection process involves
identifying and analyzing language similarity met-
rics that can improve the success of cross-lingual
transfer learning (Eronen et al., 2023). These met-
rics quantify and compare linguistic and structural
correspondences between languages.

Linguists often use intuitive notions of structure
to compare languages (Stabler and Keenan, 2003),
and source language selection tends to follow simi-
lar intuitive approaches. However, quantified lan-
guage similarity metrics provide a more objective
basis for these comparisons, suggesting that higher
similarity between a source-target language pair
generally results in improved cross-lingual transfer
learning performance. The challenge, however, lies
in selecting the most appropriate similarity metric,
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given the wide array of available options. Identify-
ing which metrics are most indicative of successful
cross-lingual transfer learning could streamline the
source language selection process, thereby enhanc-
ing adaptability for under-resource languages such
as Filipino.

Prior studies have explored the impact of sev-
eral linguistic features on cross-lingual transfer per-
formance. One study emphasized the correlation
between linguistic similarity and transfer perfor-
mance, advocating for selecting source languages
based on rigorous linguistic assessments rather than
defaulting to English (Eronen et al., 2023). In con-
trast, another study proposed exploring syntactic
and morphological similarities across languages to
improve model transfer capabilities (Philippy et al.,
2023). Additionally, another study emphasized the
importance of including linguistically similar lan-
guages in pre-training for improved transfer learn-
ing outcomes (de Vries et al., 2022). Our paper
extends this line of research by examining linguis-
tic similarity distances between Filipino and source
languages and within the context of zero-shot learn-
ing for POS tagging.

More specifically, we examined how measures
of linguistic distances across multiple dimensions
contributed to the effectiveness of POS tagging.
While a study (Philippy et al., 2023) investigated
this aspect for the Natural Language Inference
(NLI) task across all 15 languages in the XNLI
dataset (Conneau et al., 2018) individually, our fo-
cus is on POS tagging and Filipino as the target
language. Futhermore, we investigated how the
choice of PLM influenced the outcome and effec-
tiveness of source language selection. We also
explored which source language and combination
of source languages yielded the highest F1 scores
for Filipino POS tagging.

2 Language Similarity

Lang2vec (Littell et al., 2017) is a versatile tool for
linguistic analysis that provides readily available
pre-computed distances between languages repre-
sented as vectors of featural, syntactic, geographic,
inventory, genetic, and phonological dimensions
from multiple databases including the World At-
las of Language Structures (WALS) (Dryer and
Haspelmath, 2013), Syntactic Structures of World
Languages (SSWL) (Collins and Kayne, 2009),
PHOIBLE (Moran and McCloy, 2019), Glottolog
(Hammarström et al., 2018) tree of language fam-

ilies, and Ethnologue (Lewis, 2009). These di-
mensions enable comparisons of various linguistic
features across different languages. Understanding
cross-lingual transfer performance in Filipino POS
tagging will benefit an investigation of language
similarity metrics.

• Featural Distance is the cosine distance be-
tween vectors defined by features across mul-
tiple databases. If a feature value is unknown
in one of the languages, it is excluded from
the calculation.

• Genetic Distance is based on the Glottolog
tree of language families, calculated as the
distance between two languages in the tree.

• Geographic Distance is the shortest distance
between two languages on the Earth’s sphere,
also known as orthodromic distance.

• Syntactic, Phonological, and Inventory dis-
tances are computed based on specific fea-
tures identified in the databases, distinguish-
ing between syntactic, phonological, and in-
ventory features.

3 Methods

We used a selection of PLMs, including XLM-R
(Conneau et al., 2019), a multilingual variant of
the RoBERTa model, and RoBERTa-Tagalog (Cruz
and Cheng, 2021), a RoBERTa model pretrained
using a Filipino-language pretraining corpus. In
this study, both models were finetuned and assessed
in a zero-shot cross-lingual scenario, tasked with
performing POS tagging for Filipino texts using
their base configurations. XLM-R was selected for
its well-established performance in multilingual
contexts and its robustness in handling large-scale
text datasets across various sequence-labeling tasks
(Qiu et al., 2020). RoBERTa-Tagalog, on the other
hand, was chosen because it is an improvement
over the previous Tagalog pretrained Transformer
models (Cruz and Cheng, 2021).

3.1 PLM Fine-tuning
Two modeling approaches were employed. First,
each PLM was finetuned on data from a single
source language and then used to predict POS tags
for Filipino text without any further training. This
approach assesses the models’ ability to generalize
to a new language based on their knowledge of the
source language. Second, the better-performing
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Figure 1: Methodological pipeline for developing POS tagging models (Eronen et al., 2023)

PLM was finetuned on data from several source
languages using a progressive approach inspired by
curriculum learning (Bengio et al., 2009), adding
languages one at a time, starting from the top-
performing source language in the monolingual
training. This strategy leverages information from
related languages, potentially improving the gener-
alizability of the PLM by exposing it to a broader
training data.

All models were trained with the same hyper-
parameter settings. Specifically, the models were
trained for 1,000 batches, each containing 10 sam-
ples, using a linearly decreasing learning rate start-
ing at 5e-5. These hyperparameters were chosen
based on De Vries’s configuration (de Vries et al.,
2022), which employed a comprehensive transfer
learning setup with multiple source and target lan-
guages for POS tagging.

3.2 Training and Testing Data

The training dataset for the PLMs was sourced from
the Universal Dependencies (UD) 2.13 dataset
(De Marneffe et al., 2021). This dataset is de-
signed to facilitate cross-lingual learning and pars-
ing projects by providing a consistent annotation
framework across multiple languages. Only lan-
guages with available training data were included
in this study, with no additional eliminations, as the
focus was on establishing a comprehensive setup
for a single target language: Filipino.

The UD framework is built on linguistic typol-
ogy and supports comparisons across languages
through consistent annotation. It includes 17 Uni-
versal POS (UPOS) tags and comprises 259 tree-
banks for 148 languages. Below is a list of the
UPOS tags used in the dataset (see Table 1).

Note that the varying quality of UD datasets is
a limitation. Some corpora lack diversity in writ-

Table 1: Universal POS (UPOS) Tags

Tag Description
ADJ Adjective
ADP Adposition
ADV Adverb
AUX Auxiliary
CCONJ Coordinating Conjunction
DET Determiner
INTJ Interjection
NOUN Noun
NUM Numeral
PART Particle
PRON Pronoun
PROPN Proper Noun
PUNCT Punctuation
SCONJ Subordinating Conjunction
SYM Symbol
VERB Verb
X Other

ing styles, and UD updates are inconsistent across
languages, with some shifting towards language-
specific features and augmented dependencies
while fundamental syntactic structures remain prob-
lematic (Iwamoto et al., 2021). This may have im-
pacted our cross-lingual transfer learning results,
as model performance is sensitive to training data
quality.

The finetuned models were evaluated on the Ug-
nayan dataset (Aquino and de Leon, 2020), which
is a standard benchmark for Filipino POS tagging.
The performance of these models was measured
using the F1 score. This dataset includes 94 sen-
tences with 1011 manually annotated tokens. The
Ugnayan dataset, sourced from resources on the
Philippines’ Department of Education Learning Re-
source Portal, provides a broad range of sentence
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structures and syntactic phenomena, utilizing 14
out of the 17 UPOS tags.

3.3 Language Similarity and Learning
Performance

The linguistic distances between Filipino and
source languages were extracted across various di-
mensions. These distances were represented as nor-
malized values, creating lists of distances between
Filipino and each respective source language. For
instance, syntactic distances quantified the similar-
ity between syntax features of Filipino and other
languages, with values ranging from 0 to 1.

Each of these lists was then subjected to corre-
lation analysis with the F1 scores obtained from
the finetuned models, both XLM-R and RoBERTa-
Tagalog. The correlation analysis involved comput-
ing Pearson’s correlation coefficients to quantify
the relationship between language distances and
cross-lingual transfer performance. Significance
testing was conducted to assess the statistical sig-
nificance of the observed correlations.

4 Results

The results of the top-performing finetuned PLMs
outperform all previously presented zero-shot learn-
ing methods listed in Table 2. Specifically, the ap-
proach utilizing single-source language fine-tuning
achieved the highest F1 score of 79.10%, repre-
senting a significant improvement over the highest
score achieved by previous methods (Aquino and
de Leon, 2022). This improvement demonstrates
the effectiveness of the fine-tuning methodology
for PLMs, particularly for Filipino POS tagging.

Table 2: Previous zero-shot methods (Aquino and
de Leon, 2022) and their corresponding F1 scores for
POS tagging on the Ugnayan dataset

Zero-shot Method F1
UDify (zero-shot baseline) 59.80
POS tag conversion (MGNN) 68.19
POS projection (en) 61.17
POS projection (en+id+it+pl) 61.90

Table 3 shows that, for XLM-R, Afrikaans
emerged as the top-performing source language,
despite its distant relation to Filipino. Afrikaans is
a Germanic language, while Filipino is Austrone-
sian, placing them in very different language fami-
lies. However, this unexpected result suggests that
the two seemingly different languages share some
linguistic features.

Table 3: Top 10 best-performing source languages for
XLM-R monolingual fine-tuning

Rank XLM-R F1
1 Afrikaans 79.10
2 Hebrew 77.02
3 Bulgarian 77.00
4 Vietnamese 76.78
5 Norwegian 75.83
6 Urdu 75.47
7 Czech 75.40
8 Persian 75.36
9 Faroese 75.36
10 English 75.33

Table 4: Top 10 best-performing source languages for
RoBERTa-Tagalog monolingual fine-tuning

Rank RoBERTa-Tagalog F1
1 English 71.63
2 Naija/Nigerian Pidgin 45.94
3 Serbian 42.47
4 Manx-Cadhan 42.04
5 Slovenian 41.22
6 Spanish 41.20
7 Dutch 41.19
8 Croatian 41.12
9 Polish 40.76
10 Irish 40.35

One potential similarity is their flexible word
order, which allows for both subject-verb-object
(SVO) and verb-subject-object (VSO) construc-
tions. Additionally, both Afrikaans and Filipino
utilize the Latin writing system, albeit with distinct
orthographic conventions and phonetic representa-
tions. Furthermore, they share the use of affixes to
denote verb tense and lack subject-verb agreement
(Lewis, 2009; Comrie, 1989). While Afrikaans
does exhibit some cognates with Malay, another
Austronesian language akin to Filipino, these sim-
ilarities are still insufficient to claim a structural
relationship.

In contrast, Table 4 shows that RoBERTa-
Tagalog’s top performers are English and Naija. En-
glish, as a global lingua franca, shares a rich history
with Filipino, likely resulting in lexical borrowings
and syntactic influences. Similarly, Naija/Nigerian
Pidgin, though distinct, shares linguistic features
with English, particularly simplified verb conjuga-
tion systems (Lewis, 2009; Comrie, 1989).

Despite these similarities, descriptive observa-
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tions alone are insufficient to suggest a meaning-
ful structural connection between Filipino and the
source languages. The similarities are also not
easily generalizable with the other top-performing
source languages. Therefore, an examination of
quantitative linguistic distances is crucial for opti-
mal source language selection.

4.1 Analysis of Language Similarity Metrics

Correlation analysis was conducted to investigate
the relationship between the zero-shot cross-lingual
transfer F1 scores of XLM-R and RoBERTa-
Tagalog models and various linguistic similarity
distances. Pearson’s correlation coefficients and
their corresponding p-values were calculated to
assess the strength and significance of these rela-
tionships.

Table 5: Correlation analysis for XLM-R with various
linguistic distances

Distances ρ p-value
Featural -0.319 0.005
Genetic -0.089 0.448
Geographic 0.106 0.365
Inventory -0.236 0.042
Phonological -0.106 0.368
Syntactic -0.365 0.001

Table 6: Correlation analysis for RoBERTa-Tagalog
with various linguistic distances

Distances ρ p-value
Featural -0.233 0.044
Genetic -0.094 0.421
Geographic 0.304 0.008
Inventory -0.316 0.006
Phonological -0.138 0.237
Syntactic -0.204 0.079

The analysis revealed a relationship between lin-
guistic similarity and the zero-shot cross-lingual
transfer performance of both models. Negative
correlations, typically between -0.2 and -0.3, were
observed with featural, inventory, and syntactic
distances. This suggests that as these distances
increase, indicating that languages are becoming
less similar, the cross-lingual performance of both
models tends to decline. These correlations were
statistically significant, with p-values below 0.05.
Notably, RoBERTa-Tagalog exhibited a weak but
statistically significant positive correlation (0.304)

with geographic distance, while this correlation
for XLM-R was not significant. The genetic and
phonological correlations with both models were
weaker and not statistically significant.

These findings highlight the importance of con-
sidering linguistic similarity when choosing source
languages for zero-shot transfer learning. Lan-
guages with closer features, inventory, and syn-
tax tend to show better transfer performance for
both XLM-R and RoBERTa-Tagalog. Interestingly,
RoBERTa-Tagalog seems to benefit, to some extent,
from geographic proximity, although higher perfor-
mance is observed with source languages farther
apart from Filipino.

Understanding which linguistic distances signifi-
cantly correlate with cross-lingual transfer perfor-
mance is strategic for source language selection.
This can be done by prioritizing languages with
favorable distances that positively impact transfer
learning success.

4.2 Impact of PLM Selection

The experiments highlight the importance of PLM
selection in influencing the performance of cross-
lingual transfer learning. Since the target language
in this study is Filipino, it might be reasonable
to expect that RoBERTa-Tagalog would perform
competitively. However, the results show that
XLM-R outperforms RoBERTa-Tagalog based on
F1 scores.

The superior performance of XLM-R may be
due to the fact that while RoBERTa-Tagalog is
specifically tailored for Tagalog, XLM-R’s mul-
tilingual pretraining exposed it to a wider range
of languages. This diversity of languages enabled
XLM-R to recognize a greater variety of linguistic
patterns. The architecture of XLM-R may have
provided it with a stronger ability to adapt to new
languages compared to RoBERTa-Tagalog.

Moreover, there is a notable difference in the
top 10 source languages between XLM-R and
RoBERTa-Tagalog. This divergence likely reflects
how each model adapted distinct linguistic informa-
tion during fine-tuning, which influenced their per-
formance in transferring knowledge to a new lan-
guage. Despite RoBERTa-Tagalog’s specialization
for Tagalog, the specific linguistic characteristics
that XLM-R excelled with may not have optimally
aligned with Tagalog’s features, leading to its lower
performance.
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4.3 Investigating Multilingual Source
Languages

This study also investigated the implementation of
a multilingual source language approach for both
PLMs. The methodology employed a progressive
strategy, beginning with the single best-performing
source language and sequentially including addi-
tional languages from the top ten performers into
the training dataset.

This approach helped us isolate the impact of
each additional language on POS tagging perfor-
mance. Sequentially adding languages can be seen
as a blocking strategy akin to curriculum learn-
ing (Lee et al., 2023). However, this top-down
approach may not always be optimal. Selecting
examples and their order can significantly acceler-
ate learning in curriculum learning (Bengio et al.,
2009). In this study, we use the monolingual per-
formance of source languages as a measure of how
easy it is for the model to “learn” a language.

While the multilingual source language ap-
proach did not surpass the highest F1 score
achieved by monolingual source training, the re-
sults demonstrate promising performance. This
setup suggests the potential benefits of simulta-
neously learning from multiple languages, which
allows for the learning of diverse linguistic patterns
and structures. Notably, adding more and more
languages did not lead to drastic changes in perfor-
mance. For both XLM-R and RoBERTa-Tagalog,
multilingual source training achieved F1 scores in
the range of 70% to 80%.

Table 7: F1 scores of XLM-R and RoBERTa-Tagalog
with multilingual source languages (top-down approach)

Combination XLM-R RoBERTa-Tagalog
1 language 79.10 71.63
2 languages 79.06 71.08
3 languages 76.14 74.49
4 languages 77.55 75.68
5 languages 76.33 73.11

We also tested a random addition of source lan-
guages instead of the top-down approach starting
from the top source language in terms of perfor-
mance. We observed that systematically adding
sources is slightly better, but the difference is not
substantial. At this point, the difference between
the two approaches is minimal. Therefore, other
approaches can be experimented with in the future.

Table 8: F1 scores of XLM-R and RoBERTa-Tagalog
with multilingual source languages (random addition)

Combination XLM-R RoBERTa-Tagalog
1 language 79.10 71.63
2 languages 75.58 73.99
3 languages 75.29 71.91
4 languages 77.55 72.97
5 languages 79.01 72.51

4.4 PLM Tokenization

Although zero-shot learning using PLMs has
shown promising results for Filipino POS tagging,
one main challenge in refining PLMs is optimizing
tokenizers. These tokenizers are often inadequate
when confronted with previously unseen data vari-
ations (Blaschke et al., 2023). This issue is evident
when Filipino input texts make model output er-
roneous parsing, automatically causing incorrect
tags.

For instance, upon analyzing the tokenization
of the sample input sentence “Tila ang bango ng
bulaklak dahil napapikit siya at napangiti.” using
the RoBERTa-Tagalog model trained on English,
an instance of incorrect tokenization was observed.
Specifically, the word “napapikit” was split into
“napapik” and “it,” mistakenly labeled as a verb
and adjective, rather than recognizing its actual
function as a verb alone.

In another example sentence, “Sa pagpataw ng
suspension laban sa Noveras, inamin naman ng
Ombudsman na walang matibay na ebidensiya,”
tokens are incorrectly split and merged. “Sa pag-
pataw” should be split into “Sa” (adposition) and
“pagpataw” (noun), but they have been tokenized
as “sa pagp” and “ataw,” due to the model’s lim-
ited exposure to variations in Filipino text. These
tokenization errors indicate a lack of sensitivity
to the morphological structure of Filipino words.
Note that similar problems occur with other source
languages and with the XLM-R model.

Despite linguistic similarities from the source
languages, Filipino text tokenization using PLMs
sometimes fails to align with meaningful repre-
sentations, leading to poor performance in POS
tagging. These errors in tokenization indicate limi-
tations in processing the linguistic nuances of Fil-
ipino text.

Another note is that there is variability in the
fertility scores across different languages when
evaluated. The average tokenizer fertility for each
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training dataset is reported in Appendix C. This
variability suggests the importance of using con-
trolled training data to achieve reliable model per-
formance across languages, as it can significantly
affect the performance of the source languages. Fu-
ture works should consider these variations when
selecting and preparing datasets for transfer learn-
ing tasks, as they may have an impact on model
training and evaluation.

5 Conclusion

This study implements zero-shot fine-tuning using
PLMs for Filipino POS tagging, exploring the role
of linguistic distances in source language selection.
Correlation analysis between linguistic similarity
distances and PLM performance suggests that fea-
tural, inventory, and syntactic distances between
source languages and Filipino, impact cross-lingual
transfer learning outcomes.

The study also explored the role of PLM selec-
tion in influencing cross-lingual transfer learning
performance. While RoBERTa-Tagalog is specif-
ically designed for Tagalog, the multilingual lan-
guage model XLM-R outperformed it. Further-
more, the exploration of a multilingual source lan-
guage approach shows good results, though slightly
lower than monolingual fine-tuning, suggesting po-
tential benefits of using multiple languages simul-
taneously for cross-lingual transfer learning tasks.

Despite promising results, challenges in tok-
enization were observed, particularly in accurately
tokenizing Filipino text. Errors in tokenization
underscore the need for improved tokenization pro-
cesses for PLMs, especially for under-resourced
languages like Filipino.

Future research should address these challenges
by creating new treebanks and expanding existing
ones to further enhance model performance. Using
top-performing models from this study to annotate
unannotated datasets can serve as a foundation for
future researches. These annotations, once manu-
ally refined, can produce gold-standard annotations
for improved training and evaluation of NLP mod-
els.
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A Appendix: Linguistic Distances from
Filipino of the Top Performing Source
Languages for XLM-R

Table 9: Linguistic distances from Filipino for the top
10 performing source languages, as determined by the
XLM-R model’s F1 score.

Lang Fea Gen Geo Inv Pho Synt
afr 0.63 1 0.54 0.49 0.59 0.75
heb 0.57 1 0.44 0.52 0.59 0.53
bul 0.55 1 0.47 0.55 0.36 0.60
vie 0.54 1 0.08 0.49 0.39 0.64
nor 0.80 1 0.49 0.66 0.59 0.68
urd 0.63 1 0.29 0.49 0.59 0.76
ces 0.62 1 0.50 0.47 0.59 0.72
pes 0.54 1 0.35 0.45 0.41 0.68
fao 0.80 1 0.52 0.66 0.59 0.68
eng 0.53 1 0.54 0.46 0.34 0.66

B Appendix: Linguistic Distances from
Filipino of the Top Performing Source
Languages for RoBERTa-Tagalog

Table 10: Linguistic distances from Filipino of the top
10 performing source languages, as determined by the
RoBERTa-Tagalog model’s F1 score.

Lang Fea Gen Geo Inv Pho Synt
eng 0.53 1 0.54 0.46 0.34 0.66
pcm 0.64 1 0.63 0.43 0.59 0.59
srp 0.78 1 0.48 0.66 0.86 0.65
glv 0.86 1 0.54 0.66 0.59 0.78
slv 0.58 1 0.51 0.47 0.59 0.63
spa 0.50 1 0.58 0.46 0.51 0.53
nld 0.63 1 0.52 0.53 0.59 0.71
hrv 0.65 1 0.50 0.46 0.59 0.89
pol 0.49 1 0.48 0.44 0.36 0.58
gle 0.53 1 0.56 0.45 0.59 0.54
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C Appendix: Fertility Scores for UD
Training Datasets

Table 11: Fertility scores for the training datasets of
UD using XLM-R and RoBERTa-Tagalog as tokenizers
(Part 1 of 2).

Language XLM-R RoBERTa-Tagalog
af 1.54 2.22
ar 1.13 2.58
be 2.16 6.17
bg 1.54 5.41
bxr 2.44 6.36
ca 1.38 1.93
cop 1.96 10.26
cs 1.72 3.33
cu 3.12 7.28
cy 1.56 2.38
da 1.47 2.34
de 1.56 2.68
el 1.65 9.24
en 1.32 1.63
es 1.34 1.94
et 1.82 2.83
eu 1.78 2.62
fa 1.36 6.60
fi 1.91 3.27
fo 1.58 2.25
fr 1.44 2.04
gd 1.67 2.26
gl 1.31 2.00
got 2.25 2.98
grc 3.27 10.36
gv 1.85 1.97
hbo 4.99 9.96
hi 1.30 8.49
hr 1.58 2.81
hsb 2.27 3.33
hu 1.75 3.41
hy 1.85 9.72
hyw 2.35 9.85
id 1.39 2.33
is 1.58 2.87
it 1.41 2.01

Table 12: Fertility scores for the training datasets of
UD using XLM-R and RoBERTa-Tagalog as tokenizers
(Part 2 of 2).

Language XLM-R RoBERTa-Tagalog
ja 1.20 1.49
kk 1.87 5.91
kmr 1.65 3.02
ko 2.12 8.11
koi 2.49 5.13
kpv 2.66 5.59
ky 1.83 7.12
la 1.61 2.22
lij 1.59 1.89
lt 1.82 3.32
lzh 1.96 3.06
mdf 2.35 5.13
mr 1.68 8.59
mt 2.29 2.77
myv 2.54 5.64
nl 1.48 2.23
no 1.48 2.36
olo 1.93 2.62
orv 2.44 5.77
pcm 1.22 1.41
pl 1.74 3.25
pt 1.38 2.08
qaf 1.93 2.30
qpm 2.03 2.68
qtd 1.40 2.45
ro 1.68 2.69
ru 1.63 5.68
sa 2.73 4.33
sk 1.75 2.84
sl 1.58 2.53
sme 2.55 3.25
sms 3.11 4.41
sr 1.60 2.73
sv 1.49 2.56
ta 2.10 20.86
te 1.94 13.50
tr 1.89 3.46
ug 2.19 9.77
uk 1.74 5.56
ur 1.32 6.28
vi 1.44 3.89
wo 1.81 2.05
zh 2.09 4.21
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