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Abstract

Chinese large language models (LLMs) demon-
strate impressive performance on NLP tasks,
particularly on discipline knowledge bench-
marks, where certain Chinese LLMs are very
competitive to GPT-4. Previous research
has viewed these advancements as potential
outcomes of data contamination or leakage,
prompting efforts to create new detection meth-
ods and address evaluation issues in LLM
benchmarks. However, there has been a lack
of comprehensive assessment of the evolution
of Chinese LLMs. To bridge this gap, this
paper offers a thorough investigation of Chi-
nese LLMs on discipline knowledge evalua-
tion, delving into the advancements of various
LLMs, including a group of related models and
others. Specifically, we have conducted six
assessments ranging from knowledge memo-
rization to comprehension for robustness, en-
compassing tasks like predicting incomplete
questions and options, identifying behaviors by
the contaminational fine-tuning, and answering
rephrased questions. Experimental findings in-
dicate a positive correlation between the release
time of LLMs and their memorization capabili-
ties, but they struggle with variations in original
question-options pairs. Additionally, our find-
ings suggest that question descriptions have a
more significant impact on the performance of
LLMs.

1 Introduction

Large language models (Zhao et al., 2023) have
demonstrated remarkable capabilities through
alignment technologies (Shen et al., 2023a) such as
supervised fine-tuning (SFT) (Zhang et al., 2024)
and reinforcement learning from human feedback
(RLHF) (Kaufmann et al., 2024). While the pri-
mary language domain of LLMs is English, the
emergence of Chinese LLMs (Du et al., 2022;
Zeng et al., 2023a; Bai et al., 2023; Team, 2023;

‡Corresponding author.

Yang et al., 2023a) is creating another large com-
munity. A key question arises on how to effec-
tively evaluate these advanced Chinese LLMs. Al-
though there are various datasets for benchmarking
Chinese LLMs, covering areas such as instruction-
following (Jing et al., 2023), bias detection (Huang
and Xiong, 2024), and code generation (Fu et al.,
2023), the widely accepted approach involves gath-
ering multiple-choice questions from human ex-
ams to serve as a benchmark for assessing Chinese
LLMs across a range of subjects, thereby establish-
ing a standardized testing framework for Chinese
LLMs.

Several Chinese LLMs have made significant
progress on discipline knowledge benchmarks
(Huang et al., 2023; Liu et al., 2023a; Li et al.,
2023; Gu et al., 2024). Current results obtained in
these benchmarks indicate that the performance of
certain Chinese LLMs is approaching that of GPT-
4 (OpenAI, 2023). However, these benchmarks
currently rely solely on accuracy as the primary
evaluation metric, offering limited insights into as-
sessment results. Moreover, discipline knowledge
benchmarks usually collect questions from publicly
available online sources, which could potentially
overlap with LLM pre-training data. Additionally,
once benchmarks are released, developers might
unconsciously use them as training data for their
LLMs. This introduces challenges related to data
contamination and leakage, leading to misleading
progress assessments.

Existing efforts aim to detect data contamina-
tion through various methods (Shi et al., 2024b;
Oren et al., 2023; Yang et al., 2023b). For instance,
Shi et al. (2024b) introduce a technique for iden-
tifying data contamination without relying on ref-
erences. However, it has been observed by Yang
et al. (2023b) that existing methods struggle to de-
tect altered questions, prompting them to utilize
LLMs for question rewriting to enhance detection
capabilities. Despite these advancements, a com-
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prehensive analysis for Chinese LLMs on this issue
is still lacking.

In this paper, we conduct a thorough investiga-
tion into the advancements of Chinese LLMs in the
field of discipline knowledge based on the M3KE
benchmark (Liu et al., 2023a). Our analysis spans
two key dimensions: memorization and robustness.
These dimensions offer a multi-faceted approach to
evaluating Chinese LLMs beyond mere accuracy.

For the memorization dimension, we have em-
ployed three sub-dimensions to assess the models.
Initially, we evaluate the ability of Chinese LLMs
to memorize questions and options from the M3KE
dataset under various conditions like zero-shot and
few-shot scenarios. Subsequently, we fine-tune an
LLM on M3KE using different proportions to com-
pare genuine contamination with instances where
contamination is unclear. Lastly, we evaluate six
LLMs by removing the questions and considering
only the options as input based on a hypothesis that
LLMs are likely to predict correct option without
the question if they have memorized those test data.

In the robustness dimension, we also have uti-
lized three sub-methods, including shuffling op-
tion orders, question rewriting by GPT-4 (OpenAI,
2023), and a combination of rewritten questions
and shuffled options. This approach allows for a
comprehensive comparison among Chinese LLMs
whether those LLMs response to changes in sample
description from the benchmark.

Our study involves two sets of Chinese LLMs
for a more thorough investigation. The first group
comprises ChatGLM models, such as ChatGLM1-
6B,1 ChatGLM2-6B,2 and ChatGLM3-6B,3 which
are based on the same pre-trained LLM (Du et al.,
2022; Zeng et al., 2023a) of identical size but vary-
ing versions. The second group consists of LLMs
(Yang et al., 2023a; Team, 2023; Bai et al., 2023)
of similar sizes but differing pre-trained models.
By selecting these distinct groups, we aim to con-
duct a precise analysis across different versions and
pre-trained models.

Various experiments indicate that LLMs possess
a wealth of disciplinary knowledge and can handle
questions, yet they remain sensitive to variations
like different option orders and altered question
descriptions, particularly the latter.

1https://github.com/THUDM/ChatGLM-6B
2https://github.com/thudm/chatglm2-6b
3https://github.com/THUDM/ChatGLM3

Our main contributions in the paper are as fol-
lows:

• We reassess the progress of Chinese LLMs in
disciplinary knowledge and carry out a wide
range of experiments to assess LLMs across
various subject domains and educational lev-
els.

• We devise six tasks, spanning from memoriza-
tion detection to robustness, to explore the
effects on each LLM. We have evaluated six
advanced LLMs for two test groups based on
their pre-training and timeline, leading to a
comprehensive inquiry.

• Extensive experiments reveal that current
LLMs have been exposed to a broad array
of disciplinary questions and knowledge, yet
they still lack a thorough grasp of such knowl-
edge.

2 Related Work

Chinese LLM Benchmarks. Previous bench-
marks (Guo et al., 2023; Liu et al., 2024b) for Chi-
nese LLMs can be divided into four categories: dis-
cipline knowledge, general capabilities, safety, and
special fields. Benchmarks for discipline knowl-
edge (Huang et al., 2023; Liu et al., 2023a; Li
et al., 2023; Gu et al., 2024; Liu et al., 2024a)
are typically considered standardized measures for
LLMs, as they often encompass various discipline-
related questions gathered from human exams.
In terms of general capabilities (Xu et al., 2023;
Zeng et al., 2023b), current efforts focus on tasks
like instruction-following (Jing et al., 2023), role-
playing (Shen et al., 2023b), reasoning (He et al.,
2021; Ge et al., 2021, 2022; Shi et al., 2024a; Liu
et al., 2024c; Yu et al., 2024), and tool-learning
(Ruan et al., 2023). In terms of safety, researchers
pay attention to two dimensions: red-teaming (Sun
et al., 2023; Liu et al., 2023b; Zhang et al., 2023b)
and AI safety. Specifically, red-teaming involves
researchers collecting prompts that could poten-
tially lead LLMs to produce undesirable content,
while the AI safety benchmark (Perez et al., 2023;
Shi and Xiong, 2024) aims to identify LLMs’ be-
haviors such as power-seeking (Hadshar, 2023).
Benchmarks in special fields evaluate LLMs in var-
ious professional contexts, such as health (Wang
et al., 2023), coding (Fu et al., 2023), law (Fei et al.,
2023; Dai et al., 2024), and finance (Zhang et al.,
2023a).
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Task Input Output
1 Question A:text, B:text, C:text, D:text
2 Question + A: text, B:text, C:text, D:text
3 Question + A:text + B:text C:text, D:text
4 Demonstrations + Question A:text, B:text, C:text, D:text

Table 1: Different compositions of input and output in
the memorization accessing task. Demonstrations are a
sample of question and four options. In this paper, the
number of demonstration is set to two.

In this paper, we focus on benchmarks with disci-
plinary knowledge for two primary reasons. Firstly,
these benchmarks cover a variety of subjects, lead-
ing to a thorough assessment. Secondly, bench-
marks of this nature are commonly used as the
standard evaluation in LLM publications. There-
fore, we have chosen M3KE (Liu et al., 2023a) as
our testbed due to its wide coverage of questions
and subjects.

Data Contamination. Despite the abundance
of benchmarks assessing various capabilities of
LLMs, a concerning trend is the ease with which
public benchmarks are utilized to train subsequent
LLMs. Ongoing efforts are aimed at addressing
this issue (Sainz et al., 2023).

In terms of accessing contamination, a method
proposed by researchers aims to determine whether
content has been trained during the pre-training
stage. Another method introduced by a different
group Oren et al. (2023) involves constructing a
statistical test for assessing testset contamination.
One study focuses on an LLM-based decontamina-
tion method that can identify leaked texts even after
being rewritten and translated (Yang et al., 2023b).
Another investigation (Deng et al., 2023) delves
into data contamination by measuring the overlap
between target benchmarks and pre-training cor-
pora, as well as masking incorrect options that
may lead LLMs to make inaccurate predictions.
Furthermore, researchers have developed detec-
tion pipelines to enhance benchmark transparency
through search engines (Li et al., 2024) and met-
rics (Xu et al., 2024), proposing a new metric for
evaluating memorization in LLMs (Schwarzschild
et al., 2024).

Additional efforts are dedicated to exploring
challenges within current benchmarks (Zhou et al.,
2023; Carlini et al., 2023). One study (Zheng
et al., 2023) examines the evolutionary trajectory
of GPT, investigating whether the inclusion of code
data enhances LLMs’ reasoning abilities. Another
research (Li and Flanigan, 2024) demonstrates a

correlation between the performance of LLMs on
benchmarks and their release dates. Moreover,
other works explore the sensitivity of LLMs leader-
boards (Alzahrani et al., 2024) and evaluate large
vision-language models (Chen et al., 2024).

Drawing inspiration from these studies, our re-
search focuses on the development of Chinese
LLMs on discipline knowledge. This entails not
only enhancing the retention of knowledge in
LLMs based on the same pre-trained model, lead-
ing to a clear depiction of their evolution, but also
evaluating the robustness of LLMs in terms of com-
prehension and mastery of knowledge.

3 Methodology

Concerning memorization, there are three further
sub-dimensions. Initially, we employ a pre-training
task to investigate the memorization capabilities of
Chinese LLMs. Subsequently, we compare directly
fine-tuning the earliest version of LLM released be-
fore M3KE, utilized in this paper, with other LLMs.
Finally, we eliminate each question from the input,
providing only four options to the LLMs, to assess
whether they can offer correct answers without the
question. For robustness, we randomize the order
of options and rewrite questions separately, yield-
ing a different perspective.

3.1 Assessing Memorization

In this section, we aim to investigate whether the
development of Chinese LLMs is influenced by
memorizing more data, such as QA pairs. To do
this, we selected the ChatGLM-6B family as our
experimental group, which includes ChatGLM1-
6B, ChatGLM2-6B, and ChatGLM3-6B, released
in chronological order. ChatGLM1-6B was re-
leased before M3KE, while ChatGLM2-6B and
ChatGLM3-6B were released after it. We em-
ployed three methods to detect memorization:
question-options completion, contaminational fine-
tuning, and removal questions.

In the question-options completion, each ques-
tion and its options are considered as sequential
text, split into two parts: the input and the refer-
ence. LLMs are expected to provide predictions
based on the input and the prompt, which are then
compared against the reference. For instance, a
question serves as the input, while the concatena-
tion of its four options forms the reference. By
crafting inputs, as illustrated in Table 1, we prompt
the LLM to generate four new options based on
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Figure 1: Results of question-options completion under different task settings.

the input. Evaluating the prediction against the
reference, a higher F1 match rate indicates more
memorization within the LLM. However, at times,
the LLM may answer the question directly instead
of following the instruction. To address this, we
conducted this set of experiments under various
settings, encompassing five tasks.

For the contaminational fine-tuning, we aim to
investigate the impact of fine-tuning on the bench-
mark used to evaluate the LLM. Specifically, we
fine-tune ChatGLM1-6B, the earliest released LLM
in the ChatGLM-6B series on M3KE, with varying
percentages (20%, 40%, 60%, 80%, and 100%) for
comparison with ChatGLM2-6B and ChatGLM3-
6B. Although there is no conclusive evidence of
shared training data among the different LLM ver-
sions, it raises questions about potential contami-
nation.

In removal questions scenario, we present four
options to the LLM without any accompanying
questions. Based on the hypothesis that if the LLM
truly memorizes information, it should consistently
select the correct option even without a specific
question, as it would have retained various bench-
mark features, including the relationship between
the correct option and the others.

3.2 Assessing Robustness

There are three sub-methods to explore the robust-
ness of LLMs: shuffling the order of options, rewrit-
ing questions, and a combination of both.

In the task of shuffling options order, we shuffled
the original order of four options, and each LLM
is re-evaluated. Results in a new benchmark com-
prising original questions and options presented in
a different order.

For rewriting questions, GPT-4 is tasked with

rephrasing each question, providing a new descrip-
tion for the original question. Consequently, this
benchmark includes new questions and options
while maintaining the original order.

In the last task, the benchmark involves rewriting
questions and rearranging options.

4 Experiments

We conducted extensive experiments to re-evaluate
Chinese LLMs from the perspectives of memoriza-
tion and robustness.

4.1 Settings
In our experiments, assessed these two aspects
though the evolution of a LLM family including
ChatGLM1-6B, ChatGLM2-6B and ChatGLM3-
6B, resulting in a more precise description with
data leakge. Besides, we added three Chinese
LLMs, such as Baichuan2-7B-Chat, InternLM-7B-
Chat and Qwen-7B-Chat, to identify current pro-
gresses in robustness. All of LLMs are trained by
SFT/RLHF, which is able to follow instruction as
well under the zero-shot setting.

For the test data, we used M3KE (Liu et al.,
2023a) as our testbed due to its question consisting
of multi-subjects and major Chinese education lev-
els. This benchmark comprises 20,477 questions
from 71 tasks gathered from authentic Chinese ex-
ams, aligning with the objectives of our study.

In addition, F1 was used as the main metric for
the task of question-options completion and accu-
racy was adopted as the main evaluation metric for
other tasks.

4.2 Results of Memorization
We accessed three LLMs from ChatGLM-6B series
on the question-options completion task and con-
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Cluster Types ChatGLM1-6B ChatGLM2-6B ChatGLM3-6B InternLM-7B Baichuan2-7B Qwen-7B

A & H
Original 0.308 0.478 0.49 0.568 0.524 0.546

Without Q 0.269 0.283 0.272 0.273 0.264 0.288
Gaps 0.039 0.195 0.218 0.295 0.26 0.258

SS
Original 0.365 0.532 0.572 0.586 0.599 0.612

Without Q 0.279 0.289 0.284 0.294 0.278 0.305
Gaps 0.086 0.243 0.288 0.292 0.321 0.307

NS
Original 0.255 0.452 0.443 0.45 0.427 0.457

Without Q 0.277 0.271 0.255 0.276 0.241 0.27
Gaps -0.022 0.181 0.188 0.174 0.186 0.187

OS
Original 0.343 0.468 0.518 0.543 0.54 0.543

Without Q 0.269 0.259 0.271 0.258 0.238 0.26
Gaps 0.074 0.209 0.247 0.285 0.302 0.283

PS
Original 0.26 0.407 0.454 0.528 0.407 0.465

Without Q 0.235 0.311 0.297 0.269 0.287 0.244
Gaps 0.025 0.096 0.157 0.259 0.12 0.221

MS
Original 0.323 0.639 0.587 0.604 0.497 0.563

Without Q 0.264 0.276 0.263 0.305 0.267 0.297
Gaps 0.059 0.363 0.324 0.299 0.23 0.266

HS
Original 0.256 0.437 0.473 0.555 0.434 0.485

Without Q 0.286 0.277 0.265 0.299 0.264 0.305
Gaps -0.03 0.16 0.208 0.256 0.17 0.18

C
Original 0.309 0.475 0.489 0.497 0.522 0.529

Without Q 0.282 0.28 0.268 0.275 0.254 0.283
Gaps 0.027 0.195 0.221 0.222 0.268 0.246

OE
Original 0.322 0.441 0.481 0.516 0.518 0.529

Without Q 0.258 0.262 0.267 0.263 0.241 0.26
Gaps 0.064 0.179 0.214 0.253 0.277 0.269

Table 2: Results of question removal. A & H: Arts & Humanities. SC: Social Sciences. NS: Natural Sciences. OS:
Other Subjects. PS: Primary School. JHS: Junior High School. HS: High School. C: College. OE: Other Education.
InternLM-7B: InternLM-7B-Chat. Baichuan2-7B: Baichuan2-7B-Chat. Qwen-7B: Qwen-7B-Chat.

taminational fine-tuning task, which could provide
evidences across the development of a LLM group.
For question removal task, we added three LLMs
from other model family to compare performance
between original and revised results.

4.2.1 Task of Question-Options Completion
In this task, we divided each question and its four
options into two parts using the next-token predic-
tion method. We then presented the first part and
task LLMs with predicting the remaining part. In
the zero-shot scenario, there is a noticeable trend
of increasing F1 scores across the ChatGLM group.
However, we have identified some biases in the
zero-shot setup. For instance, in task3, the input
is the question, and the instruction is to ask the
LLM to provide four options based on the question.
Yet, at times, the LLMs answer the question but
do not adhere to the instruction. To address this,
we have introduced alternative formats, as detailed
in Table 1 for task3 and task4. Furthermore, in
the few-shot setting, we added two demonstrations
before the input to improve instruction adherence.
The results, as depicted in Fig. 1, clearly demon-
strate that the new version of ChatGLM retains
more information than the previous version across
various settings.

4.2.2 Task of Contaminational Fine-tuning

Additionally, we aim to simulate direct contami-
nation for ChatGLM by fine-tuning the LLM on
M3KE. Specifically, we selected ChatGLM1 as
our contaminated LLM, fine-tuned with varying
percentages of 20%, 40%, 60%, 80%, and 100%,
resulting in a noticeable data leakage. Fig. 2 il-
lustrates the performance of the fine-tuned Chat-
GLM1 compared to the original ChatGLM1, Chat-
GLM2, and ChatGLM3. The general trend shows
an improvement in performance as more data from
M3KE is included, although there are occasional
local fluctuations during this process. Initially, we
observe a decrease in the performance of Chat-
GLM1 when fine-tuned with 20% of the test data,
followed by a continuous improvement until reach-
ing 60%. Subsequently, ChatGLM1 fine-tuned
with 80% of the data experiences a decline, which
is then followed by an increase when using 100%
of the data. However, even with the optimal results
achieved by fine-tuning M3KE, ChatGLM1 still
lags behind ChatGLM2 and ChatGLM3, although
they are closely aligned and perform better than
ChatGLM2 in certain educational contexts. This
suggests the possibility of training and fine-tuning
similar data in the next generation of LLMs, in-
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Cluster Types ChatGLM1-6B ChatGLM2-6B ChatGLM3-6B InternLM-7B Baichuan2-7B Qwen-7B

A & H
Original 0.308 0.478 0.49 0.568 0.524 0.546
revised 0.302 0.458 0.473 0.532 0.446 0.504
Gaps 0.006 0.02 0.017 0.036 0.078 0.042

SS
Original 0.365 0.532 0.572 0.586 0.599 0.612
revised 0.298 0.534 0.559 0.546 0.541 0.569
Gaps 0.067 -0.002 0.013 0.04 0.058 0.043

NS
Original 0.255 0.452 0.443 0.45 0.427 0.457
revised 0.283 0.451 0.427 0.439 0.393 0.441
Gaps -0.028 0.001 0.016 0.011 0.034 0.016

OS
Original 0.343 0.468 0.518 0.543 0.54 0.543
revised 0.294 0.473 0.484 0.51 0.471 0.498
Gaps 0.049 -0.005 0.034 0.033 0.069 0.045

PS
Original 0.26 0.407 0.454 0.528 0.407 0.465
revised 0.324 0.409 0.389 0.474 0.314 0.451
Gaps -0.064 -0.002 0.065 0.054 0.093 0.014

MS
Original 0.323 0.639 0.587 0.604 0.497 0.563
revised 0.309 0.596 0.572 0.629 0.466 0.579
Gaps 0.014 0.043 0.015 -0.025 0.031 -0.016

HS
Original 0.256 0.437 0.473 0.555 0.434 0.485
revised 0.278 0.476 0.458 0.503 0.4 0.463
Gaps -0.022 -0.039 0.015 0.052 0.034 0.022

C
Original 0.309 0.475 0.489 0.497 0.522 0.529
revised 0.287 0.471 0.479 0.47 0.468 0.492
Gaps 0.022 0.004 0.01 0.027 0.054 0.037

OE
Original 0.322 0.441 0.481 0.516 0.518 0.529
revised 0.302 0.442 0.444 0.479 0.451 0.48
Gaps 0.02 -0.001 0.037 0.037 0.067 0.049

Table 3: Results of shuffling the order of options. A & H: Arts & Humanities. SC: Social Sciences. NS: Natural
Sciences. OS: Other Subjects. PS: Primary School. JHS: Junior High School. HS: High School. C: College. OE:
Other Education. InternLM-7B: InternLM-7B-Chat. Baichuan2-7B: Baichuan2-7B-Chat. Qwen-7B: Qwen-7B-
Chat.

Cluster Types ChatGLM1-6B ChatGLM2-6B ChatGLM3-6B InternLM-7B Baichuan2-7B Qwen-7B

A & H
Original 0.308 0.478 0.49 0.568 0.524 0.546
revised 0.298 0.359 0.364 0.439 0.293 0.392
Gaps 0.01 0.119 0.126 0.129 0.231 0.154

SS
Original 0.365 0.532 0.572 0.586 0.599 0.612
revised 0.331 0.414 0.397 0.439 0.335 0.424
Gaps 0.034 0.118 0.175 0.147 0.264 0.188

NS
Original 0.255 0.452 0.443 0.45 0.427 0.457
revised 0.313 0.381 0.323 0.373 0.286 0.374
Gaps -0.058 0.071 0.12 0.077 0.141 0.083

OS
Original 0.343 0.468 0.518 0.543 0.54 0.543
revised 0.315 0.354 0.367 0.384 0.286 0.373
Gaps 0.028 0.114 0.151 0.159 0.254 0.17

PS
Original 0.26 0.407 0.454 0.528 0.407 0.465
revised 0.259 0.334 0.349 0.398 0.266 0.309
Gaps 0.001 0.073 0.105 0.13 0.141 0.156

MS
Original 0.323 0.639 0.587 0.604 0.497 0.563
revised 0.326 0.455 0.387 0.494 0.325 0.443
Gaps -0.003 0.184 0.2 0.11 0.172 0.12

HS
Original 0.256 0.437 0.473 0.555 0.434 0.485
revised 0.316 0.376 0.349 0.424 0.3 0.387
Gaps -0.06 0.061 0.124 0.131 0.134 0.098

C
Original 0.309 0.475 0.489 0.497 0.522 0.529
revised 0.319 0.388 0.355 0.389 0.307 0.392
Gaps -0.01 0.087 0.134 0.108 0.215 0.137

OE
Original 0.322 0.441 0.481 0.516 0.518 0.529
revised 0.308 0.335 0.344 0.387 0.272 0.372
Gaps 0.014 0.106 0.137 0.129 0.246 0.157

Table 4: Results of rewriting questions. A & H: Arts & Humanities. SC: Social Sciences. NS: Natural Sciences.
OS: Other Subjects. PS: Primary School. JHS: Junior High School. HS: High School. C: College. OE: Other
Education. InternLM-7B: InternLM-7B-Chat. Baichuan2-7B: Baichuan2-7B-Chat. Qwen-7B: Qwen-7B-Chat.
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dicating that the development of training LLMs
should incorporate more knowledge than previous
versions, including insights from human evolution.

4.2.3 Task of Removal Questions
This task is designed to test whether the LLM can
provide the correct answer without the question
if it has been trained on question-answering pairs.
We assessed six Chinese LLMs in M3KE, and the
results are presented in Table 2. Most LLMs were
impacted by this task, but ChatGLM1 appears to
perform well, with even higher accuracy in two
clusters than before. This suggests that ChatGLM1
might have been trained on multiple-choice ques-
tions related to those clusters in M3KE, specifi-
cally focusing on Nature Science at the subject
level and High School at the education level. As
ChatGLM versions progress, the impact on Chat-
GLM2 and ChatGLM3 becomes more pronounced,
leading to a significant decrease in performance.
This indicates that the training data for the later
versions of ChatGLM may not contain the same
questions as those in M3KE. Similarly, other LLMs
like InternLM-7B-Chat, Baichuan2-7B-Chat, and
Qwen-7B-Chat show a similar trend to ChatGLM2
and ChatGLM3. While it appears that newer LLMs
may be predicting answers based on the questions
rather than relying solely on memorization, it does
not necessarily mean that the training data for these
newer models lacks such knowledge.

The following question is whether LLMs effec-
tively handle this knowledge? In other words, if
LLMs truly master this knowledge, they should
be able to address these questions across various
scenarios. Consequently, we applied M3KE to dif-

ferent versions to assess the robustness of LLMs in
the subsequent section.

4.3 Results of Robustness

In this section, we seek to assess the robustness of
LLMs by modifying M3KE. This includes altering
the sequence of options and rephrasing the origi-
nal question. The core hypothesis here is that if
an LLM comprehends the information, it should
deliver comparable results with the unaltered test
data. Hence, we adjusted M3KE using three ap-
proaches: rearranging option sequences, rephras-
ing questions, and combining shuffled options with
rewritten questions. Furthermore, we introduce
three LLMs from different companies in this seg-
ment - specifically InternLM-7B-Chat, Baichuan2-
7B-Chat, and Qwen-7B-Chat - all of which exhibit
impressive performance on M3KE.

4.3.1 Results of Shuffling the Order of
Options

Table 3 shows the difference between the original
and revised results on M3KE. The most significant
decrease is observed at the primary school level
for ChatGLM3, InternLM-7B-Chat, Baichuan2-
7B-Chat, and Qwen-7B-Chat. Additionally, these
language models, except for Baichuan2-7B-Chat,
demonstrate relatively consistent performance in
social science and natural science at the subject
level, as well as in middle school, high school, and
college at the education level. The largest deviation
of 0.052 is seen in high school by InternLM-7B-
Chat. Notably, ChatGLM2 remains consistent in
this task, with only four cluster results decreasing.
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Cluster Types ChatGLM1-6B ChatGLM2-6B ChatGLM3-6B InternLM-7B Baichuan2-7B Qwen-7B

A & H
Original 0.308 0.478 0.49 0.568 0.524 0.546
revised 0.303 0.353 0.364 0.426 0.298 0.366
Gaps 0.005 0.125 0.126 0.142 0.226 0.18

SS
Original 0.365 0.532 0.572 0.586 0.599 0.612
revised 0.315 0.386 0.384 0.421 0.319 0.409
Gaps 0.05 0.146 0.188 0.165 0.28 0.203

NS
Original 0.255 0.452 0.443 0.45 0.427 0.457
revised 0.288 0.353 0.32 0.356 0.286 0.355
Gaps -0.033 0.099 0.123 0.094 0.141 0.102

OS
Original 0.343 0.468 0.518 0.543 0.54 0.543
revised 0.295 0.355 0.337 0.389 0.277 0.361
Gaps 0.048 0.113 0.181 0.154 0.263 0.182

PS
Original 0.26 0.407 0.454 0.528 0.407 0.465
revised 0.306 0.298 0.293 0.389 0.231 0.349
Gaps -0.046 0.109 0.161 0.139 0.176 0.116

MS
Original 0.323 0.639 0.587 0.604 0.497 0.563
revised 0.307 0.433 0.392 0.492 0.313 0.404
Gaps 0.016 0.206 0.195 0.112 0.184 0.159

HS
Original 0.256 0.437 0.473 0.555 0.434 0.485
revised 0.282 0.382 0.336 0.392 0.292 0.36
Gaps -0.026 0.055 0.137 0.163 0.142 0.125

C
Original 0.309 0.475 0.489 0.497 0.522 0.529
revised 0.3 0.352 0.348 0.374 0.304 0.376
Gaps 0.009 0.123 0.141 0.123 0.218 0.153

OE
Original 0.322 0.441 0.481 0.516 0.518 0.529
revised 0.298 0.352 0.336 0.378 0.277 0.355
Gaps 0.024 0.089 0.145 0.138 0.241 0.174

Table 5: Results of combining rewritten questions and shuffled options. A & H: Arts & Humanities. SC: Social
Sciences. NS: Natural Sciences. OS: Other Subjects. PS: Primary School. JHS: Junior High School. HS: High
School. C: College. OE: Other Education. InternLM-7B: InternLM-7B-Chat. Baichuan2-7B: Baichuan2-7B-Chat.
Qwen-7B: Qwen-7B-Chat.

4.3.2 Results of Rewriting Questions

Table 4 shows the performance impact of rewriting
each question through prompting GPT-4. Com-
pared to the previous method, we observe signifi-
cant effects on most language models, particularly
those excelling in original questions and released
post M3KE. Within the ChatGLM category, the
decline corresponds with the ChatGLM version,
with ChatGLM3-6B, the latest model, experienc-
ing the most reduction. ChatGLM1-6B, publicly
available before M3KE, demonstrates similar per-
formance. Notably, Baichuan2-7B-Chat appears
to struggle with the modified questions, with the
largest decrease of 0.264 in the social science clus-
ter. InternLM-7B-Chat and Qwen-7B-Chat exhibit
the most substantial reductions in other subject clus-
ters and social science, with reductions of 0.159
and 0.188, respectively. Regarding educational lev-
els, the most significant decreases are seen in other
subjects for Baichuan2-7B-Chat and Qwen-7B-
Chat, and in high school for InternLM-7B-Chat.

4.3.3 Results of Rewriting Questions with
Shuffled Options

We merged the two tasks above, creating a bench-
mark with rewritten questions and reorganized op-
tion orders. This approach aligns with the task of
question rewriting, as indicated in Table 5. It im-
plies that existing Chinese LLMs are more attuned
to the question descriptions than to the rearranged
options, leading to observations that stronger LLMs
might be trained with more structured questions,
yet they may not grasp such knowledge types ef-
fectively. This indicates a need to reconsider the
current advancements of Chinese LLMs focused on
disciplinary knowledge benchmarks and prioritize
robustness over ultimate performance.

5 Conclusion

In this paper, we have conducted a series of ex-
periments to explore current progresses of Chinese
LLMs on the discipline knowledge benchmark. We
evaluated six Chinese SFT/RLHF LLMs belong
to different groups to whether the new generation
LLM memories more knowledge than the previ-
ous one, and the LLM taking more knowledge is
able to handle those questions with different de-
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scriptions. Experiment results suggest although
the newer LLM memorizes more knowledge, it
still struggles with variations on the question, espe-
cially the description of question has more impact
on LLMs.

Given that data contamination may pervade
across different dimensions of LLM evaluation, we
are keen to encourage the community further inves-
tigate current performance on public benchmarks.
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