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Introduction

Welcome to the 13th edition of the Workshop on Cognitive Modeling and Computational Linguistics
(CMCL 2024)!

CMCL has traditionally been the workshop of reference for research at the intersection between Compu-
tational Linguistics and Cognitive Science. After a blank in 2023, we are thrilled to be back, hosting this
event once again after two years.

This year, CMCL has experienced multiple firsts, making it a landmark edition in its history. First, the
organization team has transitioned to a younger generation and adopted modern logistics, such as using
OpenReview and allowing commitments via ACL Rolling Review, for the first time. Second, this is the
first CMCL held in the age of large language models (LLMs), prompting us to focus on fundamental
scientific questions (e.g., their alignment with human cognition/perception) regarding artificial intelli-
gence and cognitive science. Third, this is also the first CMCL held in Asia, marking a new geographical
milestone for the workshop. Lastly, we received a record number of 55 submissions (37 regular sub-
missions and 18 cross-submissions, including Findings papers), nearly doubling the submission number
in the previous edition, providing a testament to the growing interest in this scientific, interdisciplinary
field and the need for the dedicated workshop even in the age of somewhat engineeringly-oriented LLMs.

Out of 37 regular submissions, 34 papers are via direct submission (including 1 paper withdrawn be-
fore reviewing), and 3 papers are through the ARR commitment. We accepted 23 papers, resulting in an
acceptance rate of 23/36=63.9%, slightly higher than in previous years. Additionally, 12 non-archival,
cross-submissions were accepted and will be presented during the poster sessions. We are excited to have
a diverse set of topics, including but not limited to, sentence processing, language acquisition, and new
investigations powered by modern (multimodal) LLMs, covered in this year’s program.

We extend our deepest gratitude to the Program Committee members; their dedication and expertise
are the backbone of CMCL’s success. We also express our sincere thanks to our invited speakers, Dr.
Frank Keller, Dr. Aida Nematzadeh, and Dr. Sandro Pezzelle, for their valuable contributions to this
year’s program.

Lastly, we are immensely grateful to our sponsor, the Japan Science and Technology Agency. Their
generous support allows us to subsidize the participation of our invited speakers.

The CMCL 2024 Organizing Committee
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Abstract

Children from bilingual backgrounds benefit
from interactions with parents and teachers to
re-acquire their heritage language. In this paper,
we investigate how this insight from behavioral
study can be incorporated into the learning of
small-scale language models. We introduce
BAMBINO-LM, a continual pre-training strat-
egy for BabyLM that uses a novel combination
of alternation and PPO-based perplexity reward
induced from a parent Italian model. Upon
evaluation on zero-shot classification tasks for
English and Italian, BAMBINO-LM improves
the Italian language capability of a BabyLM
baseline. Our ablation analysis demonstrates
that employing both the alternation strategy and
PPO-based modeling is key to this effective-
ness gain. We also show that, as a side ef-
fect, the proposed method leads to a similar
degradation in L1 effectiveness as human chil-
dren would have had in an equivalent learning
scenario. Through its modeling and findings,
BAMBINO-LM makes a focused contribution
to the pre-training of small-scale language mod-
els by first developing a human-inspired strat-
egy for pre-training and then showing that it
results in behaviours similar to that of humans.

1 Introduction

The recently held BabyLM challenge (Warstadt
et al., 2023) explores pretraining of language mod-
els using a constrained dataset analogous to the lin-
guistic exposure of a 13-year-old English-speaking
child. In this paper, we extend the BabyLM chal-
lenge to a bilingual setting, drawing inspiration
from parent-child interactions in heritage language
acquisition (Lohndal et al., 2019). Immigrant chil-
dren in western societies, who may have acquired
their home language at a young age, can sometimes
need to re-acquire the same language during the
school years when the language becomes a minor-
ity. These heritage speakers typically benefit from
an extended exposure to the minority language at

home or in the community, owing largely to feed-
back and stimuli provided by parents and family
members (Montrul, 2010). This observation about
child bilingualism is in line with the behaviorist the-
ory for child language development (Demirezen,
1988).

Inspired by this line of work, we ask the follow-
ing research question in the context of computa-
tional language modeling:

Can a small-scale language model
trained on the majority language (e.g.
English) be continually pre-trained on
the minority language, leveraging the
feedback of a second model that is flu-
ent in the latter language?

To address this question, we introduce ‘Bilingual
language Acquisition Modeling Based on IN-
terleaved Optimization of Language Models
(BAMBINO-LM)’, a novel continual pretraining
strategy that uses a combination of alternation and
proximal policy optimization (PPO) using a reward
from a second model playing the parent role (i.e.,
a large language model pre-trained in the minority
language). We experiment with BabyLM trained
on English, and continually pretrain this model on
an assumed second language, Italian.In its connec-
tion to cognitive processing, our work makes the
following contributions:

• BAMBINO-LM draws inspiration from bilin-
gual language acquisition and learns from in-
teractions with a second model by incorpo-
rating a perplexity-based reward for lan-
guage model pre-training. To the best of
our knowledge, this is the first work to use
PPO-based modeling for language acquisition
in BabyLM.

• We show that BAMBINO-LM can acquire Ital-
ian to a reasonable degree with some expected
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degradation in its English capability. The find-
ings hint at a common learning trajectories
for second language acquisition shared by
language models and humans.

2 Related Work

Pre-training small-scale language models is an
emerging field that has garnered some interest
from the language acquisition community. Baby-
BERTa (Huebner et al., 2021) is an early adaptation
to this scenario. Warstadt et al. (2023) introduce
the BabyLM challenge to provide an atypically
small dataset for benchmarking small-scale lan-
guage models. This shared task enables research
in not only language acquisition but also sample-
efficient pre-training. In the case of our paper, we
do not focus on sample efficiency but instead de-
scribe ways to enhance the ability of a second lan-
guage via continual pre-training.

Our work is conducted in a setup similar to Ya-
davalli et al. (2023), where a tiered first/second
language acquisition process is attempted. Samuel
(2023) also experiments with a teacher-student set-
ting but only tests the approach on English tasks.
Evanson et al. (2023) is another closely related
work, which investigates the learning trajectory of
large-scale language models by probing their syn-
tactic and semantic capabilities at each step.

Conventionally in language generation for nat-
ural language processing, the design of feedback
signals is commonly discussed in the context of
knowledge distillation (Calderon et al., 2023). Re-
cently, reinforcement learning from human feed-
back (RLHF) utilizes human preferences for serv-
ing reward signals when dealing with sparse train-
ing labels (Christiano et al., 2017; Stiennon et al.,
2020), and has been shown successful for gen-
erative tasks such as dialogues and summariza-
tion. This approach is further extended in Bai
et al. (2022) by using AI feedback (RLAIF) to
remove the dependency on human preference data,
leading to better scalability and signal availability.
The approach we take in this paper mostly falls
within the latter camp, but generally departs from
all prior efforts in the way the parent model’s per-
plexity is used to signal the conformity of the child
model’s generation. This is in contrast to sequence-
level knowledge distillation (Kim and Rush, 2016)
where teacher’s generation is used to guide the
learning process.

3 Methods

Figure 1 shows the two phases of BAMBINO-
LM. The learning phase involves continual pre-
training a small-scale language model (baby model
B) whose initial pre-training was originally done
on English data, while the feedback phase involves
interactions with the Italian language model (parent
model P). During the learning phase, pre-training
for B is continued by employing causal language
modeling on Italian data. Causal language model-
ing (CLM), also known as next token prediction, is
a standard technique to train a decoder-only model.
The objective is defined as follows:

LCLM = − 1

|x|

|x|∑

i=0

logP(xt | x0, . . . , xt−1).

There are two architectural innovations in
BAMBINO-LM:

Feedback phase based on PPO We construct
prompt x by selecting the first k tokens from the
training example and solicit output yB = B(x)
from the baby model. We then use Proximal Pol-
icy Optimization (PPO) where B’s parameters are
updated according to a clipped surrogate objec-
tive (Schulman et al., 2017). This objective mod-
erates the updates to the policy, facilitating stable
and efficient learning by incorporating a clipping
mechanism. Its definition is given as follows:

LPPO = Êt

[
min

(
rt(θ)Ât, clip(rt(θ); ϵ)Ât

)]
,

with θ being the model parameters and rt(θ) de-
fined as:

rt(θ) =
πθ(at|st)
πθold(at|st)

.

In the autoregressive setting of language modeling,
θ controls the generation of tokens based on the
given state or context st. The probability ratio rt(θ)
quantifies the change in the likelihood of selecting
action at (the next token), under the updated policy
parameters compared to the previous parameters
θold. This ratio provides understanding on the im-
pact of parameter updates on the policy’s behavior,
ensuring that changes do not excessively deviate
from the previous policy, thereby maintaining train-
ing stability. The clipping mechanism, defined
by clip(rt(θ); ϵ), restricts rt(θ) within the bound
[1 − ϵ, 1 − ϵ], mitigating the risk of large policy
updates that could lead to divergence.

2



BAMBINO-LM

PROXIMAL
POLICY

OPTIMISATION
(PPO)

REWARD

COMPUTATION

CAUSAL
LANGUAGE

MODELLING
(CLM)

PARENT

MODEL

PROMPT CREATION

ITALIAN

DATASET

ALTERNATING RUN

LEARNING

PHASE

FEEDBACK

PHASE

Figure 1: Architecture of BAMBINO-LM.

The advantage function, Ât = R+ γV (st+1)−
V (st), which reflects the relative gains of selecting
at given st. This function guides the optimization
process by favoring actions that lead to better than
expected outcomes.

The reward R for the advantage function is then
calculated using the following function:

R(yB) =
α

β(PPLP(yB)− τ)
, (1)

where α and β are parameters, PPLP represents
the perplexity of the parent model P for the se-
quence yB, and τ is a threshold value for perplexity.
We use the following formulation of perplexity:

PPL(x) = exp




|x|∑

i=0

logP(xt | x0, . . . , xt−1)


 .

Alternating run We adopt an alternating run
strategy between the learning and feedback phases,
which is summarized in Algorithm 1. The ratio-
nale behind this is two-fold: 1) this strategy sim-
ulates frequent interactions between a child and
its parent through dialogues, which has been our
main motivation behind this study; 2) using multi-
ple rewards is shown beneficial for reinforcement
learning (Dann et al., 2023). To expand on the
second point, our findings further suggest that us-
ing perplexity as a reward can lead to exploitation
when baby model B attempts to produce similar
utterances to those coming from parent model P .
Without this strategic alternation between CLM and
PPO, the pre-training tends to produce undesirable
behaviours such as repeating words.

Algorithm 1 BAMBINO-LM Training.

1: procedure TRAIN(D,B,P)
2: Input: pre-training dataset D, baby model

B, and parent model P .
3: rCLM, rPPO ← 10, 2
4: r ← rCLM + rPPO
5: for i, x ∈ enumerate(D) do
6: if i%r < rCLM then
7: perform CLM step
8: else
9: yB ← B(x[1..k])

10: reward← R(yB)
11: perform PPO step
12: end if
13: end for
14: end procedure

4 Experiment Setup

Mimicking their process to create the BabyLM
challenge corpus (Warstadt et al., 2023), we cre-
ate an Italian dataset that is comparable in size
to the strict-small track of the challenge, and per-
form identical preprocessing1. Table 1 shows the
statistics of the Italian language dataset. A cur-
sory quality check was conducted to ensure that the
dataset was in a readable format.

For the choice of the baby model, we use
English baseline OPT-125m (Zhang et al., 2022)
model for the strict-small track provided by the
BabyLM organizers. For the parent model, we

1https://github.com/babylm/babylm_data_
preprocessing; Accessed on 13th May, 2024.
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use gpt2-small-italian model by de Vries and
Nissim (2021). Using the Italian dataset described
above, we conduct continual pretraining over 10
epochs, consisting of 10 learning phase steps fol-
lowed by 2 feedback phase steps. We use k = 5
to solicit the first few tokens for prompting the
baby model. All models are trained using Hugging-
Face’s transformer (Wolf et al., 2020) and trl
(von Werra et al., 2020) library.

Dataset %

CHILDES (MacWhinney, 2000) 2.23
DailyDialog (Li et al., 2017) 4.45
QED (Abdelali et al., 2014) 11.86
OpenSubtitles (Lison and Tiedemann,
2016)

27.58

Standardised Project Gutenberg Corpus
(Gerlach and Font-Clos, 2020)

16.19

Children’s Story 2 18.57
Wikipedia 3 19.10

Table 1: Italian dataset used for continual pre-training.

For downstream tasks, we use four Italian lan-
guage tasks in UINAUIL (Basile et al., 2023) and
four English language tasks in GLUE (Wang et al.,
2018). The tasks were selected primarily based on
computational constraints for the project. We also
include BLiMP (Warstadt et al., 2020) for that it is
used in the original BabyLM challenge. All tasks
are conducted in a zero-shot classification setting.

5 Results

Table 2 shows a significant improvement in Ital-
ian downstream tasks for BAMBINO-LM as com-
pared with the BabyLM baseline. Specifically,
we achieve an average improvement of 0.1197
(0.3416→ 0.4613) without substantial differences
in English classification tasks. However, we notice
an expected decrease of 0.0752 (0.6255→ 0.5503)
in the English language BLiMP dataset. These ob-
servations are in line with Yadavalli et al. (2023)
which show that native child-directed speech can
lead to negative cross-lingual transfer and impede
L2 acquisition depending on the choice of L1.

In Table 3 we examine two ablated versions of
our model: (a) w/o PPO: Trained solely on the
CLM objective with no feedback phase; (b) w/o

2https://www.gutenberg.org/ebooks/bookshelf/
353

3https://dumps.wikimedia.org/itwiki/

Task / Model BabyLM BAMBINO-LM

UINAUIL

HaSpeeDe 0.4774 0.4592
IronITA 0.4966 0.5516
SENTIPOLC 0.1575 0.4050
Textual Entailment 0.4950 0.5525
Average 0.3416 0.4613

GLUE

MNLI 0.3472 0.3530
MNLI-MM 0.3483 0.3521
RTE 0.5271 0.5199
SST2 0.5034 0.5241
Average 0.4315 0.4373

BLiMP

Average 0.6255 0.5503

Table 2: Comparison of BAMBINO-LM with BabyLM.

alternating: Use BAMBINO-LM with no alternat-
ing runs. Instead, it trains with the CLM objective
for the first 85% of each epoch and then switches
to the PPO objective for the remaining 15%.

Removing the interactive feedback mechanism
(w/o PPO) and the alternating strategy (w/o alter-
nating) significantly decreases Italian performance
compared to our primary model. On UINAUIL
tasks, the average score drops from 0.4613 to
0.4000 (w/o PPO) and 0.3513 (w/o alternating).
However, we do not observe significant improve-
ments in performance in both the English language
task sets (GLUE and BLiMP). For GLUE tasks, the
average scores remain consistent, with 0.4373 for
BAMBINO-LM, 0.4375 for w/o PPO, and 0.4357
for w/o alternating. On the BLiMP dataset, the
average scores are 0.5503 for BAMBINO-LM and
0.5554 for w/o PPO.

These results indicate that PPO modeling and
alternating runs are both crucial for improving
the bilingual ability of BAMBINO-LM without
negatively impacting English performance. Fur-
thermore, the lack of significant changes in En-
glish scores reinforces that these strategies enhance
bilingual capabilities without compromising per-
formance on existing benchmarks.

6 Conclusion

This paper introduces BAMBINO-LM, a continual
pre-training strategy mimicking the process of sec-
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Task /
Model

BAMBINO-
LM w/o PPO

BAMBINO-
LM w/o
alternating

UINAUIL

HaSpeeDe 0.4798 0.4925
IronITA 0.4966 0.4989
SENTIPOLC 0.2775 0.1580
Textual En-
tailment

0.5500 0.5500

Average 0.4000 0.3513

GLUE

MNLI 0.3540 0.3522
MNLI-MM 0.3502 0.3545
RTE 0.5343 0.5271
SST2 0.5115 0.5092
Average 0.4375 0.4357

BLiMP

Average 0.5554 0.5268

Table 3: Results of the ablation experiments.

ond language acquisition in an interactive setting.
BAMBINO-LM uses a two-phase approach: it in-
corporates reward from a parent Italian model into
a PPO-based mechanism and alternates this proce-
dure together with causal language modeling based
on Italian language text. Our experiments demon-
strate systematic improvement in Italian with a
marginal but expected decrease in English, which
echoes the past results in second language acqui-
sition for large language models (Evanson et al.,
2023). These findings highlight the efficacy of our
approach in enhancing bilingual capabilities while
maintaining performance in the original language.

In future work, we aim to explore the effect of
alternative metrics and different reward learning
mechanisms that better align with human feed-
back behaviors. This also includes exploring re-
wards that capture linguistic quality and provide di-
rect, “constructive” corrections to the model output
which is commonly known as an effective learn-
ing strategy for language development. Although
BAMBINO-LM was applied for second language
learning with Italian as an example, the method
must be validated for other languages, especially
languages that are distant from English or those
that use a different set of tokens. The degradation
in the performance of the first language, English,

points to the potential of alternating with language
modeling for the first language.

Limitations

The approach relies on the availability of a base
model in a language, English in our case. Although
we download Italian language datasets from known
Italian sources, we do not explicitly validate the
language of the text. We use the PPO model as
is, and do not experimentally tune its parameters.
Similarly, using perplexity as a metric for comput-
ing rewards may not be the optimal solution, as
perplexity itself is influenced by many factors of
the parent model.

Ethics Statement

The paper uses publicly available datasets for train-
ing and evaluation that do not possess known harms.
The evaluative tasks are typical language learning
tasks. However, the resultant models are not tested
for harmful or biased content.
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Abstract

Bistable images, also known as ambiguous
or reversible images, present visual stimuli
that can be seen in two distinct interpretations,
though not simultaneously, by the observer.
In this study, we conduct the most extensive
examination of vision-language models using
bistable images to date. We manually gathered
a dataset of 29 bistable images, along with their
associated labels, and subjected them to 121
different manipulations in brightness, tint, rota-
tion, and resolution. We evaluated twelve dif-
ferent models in both classification and genera-
tive tasks across six model architectures. Our
findings reveal that, with the exception of mod-
els from the Idefics family and LLaVA1.5-13b,
there is a pronounced preference for one inter-
pretation over another among the models, and
minimal variance under image manipulations,
with few exceptions on image rotations. Addi-
tionally, we compared the models’ preferences
with humans, noting that the models do not ex-
hibit the same continuity biases as humans and
often diverge from human initial interpretations.
We also investigated the influence of variations
in prompts and the use of synonymous labels,
discovering that these factors significantly af-
fect model interpretations more than image ma-
nipulations showing a higher influence of the
language priors on bistable image interpreta-
tions compared to image-text training data. All
code and data is open sourced 1.

1 Introduction

Bistable images, also known as ambiguous or
reversible images, offer unique visual stim-
uli that present two distinct interpretations,
though a viewer cannot simultaneously perceive
both (Khalil, 2021). An example of this is de-
picted in Figure 1, which can be seen as either
a rabbit or a duck. The rapid advancements in

1https://github.com/artemisp/Bistable-Illusions-MLLMs.git
*authors contributed equally

"An image of a 
duckling."

mPLUG-OWL
"The image features a 
black and white drawing of 
a duck sitting on a rock. 
The duck is positioned in 
the center of the image, 
with its head and neck 
facing the viewer. The rock 
is located to the left of the 
duck, and the background 
is a darker shade of gray."

InstructBLIP
"The image 
features a 
black and 
white drawing 
of a bird sitting 
in a square, 
with its beak 
open."

"of the duck"

LLaVa
“The image 
features a 
black and 
white 
drawing of a 
duck.”

Figure 1: Depiction of generative models’ descriptions
of a Duck-Rabbit image. Responses are drawn directly
from model outputs.

vision-language models (VLMs) (Ye et al., 2023;
Radford et al., 2021; Dai et al., 2023; Liu et al.,
2023b; Li et al., 2023a) have sparked interest in
testing these models against various types of vi-
sual challenges, including optical illusions. While
considerable research has been done on how these
models interpret geometric and color-varying opti-
cal illusions (Guan et al., 2023; Villa et al., 2019;
Zhang et al., 2023b; Afifi and Brown, 2019; Ben-
jamin et al., 2019; Sun and Dekel, 2021), explo-
ration into their performance with bistable images
remains sparse.

Motivated by this gap, this work aims to con-
duct a comprehensive investigation into how vision-
language models process and interpret bistable im-
ages. We assemble the largest dataset of bistable
images to date, apply a range of visual transforma-
tions, and examine the models’ interpretations and
their alignment with human perception.

In particular, we collect 29 bistable images from
diverse online sources and cognitive science lit-
erature. Each image is subjected to 121 transfor-
mations affecting brightness, tint, and resolution
resulting in a total of 3,509 processed images. We
assessed the behaviors of twelve vision-language
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models across six distinct model families in both
classification and generative settings. Our analy-
sis shows that, apart from a few exceptions, these
models generally demonstrate a preference for one
interpretation of bistable images over the other.
Notably, models from the Idefics family (Lau-
rençon et al., 2024) and LLaVA1.5-13b (Liu et al.,
2023b,a) exhibit more balanced preferences. Ad-
ditionally, while most model responses show lit-
tle variation to image manipulations, exceptions
include CLIP (Radford et al., 2021) and BLIP2
OPT6.7 (Li et al., 2023a), which are sensitive to
such changes.

To further understand the influence of training
data, we considered multiple models from the same
families, trained on identical datasets but using
different base language models (LLMs). This ap-
proach revealed that even when trained on the same
visual data, the models do not consistently align in
their preferences, suggesting that LLM priors play
a major role in ambiguous image interpretation.
This observation underscores that image-text inter-
action during training is not the sole determinant
of how vision-language models perceive ambigu-
ity, echoing earlier findings on the importance of
textual signal in VLMs (Jabri et al., 2016; Goyal
et al., 2017a; Agrawal et al., 2018).

Additionally, we explored how variations in
prompts and the use of synonymous labels affect
model interpretations. These textual modifications
significantly influenced the models’ interpretations,
reinforcing the importance of LLM priors on the
VLM processing of bistable images. This finding
contrasts with previous research on convolutional
neural networks (CNNs) focused on geometric op-
tical illusions (Villa et al., 2019; Gomez-Villa et al.,
2020; Afifi and Brown, 2019; Benjamin et al., 2019;
Sun and Dekel, 2021), which typically show bi-
ases consistent with human perception. The CNNs
studied did not utilize language model priors, high-
lighting a fundamental difference in how traditional
vision models and VLMs handle visual ambiguity.
Our contributions are as follows:

• We have curated the largest collection of
bistable images from various online sources
and cognitive studies, consisting of 29 unique
images. These images have been modified
through 121 transformations, creating a com-
prehensive set of 3.5k images for analysis.

• We analyze the behavior of twelve different
vision-language models across six architec-
tural types in both classification and gener-

ative tasks, providing a detailed account of
their performance on bistable images.

• We examine the influence of prompt varia-
tions and synonymous labeling on model in-
terpretations, finding that these textual modifi-
cations significantly impact how models per-
ceive bistable images.

• Through direct comparison with human sub-
jects and reference to established cognitive
science studies, we assess the degree to which
model preferences align with humans. Inter-
estingly, we find that unlike previous work on
CNNs (Villa et al., 2019; Gomez-Villa et al.,
2020; Afifi and Brown, 2019; Benjamin et al.,
2019; Sun and Dekel, 2021), VLMs do not
exhibit human biases in bistable images inter-
pretations.

2 Background

2.1 Bistable Images
Bistable images, a unique class of cognitive illu-
sions, present two or more plausible perceptual
states, yet viewers cannot observe multiple percepts
simultaneously (Khalil, 2021). Instead, observers
typically "switch" between the percepts in a seem-
ingly random manner (Kornmeier and Bach, 2005).
This phenomenon prompts two primary questions
in Cognitive Science regarding bistable images:

1. What causes an individual to initially perceive
a particular percept?

2. What triggers the seemingly random switch-
ing between percepts?

The exploration of these questions incorpo-
rates both bottom-up and top-down considerations
(Wang et al., 2013). Bottom-up explanations focus
on how the brain processes visual stimuli, start-
ing from the simplest sensory inputs and moving
to more complex interpretations. This process in-
volves the detection of subtle visual cues and the
neural computation within the visual cortex that
ultimately determines the perceived image. Con-
versely, top-down explanations emphasize the role
of cognitive processes, such as expectations, which
heavily influence initial perceptions. For instance,
a person’s previous experiences, like frequently
viewing cubes from above, shape their initial inter-
pretation of a Necker Cube (Kuc et al., 2023).

Regarding the switching phenomenon, the domi-
nant bottom-up explanation involves neural mecha-
nisms like spike frequency adaptation or synaptic
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depression, where the neural connections produc-
ing one percept become fatigued, allowing the alter-
native percept to emerge (Laing and Chow, 2002).
Other bottom-up theories propose that this switch-
ing is influenced by the brain’s inherent noise or
randomness (Moreno-Bote et al., 2007) or by un-
conscious, subtle cues within the images (Ward
and Scholl, 2015). On the other hand, top-down ex-
planations suggest that higher cognitive functions,
such as motivation and attention, can also induce
switching. Studies have shown that individuals
can exert some control over their perceptual focus,
which influences the switching between different
states (Hugrass and Crewther, 2012; Slotnick and
Yantis, 2005).

2.2 Vision-Language Models (VLMs)

VLMs integrate visual information as input and
generate text as output. VLMs are categorized
into contrastive and generative types. Contrastive
VLMs, such as the prototypical model CLIP (Rad-
ford et al., 2021), are trained to match visual repre-
sentations with corresponding textual descriptions
by distinguishing between different data points.
These models create a latent embedding space
where similar text and images are drawn closer
together, while dissimilar ones are pushed apart.
Generative VLMs extend this by incorporating a
vision-to-language connection module that projects
visual information into the LLM space. This mod-
ule can either prepend to the input layer of the LLM
or condition deeper layers through cross-attention.
The integration allows for flexible and dynamic text
generation based on visual inputs. For our experi-
ments, we employed models from various families,
including CLIP, Idefics (Laurençon et al., 2024),
LLaVA1.5 (Liu et al., 2023b,a), mPLUG-Owl (Ye
et al., 2023), InstructBLIP (Dai et al., 2023), and
BLIP-2 (Li et al., 2023a). Detailed information on
the model architectures and the datasets used for
training these models is presented in the appendix,
in Tables 1 and 2.

2.3 VLMs and Cognitive Illusions

While prior studies have investigated how Convo-
lutional Neural Networks (CNNs) process optical
illusions, showing that they often mimic human
perceptual errors (Gomez-Villa et al., 2020; Villa
et al., 2019; Afifi and Brown, 2019; Benjamin et al.,
2019; Sun and Dekel, 2021), the interaction of
VLMs with cognitive illusions, especially bistable
images, remains underexplored. In contemporary

work, Luo et al. (2024) introduce a benchmark de-
signed to evaluate the performance of VLMs on
ambiguous, context-dependent visual inputs. Their
findings reveal that VLMs significantly underper-
form compared to humans in these scenarios. More
closely related to this work, Zhang et al. (2023b)
evaluated VLMs on optical illusions by solicit-
ing binary Yes/No responses and found that larger
VLMs tend to be more susceptible to such illusions.
However, their study was limited to 16 root images
with 100 manually edited variations, focusing pri-
marily on color, shape, and geometric illusions and
did not include bistable images. Furthermore, they
experimented with only three families of models,
whereas our study encompasses six. Limited re-
sources restricted our ability to test some of the
larger models that Zhang et al. (2023b) included.
Hallusion-bench (Guan et al., 2023) integrates a
subset of these optical illusion images, predomi-
nantly sourced from Zhang et al. (2023b), but lacks
bistable examples.

3 Methodology

3.1 Data Collection

Our dataset comprises 29 bistable images catego-
rized into seven distinct types, sourced from both
online platforms, such as Wikipedia, and academic
studies (Schooler, 2015; Trautmann, 2021; Wilson,
2012; Pastukhov et al., 2019; Fields et al., 2013;
Di Blasi, 2014). Notably, we source all images
from the Takashima et al. (2012) research on face
perception illusions to compare VLMs to the re-
sults of the human study. Among these, twelve
images are organized into four classic categories
of bistable illusions: the Rubin Vase, Necker Cube,
Duck-Rabbit, and Young-Old Woman. Each cate-
gory includes several iconic versions of the respec-
tive illusion type.

To explore the influence of visual modifications
on perception, we created 121 variations for each
image through a series of controlled manipulations.
These manipulations include adjustments to image
resolution, rotation, brightness—both increases and
decreases—and the application of color tints. The
specific colors used for the tints, along with their
RGB values, are as follows: red, green, blue, yel-
low, magenta, and cyan. The intensity of each tint
was varied by 0.1 from 0 (no change) to 1.0 (max-
imum change), and the brightness was adjusted
within a range from -1 (darker) to 1 (brighter). We
also applied image rotations from 0 to 360 degrees
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two faces

VLM

a vase 

Neg. Log Loss -7.8 -4.5
SoftMax 0.05 0.95

A photo of 

Figure 2: Classification Setup for Generative Models:
Each candidate label and corresponding image is for-
warded to the model. The prediction is set to be the one
with lower loss (higher negative log loss).

every 10 degrees. Finally, we scale the resolution
of the images from 0.5 to 1.0 in increments of .1.

3.2 Experimental Setup
We utilized six VLM families, encompassing a to-
tal of twelve different models, to evaluate bistable
image description. We employed all six VLMs for
classification tasks and five for generation tasks
(excluding CLIP). The models used and their corre-
sponding implementations on Huggingface Trans-
formers are listed in the footnotes: CLIP (Rad-
ford et al., 2021)2, Idefics 9b (Laurençon et al.,
2024)3, LLaVA1.5 (Liu et al., 2023b,a)4, mPLUG-
Owl (Ye et al., 2023)5, InstructBLIP (Dai et al.,
2023)6, and BLIP-2 (Li et al., 2023a)7. Each model
was queried with the default generation parameters
and the prompt suggested by their respective model
page on Huggingface. All experiments were con-
ducted on a single A100 40GB GPU.

Although all VLMs used, except for CLIP, are
generative models, we adapted their outputs to
simulate classification. Specifically, we utilized
a loss ranking technique (Wei et al., 2022; Li et al.,
2021, 2023a; Dai et al., 2023) for classification. As
depicted in Figure 2, this technique employs the
score to determine the negative log likelihood of
each candidate label. In the classification setup,

2
openai/clip-vit-base-patch32, openai/clip-vit-base-patch16,

laion/CLIP-ViT-B-32-laion2B-s34B-b79K
3
HuggingFaceM4/idefics-9b, HuggingFaceM4/idefics-9b-instruct

4
llava-hf/llava-1.5-7b-hf, llava-hf/llava-1.5-13b-hf

5
MAGAer13/mplug-owl-llama-7b

6
Salesforce/instructblip-flan-t5-xl

7
Salesforce/blip2-opt-2.7b, Salesforce/blip2-opt-6.7b,

Salesforce/blip2-flan-t5-xl

we prompted each VLM with each image along
with a pair of strings corresponding to its potential
interpretations8.

In the generative setup, we prompted the models
with the format suggested in the HuggingFace doc-
umentation for captioning. In addition to model-
specific setups, all models were presented with
each image and asked to “describe the image."

4 Results

4.1 VLMs on Original Images
The models displayed clear preferences between in-
terpretations for the original bistable images. Very
rarely were models indifferent between interpreta-
tions. The averages between models for our four
image categories are shown in Figure 3. We see a
strong preference for the ‘two faces’ interpretation
in the Rubin Vase group moderate preferences for
‘a cube seen from above’ and ‘duck’ interpretations
in Necker Cube and Duck-Rabbit groups. Less
classical illusions such at the ‘Grimace-Begger,
‘Idaho-face’, and ‘Lion-Gorilla-Tree‘ also show
strong inclinations towards one interpretation. The
images with the highest variation across models
where the ‘Woman-Trumpeter’, ‘Schroeder Stairs’,
and ‘Raven-Bear’ with CLIP variants showing al-
most consistently opposite preferences to the LLM
based generative models.

While the six models generally showed align-
ment in their interpretation preferences, there was
significant variance observed. Figure 4 shows a
heat map of model preference correlation coeffi-
cients. For more details, refer to Figure 9 in the
Appendix which displays the probability distribu-
tions for each image category across individual
models, revealing some noteworthy model-specific
trends. Firstly, all CLIP variants exhibited the exact
same probability distributions, with high variance
across images within the same category, suggesting
a heightened sensitivity to bistability. Secondly,
the variants of Idefics 9b and LLaVA 13b demon-
strated minimal variance among images of the same
category and exhibited relatively moderate prefer-
ences, indicating a lower sensitivity to bistability.
Moreover, BLIP2-FlanT5, InstructBLIP FlanT5,
and mPLUG-Owl showed opposite preferences to
CLIP, despite it being used to encode images for
these models. This is likely due to the underlying
LLM, highlighting the importance of language pri-
ors in VLM predictions. Interestingly, all models

8Image interpretations are found in Appendix C
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(d) Human Initial Interpretations

Figure 3: Between-model averages of probability of the
favored interpretation for each image category.

showed a preference for the two animals over the
tree in the ‘Lion-Gorilla-Tree’ illusion, despite the
frequent appearance of all these objects in their
training sets. Additionally, there was a consistent
preference for the face over the full-body abstract
silhouette in the ‘Grimace-Begger’ illusion across
all models, except those based on the Flan T5xl ar-
chitecture. This further accentuates the significant
impact of the underlying LLM on image interpreta-
tion in VLMs. Notably, although BLIP2 OPT was
trained on the same image-text data as the Flan T5
variants, it exhibited almost opposite preferences
in some image categories.

4.2 VLMs on Image Manipulations

We observed minimal effects from image manipula-
tions on interpretation probabilities. When adjust-
ing brightness levels, resolution, color tints, and
tint intensities, the probabilities for each model
remained largely unchanged. Figures 5a and 5b
illustrate the minimal impact of these manipula-
tions on model interpretations. This suggests that
VLMs tend to overlook minor, low-level perturba-
tions in favor of holistic image processing. More-
over, this finding highlights a significant divergence
between VLM processing and human perception
of bistable images, which often relies on bottom-
up cues according to certain theories (Ward and
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Figure 4: Correlation Among Model Preferences in
Original Images

Scholl, 2015). Notably, the models did not shift in-
terpretations based on subtle cues of brightness and
color. The primary exception was the CLIP vari-
ants, which demonstrated sensitivity to variations
in brightness and tint, particularly in the ‘Young-
Old Woman,’ ‘Cat-Dog,’ ‘Grimace-Begger,’ and
‘Woman-Trumpeter’ illusions. We hypothesize that
contrastive learning across aggregation of patches
in these models enhance their sensitivity to global
changes in the image, as each layer encompasses a
more substantial portion of the visual input, mak-
ing any variations more influential to the model’s
output. This sensitivity was also observed, though
to a lesser extent, in BLIP2-OPT6.7, especially
regarding brightness changes in the ‘Rubin-Vase’
and ‘Woman-Trumpeter’ illusions. These varia-
tions were less pronounced in BLIP2-OPT2.7, par-
ticularly for the ‘Duck-Rabbit’ illusion, and were
absent in the corresponding FlanT5-xl variant, un-
derscoring the impact of the underlying LLM’s
priors on generative vision-language models. In-
terestingly, when transformations were applied at
maximum scale, resulting in a monochrome im-
age, most models exhibited similar preferences,
reinforcing the role of language priors in their pro-
cessing.

Figure 5c shows the variation of interpretations
across rotated versions of the images. We find that
this manipulation causes significantly higher vari-
ation to the color-based manipulations. The varia-
tions typically follow the same pattern across mod-
els for some bistable images, such as ‘Rubin-Vase’
and ‘Duck-Rabbit’. Notably, contrastive based
CLIP-variants once again exhibit the most vari-
ation despite being trained with ‘minor rotations’
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Figure 5: Bistable image interpretation under brightness (a), tint (b), rotation (c), resolution (d), and prompt (e)
manipulations.
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data augmentations. From the generative models
mPLUG-Owl seems to exhibit the highest sensi-
tivity to rotation despite also employing rotation
augmentation in training. We also observe that the
larger LLM variants of LLaVA1.5 and BLIP2-OPT
exhibit less variation compared to their smaller
counterparts, likely due to the stronger language
prior.

Figure 6: Variations of Rubin Vase images presented to
participants in Takashima et al. (2012).
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Figure 7: Comparison of between-subject average (top)
and between-model average (bottom) probabilities of in-
terpreting each image pattern as two faces in Takashima
et al. (2012) and our research, respectively.

4.3 Synonymous Interpretations
To investigate the influence of synonymous inter-
pretation labels on bistable image perception in
VLMs, we substituted the original labels with syn-
onyms. Figure 3b displays the effects of these
changes on model preferences. The impact is gen-
erally mild, but a notable exception occurs with
the ’Grimace-Begger’ image, where the preference
shifts dramatically. In this case, models show a
clear preference for interpreting the image as a face

rather than a beggar. This shift is likely attributable
to the relative unfamiliarity of the synonym ‘pan-
handler’ compared to the more commonly recog-
nized term ‘face,’ making the facial interpretation
more likely for the models due to term frequency.

4.4 Prompt Variation

To investigate the effect of prompt variation on
VLM bistable image interpretations we examine 7
different prompts. Figure 3c shows little variation
on average, however, the individual decomposition
of the results in figure 5e shows significant varia-
tions within models, especially for CLIP-B/32 and
CLIP-B/32-Laion. In fact, while these two models
are trained on distinct data of different sizes (400M
vs 2B) they exhibit identical behavior across ma-
nipulations, indicating the improtance of the archi-
tecture in bistable image interpretation. The BLIP
family models show higher variation in prompt ma-
nipulations compared to LLaVA and Idefics vari-
ants. This is likely due to the conditioning of the
visual feature extraction module to the instruction
prompt.

4.5 Human Interpretations

To compare human initial interpretations with
model preferences, we conducted a human eval-
uation using all original bistable images from
our dataset, except for those from Takashima’s
study (Takashima et al., 2012). We presented these
images to three human annotators, asking them to
identify "which interpretation they saw first?" They
were also given the option to select an alternative
interpretation. Figure 3d displays the average re-
sults for each interpretation, calculated based on
the frequency each interpretation was selected by
the annotators across all annotations for that image.

The results reveal a limited correspondence be-
tween human and VLM interpretations, contrast-
ing with findings for geometric illusions (Afifi and
Brown, 2019; Villa et al., 2019; Gomez-Villa et al.,
2020). This discrepancy suggests that the training
datasets for VLMs do not trigger the same cogni-
tive biases as those encoded in humans through ev-
eryday environmental interactions and conceptual
influences. It is important to note that all annota-
tors are students at an American institution, which
might influence the results; interpretations could
vary significantly based on different socio-cultural
experiences and the priors encoded through them.
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Idefics-9b Instruct
A black silhouette of a man holding a 

baseball bat.

LLaVA 1.5 7b
a black and white drawing of a hand

LLaVA 1.5 13b
a black and white photo of a person's

torso

mPLUG-Owl
The image features a silhouette of a 

person with their mouth open. 

InstructBLIP Flan T5xl
a silhouette of a woman with her 

hands in the air

BLIP2 OPT2.7b
a person in a circle

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
a woman in a circle

Idefics-9b
-

Idefics-9b Instruct
Two people are depicted on a tree

with a cat head between them.

LLaVA 1.5 7b
The image features two men standing 

next to each other, with their faces

LLaVA 1.5 13b
A black and white drawing of two men 

standing under a tree.

mPLUG-Owl
The image features a silhouette of a 

man and a woman standing together 
under a tree

InstructBLIP Flan T5xl
The logo features two giraffes and a 

tree in the background.

BLIP2 OPT2.7b
the logo for the company

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
a lion and a tree

Idefics-9b Instruct
The image shows two birds sitting on 

a circle.

LLaVA 1.5 7b
The image features a black and white 

bird, possibly a raven

LLaVA 1.5 13b
The image features a black and white 

bird, possibly a raven

mPLUG-Owl
The image features a black and white 

drawing of a crow and a raven, both 
facing each other.

InstructBLIP Flan T5xl
a black and white yin and yang symbol 

with a crow and a bear

BLIP2 OPT2.7b
the yin yang symbol

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
a crow and a bear in a circle

Idefics-9b
An image of a lion and a lioness. 

Idefics-9b
-

Idefics-9b Instruct
The image features a silhouette of a 

man’s head and neck.

LLaVA 1.5 7b
The image features a black and white 

silhouette of a person

LLaVA 1.5 13b
The image is a black and white 

drawing of a woman's face

mPLUG-Owl
The image features a black and white 

drawing of a man's face, with a 
silhouette of a woman's face behind

InstructBLIP Flan T5xl
The image features a silhouette of a 

woman's face in black and white.

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
a woman’s face

Idefics-9b
An image of a man's face.

Figure 8: Depiction of generative models’ descriptions for various bistable images. Orange and darker blue colors
indicate selection of one interpretation, Green of both, and light blue of neither.

4.6 Replicating Takashima et al. (2012)

We sought to evaluate VLM-human alignment on
bistable image processing by comparing our results
to a human study. Takashima et al. (2012) pre-
sented eight versions of the Rubin Vase illusion
n=70 participants. The images are shown in Fig-
ure 6 and the human results are shown in Figure 7
(top). They highlight two primary findings: human
subjects favored the two faces interpretation for
patterns where the profiles’ homogeneity is broken
(patterns 3 and 4) and favored ‘vase’ interpreta-
tion for patterns where the faces form a continuous
background by Gestalt principles (Koffka, 1922)
(patterns 6 and 8).

VLMs did not replicate these results, as per the
bottom plot in Figure 7. While the models exhib-
ited a strong preference for the ‘two faces’ inter-
pretation on patterns 3 and 4, the same preference
is exhibited in patterns 1 and 2 (where profiles are
homogeneous). Furthermore, the models did not
exhibit any preference for the ‘vase’ interpretation
in patterns 6 and 8. Even when examined individu-
ally in Figure 6 no model exhibited similar patterns
to humans. Similar to earlier results, LLaVA and
Idefics variants showed high consistency across the

images in their tamed preferences. The CLIP vari-
ants showed identical patterns despite the varying
patch size, unlike in the more global interventions
of tint and brightness. Finally, BLIP-2 variants
trained on the same image-text data with different
LLMs show starkly different preferences, reinforc-
ing the importance of language priors.

4.7 Generative Results
In the generative setup, we performed a qualita-
tive analysis of the results. We found that several
interpretation preferences discovered in the classi-
fication setup were amplified in generation. Across
models, the heavily favored interpretations were
faces and ducks for Rubin Vase and Duck-Rabbit
images. Figure 1 shows the output of each gen-
erative model when prompted to describe a Duck-
Rabbit image. Each model employs its own ex-
planatory style, but all favor the duck interpreta-
tion. Few models commented on the age of the
individual in Young-Old Woman images, but the
majority of those comments described the woman
as a “girl" or “young woman." An overview of the
responses of the models on a subset of the images
is delineated in figure 8 and all examples are listed
in the Appendix Section D. We observe that most
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models only comment on a single interpretation, if
at all, with some notable exceptions highlighted in
green. In few cases, models “hallucinate” descrip-
tions, such as InstructBLIP’s interpretation of “two
giraffes” for the Lion-Gorilla-Tree illusion. Nev-
ertheless, human inspection of the outputs showed
that this was a rare occurrence. We find that for
the lion-gorilla-tree image, models are able to iden-
tify at least one of the animals, and the tree almost
consistently. We hypothesize that this is because
of the detail expressed in both interpretations of
the image, making it easier even for humans to
consciously identify both interpretations simultane-
ously, even if they are unable to visually perceive
both at the same time. Indeed, in the human study,
the ‘Lion-Gorilla-Tree’ image received the most
balanced responses across the annotators.

5 Discussion and Limitations

This original analysis of VLM behavior on bistable
images has yielded some interesting preliminary
results. Similar to humans, VLMs have preferred
initial interpretations for most classical bistable
images. Five out of six models showed a prefer-
ence for ’two faces’ in Rubin Vase images, ’a cube
seen from above’ in Necker Cube images, and ’a
duck’ in Duck-Rabbit images. Young-Old Woman
images is the only category for which models’ pref-
erences were more neutral and mixed.

We have seen minimal alignment between VLMs
and humans when replicating Takashima et al.
(2012) and conducting human annotations on the
rest of the images. This analysis highlights that
VLMs are not sensitive to the same variations that
heavily impact human preferences. Models vary
greatly in their sensitivity to bistablility. CLIP
emerged as a model with strong, variable prefer-
ences, while LLaVa is more neutral. CLIP’s vari-
ability could be attributed to the contrastive pre-
training, that might sensitize the model to smaller
differences. Moreover, the synthetic nature of
bistable images renders them out of domain from
most pretraining data, especially for VLMs that are
predominantly trained on realistic images.

Nevertheless, making comparisons between hu-
man and machine perception of bistable images is
difficult beyond the initial biases. Human percep-
tion of bistable images exhibits the phenomenon
of switching interpretations through extended fo-
cus on the image. Replicating the phenomenon
of switching is difficult because VLMs take static

images at a single point in time. We loosely ap-
proximated the movement of time by testing the
models on dozens of subtle variations of each im-
age, as discussed above. Under the theories that
subtle bottom-up cues precipitate switching in hu-
man processing, VLMs do not replicate this phe-
nomenon. We saw that all models’ preferences
remained steady with variations in brightness, res-
olution, color, and color tint intensity. Neverthe-
less, this was in contrast to linguistic variations,
highlighting the importance of language priors in
generative VLMs.

More research is needed to further our under-
standing of VLM bistable image interpretation. Us-
ing VLMs that process videos could be a tractable
way of mimicking the passage of time. Further-
more, additional interventions through design ma-
nipulations either through the employment of text-
to-image models or human artists could reveal addi-
tional insight on VLM behavior for bistable image
inputs.

6 Conclusion

In this study we explore the behavior of VLMs on
bistable images. We construct the largest bistable
image dataset and evaluate 12 different models
across six model families under various pertur-
bations: pixel-color based perturbations, resolu-
tion, rotations, interpretation label synonyms, and
prompt variations. We find that prompts have
the highest impact on model preferences whereas,
pixel-color perturbations have minimal effects. We
further conduct human study comparisons, and find
that VLMs do not exhibit the same initial biases on
bistable images as human subjects.
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A Model Details

We summarize the architectural differences for the
models used in our study in Table 1 and list the
various datasets they were trained on both for pre-
training and instruction tuning (where applicable)
in Table 2.

B Additional Results

B.1 Individual Results: Original Images

Figure 9 we list the individual model results for the
original labels.

B.2 Individual Results: Synonymous
Interpretations

Figure 10 we list the individual model results for
the synononymous labels. We find that there is non-
trivial variation that is attributed to the likelihood
of the terms used as the labels.

B.3 Individual Results: Takashima et al.
(2012)

Figure 11 lists the individual results for each model
on the Takashima et al. (2012) image study.

B.4 Tint Variation Individual Plots
Figures 12, 13, 14, 15, 16, 17 show the individual
variations of each model for each image category
based on tint variations. We find limited effect in
preferences with highest variability observed by
the CLIP variants. Interestingly, most models seem
to show same preferences when full tint is applied,
indicating a monochrome image - hence the lin-
guistic priors play a large role in model behavior
as indicated by the synonym and prompt variation
experiments.

C Bistable Image Collection

We present examples of original images in our
dataset, without any visual manipulations in fig-
ures 18, 19, 20, 21.

D Generative Examples

We present examples of generations from the mod-
els prompted with "describe the image" in figures
22, 23, 24, 25, 26 with the exception of few ques-
tion based prompts: “What is the orientation of the
staircase/cube?" for the Shroeder stairs and Necker
Cube illusions, and “What is the dancer’s spinning
direction?" for ‘Spinning Dancer’.
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Model #Train
Param.

LLM Res. ViT LLM
Size

V-L Type V-L Size #Tokens Deep V-L Frozen
LLM

Frozen
ViT

Idefics 9b (Laurençon et al., 2024) 9b LLaMA(Touvron et al., 2023) 224 OpenCLIP-H9 7b Perceiver (Jaegle et al., 2021) 194M 64 ✓ ✓ ✓
Idefics 9b Instruct 9b LlaMA 224 OpenCLIP 7b Perceiver 194M 64 ✓ ✓ ✓

LLaVA-1.5 7b (Liu et al., 2023b,a) 20M Vicuna1.5-7B (Chiang et al., 2023) 336 CLIP ViT-L (Radford et al., 2021) 7b Linear 20M 577 × × ✓
LLaVA-1.5 13b 20M Vicuna1.5-13B 336 CLIP ViT-L 13b Linear 20M 577 × × ✓

BLIP-2 OPT2.7b (Li et al., 2023a) 188M OPT2.7b (Zhang et al., 2022) 224 EVA-CLIP-g 2.7b Q-Former 188M 32 × ✓ ✓
BLIP-2 OPT6.7b 188M OPT6.7b 224 EVA-CLIP-g 6.7b Q-Former 188M 32 × ✓ ✓
BLIP-2 FlanT5xl 188M FlanT5xl 224 EVA-CLIP-g 3b Q-Former 188M 32 × ✓ ✓

InstructBLIP FlanT5xl (Dai et al., 2023) 188M FlanT5xl (Chung et al., 2024) 224 EVA-CLIP-g(Sun et al., 2023) 3b Q-Former (Li et al., 2023b) 188M 32 × ✓ ✓

mPLUG-Owl (Ye et al., 2023) 500M LLaMA 224 CLIP ViT-L 7b Visual Abstractor (Ye et al., 2023) 64 × × ×

Table 1: Overview of Generative VLMs architectures examined on their perception of bistable images.

Model Pretraining Data Instruction Tuning Data

CLIP 400M image-caption data (undisclosed) N/A
Idefics 9b OBELICS (Laurençon et al., 2024), Wikipedia10,Conceptual Captions(Sharma et al., 2018),

Conceptual Captions 12M (Changpinyo et al., 2021), WIT (Srinivasan et al., 2021), Localized
Narratives (Pont-Tuset et al., 2020), RedCaps (Desai et al., 2021), COCO (Chen et al., 2015), SBU
Captions (Ordonez et al., 2011), Visual Genome (Krishna et al., 2017), YFCC100M (Thomee
et al., 2016)

N/A

Idefics 9b Instruct OBELICS (Laurençon et al., 2024), Wikipedia11,CC3M(Sharma et al., 2018), CC12M (Chang-
pinyo et al., 2021), WIT (Srinivasan et al., 2021), Localized Narratives (Pont-Tuset et al., 2020),
RedCaps (Desai et al., 2021), COCO (Chen et al., 2015), SBU (Ordonez et al., 2011), Visual
Genome (Krishna et al., 2017), YFCC100M (Thomee et al., 2016)

M3IT (Li et al., 2023c), LRV-Instruction (), LLaVA150k (Liu et al., 2023b),LLaVAR-
Instruct (Zhang et al., 2023a),SVIT (Zhao et al., 2023), UltraChat (Ding et al., 2023)

LLaVA-1.5 LLaVA (Liu et al., 2023a) [subsets of LAION-400M (Schuhmann et al., 2021), CC3M (Sharma
et al., 2018), SBU (Ordonez et al., 2011)]

VQAv2 (Goyal et al., 2017b), GQA (Hudson and Manning, 2019),OKVQA (Marino et al., 2019),
A-OKVQA (Schwenk et al., 2022),OCRVQA (Mishra et al., 2019), TextCaps (Sidorov et al.,
2020), LLaVA150k (Liu et al., 2023b), ShareGPT 12

BLIP-2 COCO (Chen et al., 2015), CC3M (Sharma et al., 2018), CC12M (Changpinyo et al., 2021),
LAION400M (Schuhmann et al., 2021), Visual Genome (Krishna et al., 2017)

N/A

InstructBLIP COCO (Chen et al., 2015), CC3M (Sharma et al., 2018), CC12M (Changpinyo et al., 2021),
LAION400M (Schuhmann et al., 2021), Visual Genome (Krishna et al., 2017)

COCO (Chen et al., 2015), Web CapFilt (Li et al., 2023a), TextCaps (Sidorov et al., 2020),
VQAv2 (Goyal et al., 2017b), OKVQA (Marino et al., 2019), A-OKVQA (Schwenk et al., 2022),
LLaVA150k (Liu et al., 2023b), OCRVQA (Mishra et al., 2019)

mPLUG-Owl LAION-400M (Schuhmann et al., 2021), COYO (Carlini et al., 2023), COCO (Chen et al., 2015),
Laion-en (Schuhmann et al., 2022), DataComp (Gadre et al., 2024)

VQAv2 (Goyal et al., 2017b), OKVQA (Marino et al., 2019), OCR-VQA (Mishra et al., 2019),
GQA (Hudson and Manning, 2019), A-OKVQA (Schwenk et al., 2022), RefCOCO (Yu et al.,
2016), Visual Genome (Krishna et al., 2017), LLaVA150K (Liu et al., 2023b), ShareGPT,
SlimOrca (Lian et al., 2023)

Table 2: Overview of Pretraining and Instruction Tuning Datasets (adapted from Wang et al. (2024))

CLIP-B/32 CLIP-B/16 CLIP-B/32-Laion Idefics-9b Idefics-9b-instruct LLaVA1.5-7b LLaVA1.5-13b mPLUG-Owl InstrBLIP-Flan-T5-XL BLIP2-OPT2.7b BLIP2-OPT6.7b BLIP2-Flan-T5-XL0
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Figure 9: Average probability distributions for each model evaluated on each image category.
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Figure 10: Synonymous Interpretations
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Figure 11: Individual model preferences for Takashima et al. (2012) images.
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Figure 12: Red Tint Variation
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Figure 13: Cyan Tint Variation
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Figure 14: Magenta Tint Variation
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Figure 15: Yellow Tint Variation
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Figure 16: Blue Tint Variation
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Figure 17: Green Tint Variation

Figure 18: Rubin Vase illusions (interpretations: ["vase", "two faces"]) and Necker Cube illusions (interpretations:
["a cube seen from below", "a cube seen from above"]).
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Figure 19: Duck-Rabbit illusion (interpretations: ["duck", "rabbit"]) and Young-Old Woman illusion (interpretations:
["young woman", "old woman"]).

Figure 20: Shroeder Stairs illusion (interpretations: ["upright stairs", "sideways stairs"]), Lion-Gorilla-Tree illusion
(interpretations: ["lion and gorilla", "tree"]) and Grimace-Begger illusion (interpretations: ["grimace", "beggar"]).

Figure 21: Various illusions from left to right: Woman-Trumpeter (interpretations: ["woman’s face", "saxophonist"],
Idaho-Face (interpretations: ["the state of Idaho", "face"]), Spinning Dancer (interpretations: ["dancer spinning
clockwise", "dancer spinning counter-clockwise"]), and Raven-Bear (interpretations: ["bird", "bear"]).
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Idefics-9b Instruct
The image is a drawing of a rabbit with 

a bird's beak.

LLaVA 1.5 7b
The image features a black and white 

drawing of a duck

LLaVA 1.5 13b
The image features a black and white 

drawing of a bird

mPLUG-Owl
The image features a black and white 

drawing of a duck with a long neck 
and a beak

InstructBLIP Flan T5xl
The image features a black-and-white 
drawing of a duck with its head open.

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
a duck with a hat

Idefics-9b
An image of a rabbit.

Idefics-9b Instruct
A drawing of a bird with a long neck 

and beak

LLaVA 1.5 7b
The image features a black and white 

drawing of a duck

LLaVA 1.5 13b
The image features a black and white 

drawing of a baby duck.

mPLUG-Owl
The image is a black and white 

drawing of a duckling sitting on a 
black background. 

InstructBLIP Flan T5xl
a black and white drawing of a bird 

sitting in a square, with its beak open.

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
a duck

BLIP2 Flan T5xl
a bird

Idefics-9b Instruct
A drawing of a duck's head and neck

LLaVA 1.5 7b
The image features a black and white 

picture of a bird's head

LLaVA 1.5 13b
The image features a black and white 

picture of a bird's head

mPLUG-Owl
The image features a black and white 

drawing of a bird's head, specifically a 
goose's head, with a beak.

InstructBLIP Flan T5xl
The image features a black-and-white 
drawing of a duck with its head open.

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
a duck

BLIP2 Flan T5xl
a duck head

Idefics-9b
An image of a duckling. 

Idefics-9b
An image of a duck.

Figure 22: Duck-Rabbit generative examples
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Idefics-9b Instruct
The image shows a silhouette of a 

woman with long hair.

LLaVA 1.5 7b
The image is a black and white 

drawing of a person's face

LLaVA 1.5 13b
The image is a black and white 

drawing of a woman’s head

mPLUG-Owl
The image features a black and white 
drawing of a woman with a hat on her 

head.

InstructBLIP Flan T5xl
The image features a black and white 

drawing of a woman with a hat.

BLIP2 OPT2.7b
a woman in a hat

BLIP2 OPT6.7b
a woman with a hat on her head

BLIP2 Flan T5xl
a woman with a hat

Idefics-9b
a woman with her head down.

Idefics-9b Instruct
A drawing of a woman with long hair 

and a hat

LLaVA 1.5 7b
The image features a woman wearing 

a black hat and a black coat

LLaVA 1.5 13b
The image is a black and white 

drawing of a woman

mPLUG-Owl
The image features a black and white 

drawing of a woman wearing a hat and 
a long black dress.

InstructBLIP Flan T5xl
a black and white drawing of a 

woman wearing a fur coat and hat

BLIP2 OPT2.7b
the woman in the hat

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
a woman in a fur coat

Idefics-9b Instruct
The image is a portrait of a young girl 

wearing a bonnet.

LLaVA 1.5 7b
The image features a woman wearing 

a bonnet and a white dress

LLaVA 1.5 13b
The image is a black and white 

photograph of a woman

mPLUG-Owl
The image features a young girl with 

long, dark hair wearing a white dress 
and a white bonnet.

InstructBLIP Flan T5xl
a black and white drawing of a girl 

wearing a hat.

BLIP2 OPT2.7b
the girl in the hat

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
a girl with a hat

Idefics-9b
An image of a woman in a hat.

Idefics-9b
The image is a photograph of a 

woman with a veil.

Figure 23: Young Old woman generative examples
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Idefics-9b Instruct
The silhouette of a man and a 

woman's heads together.

LLaVA 1.5 7b
The image features a black and white 

silhouette of a person

LLaVA 1.5 13b
The image features a black and white 

photo of two men's faces

mPLUG-Owl
The image features a black and white 
silhouette of two people facing each 

other.

InstructBLIP Flan T5xl
The image features a silhouette of two 

men facing each other

BLIP2 OPT2.7b
two people in silhouette

BLIP2 OPT6.7b
two people facing each other

BLIP2 Flan T5xl
two heads facing each other

Idefics-9b
An image of a person looking in a 

mirror.

Idefics-9b Instruct
a silhouette of a man's head and 

shoulders

LLaVA 1.5 7b
The image features a black and white 

drawing of a person's face

LLaVA 1.5 13b
The image is a black and white 

drawing of a person's head

mPLUG-Owl
The image features a black and white 

drawing of a man's face,

InstructBLIP Flan T5xl
The image features a silhouette of a 

person's head in the shape of a vase.

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
a silhouette of a person

Idefics-9b Instruct
Two faces, one male and one female, 

are shown on the left side.

LLaVA 1.5 7b
The image features a black and white 

drawing of a person's face

LLaVA 1.5 13b
The image features a black and white 

design of two faces,

mPLUG-Owl
The image features a black and white 

silhouette of two people's faces.

InstructBLIP Flan T5xl
two silhouettes of heads facing each 

other on a black background

BLIP2 OPT2.7b
two people silhouettes

BLIP2 OPT6.7b
two people silhouettes

BLIP2 Flan T5xl
-

Idefics-9b
An image of a man's face.

Idefics-9b
a wrought-iron lattice tower

Figure 24: Vase-Faces woman generative examples
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Idefics-9b Instruct
The cube is oriented in the shape of a 

square.

LLaVA 1.5 7b
The orientation of the cube is such 

that it is facing upwards.'

LLaVA 1.5 13b
The cube is oriented in a way that it is 

facing upwards

mPLUG-Owl
The ocube is oriented as a square..

InstructBLIP Flan T5xl
right

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
the cube is oriented in the direction of 

the x axis

Idefics-9b
It is a right-handed cube

Idefics-9b Instruct
The cube is oriented in the top-right 

corner of the image

LLaVA 1.5 7b
The orientation of the cube is such 

that it is facing the viewer.

LLaVA 1.5 13b
The cube is oriented in a way that it is 

facing upwards

mPLUG-Owl
The orientation of the cube is square..

InstructBLIP Flan T5xl
right side up

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
the cube is oriented in the direction of 

the x axis

Idefics-9b
It is a right-handed cube

Idefics-9b Instruct
The cube is oriented with its top face 

visible.

LLaVA 1.5 7b
The orientation of the cube is such 

that it is facing upwards, with the top 
of the cube visible.

LLaVA 1.5 13b
The cube in the image is oriented in a 

way that it appears to be a square.

mPLUG-Owl
The cube is oriented horizontally.

InstructBLIP Flan T5xl
The cube is oriented vertically

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
the cube is oriented in the vertical 

direction

Idefics-9b
It is a cube

Figure 25: Necker-Cube generative examples on question “What is the orientation of the cube?"
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Idefics-9b Instruct
The staircase is oriented in a way that 

the first step is on the left, and the last 
step is on the right.

LLaVA 1.5 7b
The staircase is oriented in a way that 

it appears to be going upwards.

LLaVA 1.5 13b
The staircase is oriented in a way that 

it appears to be going upwards.

mPLUG-Owl
The staircase is oriented in a vertical 

direction, going up and down.

InstructBLIP Flan T5xl
The staircase is up and down.

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
to the right the staircase is oriented 

Idefics-9b
The staircase is in the shape of a 

square.

Idefics-9b Instruct
The staircase is facing upwards.

LLaVA 1.5 7b
The staircase is facing upwards.

LLaVA 1.5 13b
The staircase is oriented in a vertical 

direction, with the steps going up and 
down.

mPLUG-Owl
T he staircase is oriented vertically, 

with the steps going upwards.

InstructBLIP Flan T5xl
an isometric drawing of a set of stairs

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
stairway stairway stairway

Idefics-9b
It is a staircase

Idefics-9b Instruct
A brown and white street sign with an 

image of a brown bear.

LLaVA 1.5 7b
The image features a brown and 
white sign with the word "Idaho'

LLaVA 1.5 13b
The image features a brown and 

white sign with the number three on it

mPLUG-Owl
The image features a brown and 

white road sign with a brown 
background

InstructBLIP Flan T5xl
The image features a brown road sign 

with the number 3 on it.

BLIP2 OPT2.7b
Idaho 3

BLIP2 OPT6.7b
Idaho on the state highway sign

BLIP2 Flan T5xl
idaho state highway 3

Idefics-9b
An image of the Idaho state flag

Idefics-9b Instruct
The dancer is spinning to the left.

LLaVA 1.5 7b
The image features a silhouette of a 

woman's body

LLaVA 1.5 13b
The dancer is spinning in the 

opposite direction of the camera.

mPLUG-Owl
The dancer is spinning clockwise.

InstructBLIP Flan T5xl
right

BLIP2 OPT2.7b
-

BLIP2 OPT6.7b
-

BLIP2 Flan T5xl
the direction of the dancer's spinning 

direction is the direction of the dancer's 
spinning direction

Idefics-9b
Clockwise

Figure 26: Spinning Dancer results on question “What is the dancer’s spinning direction?", Shroeder Stairs on
“What is the orientation of the stairs" and Idaho-Face on "describe the image".
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Abstract

Recent psycholinguistic theories emphasize the
interdependence between linguistic expecta-
tions and memory limitations in human lan-
guage processing. We modify the self-attention
mechanism of a transformer model to simu-
late a lossy context representation, biasing the
model’s predictions to give additional weight to
the local linguistic context. We show that sur-
prisal estimates from our locally-biased model
generally provide a better fit to human psycho-
metric data, underscoring the sensitivity of the
human parser to local linguistic information.

1 Introduction

In recent years, transformer models (Vaswani et al.,
2017) have gained prominence in psycholinguistics
due to their impressive predictive performance in
forecasting psychometric measurements such as
reading times (Hao et al., 2020; Merkx and Frank,
2021; de Varda et al., 2023; Hoover et al., 2023; Oh
and Schuler, 2022, 2023, inter alia). These models
excel at capturing complex linguistic dependen-
cies, making them valuable tools in analyzing hu-
man language-processing behaviors. Much of the
work that relates probabilistic estimates from trans-
former models with human processing has been
conducted within the framework of surprisal the-
ory, which posits that the difficulty experienced
during processing is proportional to the negative
logarithm of the probability of a word given its pre-
ceding context. In this context, transformer models,
which are able to generate highly accurate proba-
bilistic predictions for sequences of text, have been
instrumental in providing empirical support for sur-
prisal theory (Wilcox et al., 2020; Shain et al., 2022;
de Varda and Marelli, 2022, 2023). However, de-
spite their substantial predictive power, transformer
models exhibit some design features that lack cog-
nitive plausibility. One significant departure from
human language processing is their ability to access
in parallel the entire linguistic context within their

input size. Unlike these models, human language
comprehension is inherently incremental (Smith
and Levy, 2013). Humans eagerly integrate in their
representation of the context each linguistic unit
as soon as it is encountered, and they cannot typi-
cally store in working memory the whole linguistic
context. Thus, the transformer model’s all-at-once
approach to processing information starkly con-
trasts with the sequential and resource-constrained
manner in which humans receive and interpret lin-
guistic input, suggesting a need for models that
more closely mirror human cognitive limitations
and processing strategies.

To address these limitations, we introduce a mod-
ification to the self-attention mechanism of the
transformer model, aimed at simulating a lossy
memory representation, where linguistic units that
are further away from the current word are assigned
exponentially decaying attention scores. By doing
so, our model aims to replicate the kind of linguistic
processing that characterizes the human language
parser, where recent information plays a significant
role (Goodkind and Bicknell, 2021).

The evaluation of our locally-biased transformer
model involves the employment of the surprisal –
i.e., negative log probability – it assigns to words in
context to predict human psychometric data, con-
sidering five large-scale datasets of eye movements
and self-paced reading times in English. We show
that our locally-biased model provides surprisal
estimates that align more closely with human psy-
chometric data than a standard pre-trained model.

2 Related work

Models that can explain the cognitive cost associ-
ated with sentence processing can be broadly di-
vided into expectation- and memory-based theories.
Expectation-based theories (such as surprisal the-
ory; Levy, 2008; Hale, 2001) emphasize the role
of contextual predictability as a core determinant
of processing demands. Support for such theo-
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ries has come from several studies demonstrating
reduced cognitive load in response to predictable
words (e.g., Frank and Thompson, 2012; Frank
et al., 2015; Wilcox et al., 2020). Memory-based
theories, in contrast, are based on the idea that
integrating the upcoming words into the context
representation depends on the retrieval (Lewis and
Vasishth, 2005) and storage (Gibson, 1998, 2000)
of previous words in working memory. Support for
memory-based theories comes from the difficulty
in integrating words that are linearly distant in a
sentence (dependency locality effects; Grodner and
Gibson, 2005; Fedorenko et al., 2013).

In recent years, there have been proposals to rec-
oncile expectation- and memory-based approaches
into unified models. While the first combined the-
ories posited limited (Demberg and Keller, 2008,
2009) or no interaction between memory and pre-
dictability (Rasmussen and Schuler, 2018; see
Futrell et al., 2020), some recently developed
frameworks account for complex interactions be-
tween the two (Futrell et al., 2020; Hahn et al.,
2022). In particular, lossy-context surprisal theory
(henceforth LCST; Futrell et al., 2020) holds that
the processing difficulty associated with a word is
proportional its surprisal, conditioned by a lossy
(i.e., noisy) memory representation of the context.
Hahn et al. (2022) presented a computationally-
specified model of LCST (resource-rational LCST)
that computes retention probabilities for each word
in the context, based on the word’s identity and
position in the sentence. Similarly, Kuribayashi
et al. (2022) have shown that reducing the num-
ber of words in input to language models improves
the fit of the surprisal estimates to human reading
times. Our modelling approach is reminiscent of
LCST in that it assumes that the processing cost as-
sociated with a word is proportional to its surprisal,
conditioned by the previous context where linearly
distant words contribute less to its prediction.

In our modelling effort, we modify the atten-
tion scores of a transformer model to mimic the
human difficulty in retrieving distant linguistic el-
ements. We are not the first in drawing a paral-
lelism between the self-attention mechanism and
(cue-based) memory retrieval (Merkx and Frank,
2021; Hyun et al., 2022; Oh and Schuler, 2022;
Timkey and Linzen, 2023). Indeed, like the self-
attention mechanism scores the weights to assign
to the words in input based on the compatibility be-
tween keys and queries, cue-based retrieval theories

Figure 1: Visual example of our custom modification
of the model’s attention pattern. The original attention
scores (left) and the exponentially decaying bias (center)
are summed to derive the combined attention scores
(right).

posit that items in working memory are accessed
by comparing the retrieval cues of the current word
with the features of the items in working memory
(Timkey and Linzen, 2023). Our choice to bias the
transformer model’s retrieval process towards the
recent linguistic context is supported by vast evi-
dence in psycholinguistics showing that local infor-
mation holds a privileged role in human language
processing, with a chief example being word fre-
quency. Indeed, it is well-known that the frequency
of a word (which is proportional to its unigram
probability) influences its reading times above and
beyond its contextual predictability (Rayner, 1998;
Shain, 2023). Furthermore, other studies have de-
tected an effect of N-gram surprisal beyond the
effect of surprisal as calculated from larger sen-
tential contexts (Goodkind and Bicknell, 2021).
Note that the idea of assigning reduced weights
to distal elements has a long-standing tradition in
psychologically-oriented computational models of
semantic memory: one of the first distributional
semantic models, the Hyperspace Analogue to Lan-
guage (HAL; Lund and Burgess, 1996), weighs
word-by-word co-occurrences as a function of their
linear distance. It is noteworthy that the idea that
human language processing privileges recent infor-
mation was explicitly implemented in early work
in computational semantics, and lost with later de-
velopments in the field.

3 Methods and materials

We modified the pre-trained GPT-2 model (Rad-
ford et al., 2019) to increase the attention weights
associated to the nearby words. We conducted our
analyses on the smallest GPT-2 variant, as it has
been proven to be particularly effective at mod-
elling human reading times (Shain et al., 2022).

All the code supporting our analyses is publicly
available on GitHub.1

1 � https://github.com/Andrea-de-Varda/local_
attention_reading_times
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3.1 Locally biased attention

Attention weights are initially computed using the
standard dot-product attention, involving the mul-
tiplication of the query matrix with the transpose
of the key matrix (W = QKT ). Then, an ex-
ponential decay bias matrix B is computed using
an exponential decay function based on the abso-
lute differences between positions in the sequence,
scaled by a decay rate. Thus, the bias is computed
as Bi,j = e−λ|i−j|, where i, j ∈ {0, 1, . . . , n− 1}
indicate the position of two tokens in the sequence,
n specifies the sequence length, and λ is the decay
rate. As a final step, we blend together the origi-
nal attention weights with the exponential decay
bias with a weighted sum to obtain the final atten-
tion weights A = (1− α) ·W + α · B. As a last
step, the softmax function is applied to A. A visual
summary of this procedure is provided in Figure 1.
Note that both α and λ serve as free parameters in
our modified attention mechanism. To identify the
optimal values for these parameters, we employed
hyperparameter tuning techniques as detailed in
§3.4.

3.2 Data

The analyses were run on three eye-tracking and
three self-paced reading datasets. The eye-tracking
resources we considered were the Provo corpus
(Luke and Christianson, 2018; N = 26592), the
English portion of the MECO corpus (Siegelman
et al., 2022; N = 2096), and the UCLET corpus
(Frank et al., 2013, N = 1726). The three self-
paced reading datasets were the UCLSPR dataset
(Frank et al., 2013, N = 1726), the Brown corpus
(Smith and Levy, 2013; N = 5862), and the Nat-
ural Stories reading times corpus (NatStor, Futrell
et al., 2021; N = 8779). In our analysis of the eye-
tracking data, we focused on first-pass gaze dura-
tion times, in accordance with previous research in
computational psycholinguistics (see for instance
Aurnhammer and Frank, 2019; Goodkind and Bick-
nell, 2018; Smith and Levy, 2013; Wilcox et al.,
2020). For words that did not receive any fixation,
we assigned a gaze duration time of zero. We ex-
cluded words located at the beginning of sentences
from our analyses. Beyond this exclusion, we did
not implement any further filtering criteria. To ob-
tain word-level gaze duration times, we calculated
the average word reading times across all partici-
pants. Likewise, for the self-paced reading tasks,

2N is the number of datapoints after data aggregation.

we calculated the average reaction times on the
target word across participants.

3.3 Analyses

In our analyses, the dependent variable of interest
(either gaze duration or self-paced reading times)
was predicted with a linear model including sur-
prisal, subtitle-based log-frequency (Brysbaert and
New, 2009), and orthographic length as regres-
sors.3 Surprisal values obtained with our locally
biased transformer model (sloc) were compared
with the estimates produced by the original GPT-2
model (sorig). For each psychometric dataset, we
identified the best model with the Akaike Informa-
tion Criterion (AIC; Akaike, 1998). In particular,
we subtracted the AICloc obtained with sloc to the
AICorig obtained with sorig to obtain a ∆AIC. In
interpreting the ∆AIC scores, we refer to the guide-
lines offered by Burnham and Anderson (2004),
which indicate that if two models have a ∆AIC≤ 2,
they both have substantial support; if 4 ≤ ∆AIC
≤ 7, the best model has considerably more support,
and if ∆AIC≥ 10, the worse model has essentially
no support4.

3.4 Hyperparameter tuning

To identify the best values for the parameters α and
λ (see §3.1), we iteratively sampled from the hy-
perparameter space – restricted to λ ∈ (0, 100) and
α ∈ (0, 1) – using a Tree-structured Parzen Estima-
tor algorithm. For each (λ, α) pair, we specified a
locally-biased GPT-2 model with such hyperparam-
eters, and derived surprisal values for the sentences
in the Provo corpus. Then, we fit a linear model
predicting the reading times in the Provo corpus
from the obtained surprisal values, log-frequency,
and word length; through hyperparameter tuning
we seeked to minimize the negative log likelihood
of the model (Ntrials = 100). As a result of this
procedure, we identified λ = 82.86 and α = 0.37
as the optimal values for the two parameters. The
parameters obtained in the Provo corpus were trans-
ferred to the other behavioral datasets without fur-
ther tuning.

3The exact linear model specification was DV ∼
LENGTH(wi) + FREQUENCY(wi) + SURPRISAL(wi)

4In terms of relative likelihood, if ∆AIC ≤ 2 the worse
model is 0.3678 times as probable as the best model to mini-
mize the information loss; with 4 ≤ ∆AIC ≤ 7, this proba-
bility is in the range (0.0302, 0.1353), and with ∆AIC ≥ 10
the probability is lower than 0.0067.
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Figure 2: From the top left, clockwise: A. Average per-
word surprisal as computed with the biased model and
the baseline; B. Correlation of the obtained surprisal
estimates with log frequency; C. Correlation of the sur-
prisal estimates with the psychometric measurements; D.
∆AIC between the locally biased model and the original
model.

4 Results

The results of our analyses are reported in Figure 2.
Our locally biased transformer assigned higher av-
erage per-word surprisal values to the input texts
across all datasets (A), showing a reduced autore-
gressive accuracy with respect to its unbiased coun-
terpart. The obtained surprisal estimates correlated
more strongly with log frequency values (B) and
with the behavioral responses considered (C). Fur-
thermore, our comparison between the biased and
the original GPT-2 model (D) revealed that our
modification of the attention mechanism caused a
substantial increase in predictive performance in
three behavioral datasets, encompassing both eye-
tracking (MECO, ∆AIC = −21.55; Provo, ∆AIC
= −13.72) and self-paced reading (Brown, ∆AIC
= −12.55). Our manipulation had no effect in the
UCL corpus (UCLET, ∆AIC = −0.59; UCLSPR,
∆AIC = −0.06) and resulted in a poorer fit in the
NatStor dataset (∆AIC = 4.31).

5 Discussion

In this study, we have demonstrated that a modifica-
tion of the GPT-2 model to emphasize local context
via a locally-biased attention mechanism results in
surprisal estimates that are more strongly correlated
with human reading times, and generally display a
better fit to human psychometric data. An excep-
tion to this second observation is offered by the

NatStor and UCL corpora; in Appendix A, we re-
port tentative evidence that the model improvement
seems to be related to the average sentence length
in the corpus. In particular, our locally-biased at-
tention seems to be particularly beneficial in cases
where the sentences are longer. This finding is
compatible with the idea of a lossy representation
of the context, where memory constraints become
more marked for longer text sequences. Future ap-
proaches could consider dynamically manipulating
the α parameter as a function of sentence lenght,
adjusting the strength of the bias to cases where the
human memory is taxed more strongly.

In LCST, the way memory representations de-
grade typically results in a word’s contextual pro-
cessing cost approaching its context-independent
processing cost, as predicted by its standalone prob-
ability (Futrell et al., 2020). Essentially, as the
fidelity of a listener’s memory representations di-
minishes, their anticipations increasingly align with
the prior, context-independent unigram probability.
Our findings empirically demonstrate that this is
the case, as the surprisal estimates from our locally-
biased transformer tend to regress towards word
frequency estimates (Figure 2, B). While our in-
tervention on the attention mechanism is directly
inspired by LCST, it should be noted that this imple-
mentation does not respect all the assumptions of
the theory. In particular, LCST posits as an assump-
tion the inaccessibility of the context (Claim 3);
here, the context is always available to the model,
albeit reduced attention weights are assigned to the
elements that are linearly distant from each other.

Importantly, our modification of the attention
mechanism resulted in models that were less per-
formant in next-word prediction (see Figure 2,
A). This is of course to be expected, as the ad-
dition of the exponential decay bias to the atten-
tion scores produces final attention weights that
deviate from the ones that have been optimized
for autoregression. Nonetheless, our results show
that a worse NLP model can constitute a better
cognitive model in terms of fit to psychometric
data. This result challenges the quality-power hy-
pothesis (QP; Wilcox et al., 2023), which posits
that more accurate language models (i.e., models
whose surprisal estimate better approximate the val-
ues from the data-generating distribution) should
provide surprisal estimates that better fit behavioral
data. However, QP does not hold if the probabilis-
tic information that humans deploy in real time
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is systematically biased with respect to the data-
generating distribution. One example of this sys-
tematic deviation is offered by the sensitivity of the
human parser to local word co-occurrence statistics
(Goodkind and Bicknell, 2021), which is exactly
what we model in the present paper. Thus, our
results show that human-like language processing
might inherently involve biases and limitations that
deviate from optimal statistical models.

Limitations

This study, while providing insights into the in-
tegration of cognitive constraints in transformer
models, is not without limitations. The approach
assumes a fixed attention decay rate, a simplifi-
cation that might not fully capture the dynamic
nature of human memory in language processing.
Furthermore, while we consider more psychome-
tric datasets than most studies in computational
psycholinguistics, the fact that we have only five
corpora does not allow us to draw conclusive in-
ferences on the impact of average sentence length
on the relative performance of our locally biased
models.
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A Sentence length

In our main analysis, we found that the surprisal
estimates from our locally biased model were asso-
ciated with a better fit to human psychometric data
in the MECO, Provo, and Brown datasets, while
our locally-biased model performed on par with
the original GPT-2 model in the UCL datasets, and
worse than its counterpart in the NatStor corpus.
We noted that the relative performance of the lo-
cally biased model was particularly improved in
datasets with long average sentence length (MECO,
Provo, and Brown). Indeed, the Pearson correlation
between mean sentence length (i.e., average num-
ber of word per sentence) and ∆AIC is r = −0.77
(p = 0.07). While the number of observations
(N = 6) and the absence of statistical significance
does not license strong conclusions on this regard,
we remark that this trend is compatible with the
idea of a lossy representation of the context, where
memory constraints are more pronounced in pro-
cessing longer text sequences.
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Abstract 

It is unclear whether large language models 
(LLMs) develop humanlike characteristics 
in language use. We subjected ChatGPT 
and Vicuna to 12 pre-registered 
psycholinguistic experiments ranging from 
sounds to dialogue. ChatGPT and Vicuna 
replicated the human pattern of language 
use in 10 and 7 out of the 12 experiments, 
respectively. The models associated 
unfamiliar words with different meanings 
depending on their forms, continued to 
access recently encountered meanings of 
ambiguous words, reused recent sentence 
structures, attributed causality as a function 
of verb semantics, and accessed different 
meanings and retrieved different words 
depending on an interlocutor’s identity. In 
addition, ChatGPT, but not Vicuna, 
nonliterally interpreted implausible 
sentences that were likely to have been 
corrupted by noise, drew reasonable 
inferences, and overlooked semantic 
fallacies in a sentence. Finally, unlike 
humans, neither model preferred using 
shorter words to convey less informative 
content, nor did they use context to resolve 
syntactic ambiguities. We discuss how 
these convergences and divergences may 
result from the transformer architecture. 
Overall, these experiments demonstrate 
that LLMs such as ChatGPT (and Vicuna to 
a lesser extent) are humanlike in many 
aspects of human language processing. 

1 Introduction 

The formal linguistic competence apparent in 
LLMs has led to debates over whether they can 
serve as cognitive models of human language use 
(see Mahowald et al., 2023). On the one hand, 
Chomsky argued that humans are endowed with 

an innate universal grammar (e.g., Chomsky, 
2000), and he and colleagues maintain that this 
“genetically installed ‘operating system’... is 
completely different from that of a machine 
learning program” (Chomsky et al., 2023, para. 6) 
such as ChatGPT, which is simply “a lumbering 
statistical engine for pattern matching” (para. 5). 
More optimistic researchers, however, argue that 
deep neural networks suffice to learn syntactic 
structure (Piantadosi, 2023), as evidenced by the 
fact that LLMs abide by complex grammatical 
rules (e.g., Goldberg, 2019; Linzen & Baroni, 
2021; McCoy et al., 2019).  

This debate emphasizes grammar, but 
regularities in language range from phonology to 
pragmatics. For example, people associate 
different sounds with different referents (e.g., 
Köhler, 1929), automatically reinterpret 
implausible sentences (e.g., Gibson et al., 2013), 
and expect demographically appropriate content 
from speakers (e.g., Van Berkum et al., 2008). Do 
LLMs share these regularities in language use? 
Piantadosi (2023) pointed out that LLMs integrate 
syntax and semantics (i.e., all aspects of usage are 
represented in a single vector space), so other 
humanlike regularities in language use might 
emerge along with grammaticality and coherence. 

We therefore subjected two LLMs—ChatGPT, 
from OpenAI (2022), and Vicuna (with 13B 
parameters), from the Large Model Systems 
Organization (Chiang et al., 2023)—to a battery of 
psycholinguistic tests, in 12 preregistered 
experiments per LLM (with default temperature). 
These experiments span a range of linguistic levels 
from sounds to discourse, with two experiments 
per level. In each experiment, each item was 
presented to each LLM 1000 times. We used mixed 
effects modelling to analyse model responses as a 
function of the experimental manipulations. The 
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preregistrations, data, and analytical codes are 
available at osf.io/vu2h3/ (ChatGPT) and 
osf.io/sygku/ (Vicuna). 

2 RESULTS 

Sounds: sound-shape association 
People tend to associate certain sounds with 
certain shapes. They assume, for instance, that a 
novel word such as takete or kiki refers to a spiky 
object, whereas a novel word such as maluma or 
bouba refers to a round object (Köhler, 1929). We 
asked ChatGPT and Vicuna to decide if a novel 
word (10 round-sounding and 10 spiky-sounding, 
according to Sidhu & Pexman, 2017) refers to a 
spiky shape or a round shape. Both LLMs 
assigned round-sounding novel words to round 
shapes more often than they assigned spiky-
sounding novel words to round shapes (ChatGPT: 
0.79 vs. 0.49, β = 2.02, SE = 0.34, z = 5.87, p < 
.001; Vicuna: 0.38 vs. 0.32, β = 0.27, SE = 0.11, z 
= 2.34, p = .019; see Fig 1 top left).  
 

Sounds: sound-gender association 
People can guess at above-chance rates whether 
an unfamiliar name refers to a man or a woman 
based on how it sounds (Cassidy et al., 1999; 
Cutler et al., 1990). In English, for example, 
women’s names end in vowels more often than 
men’s names do. We asked ChatGPT and Vicuna 
to complete 16 preambles containing a consonant-
ending or vowel-ending novel name (e.g., 
Although Pelcrad / Pelcra was sick...). Both 
LLMs were more likely to use a feminine pronoun 
(she/her/hers; e.g., Although Pelcra was sick, she 
refused to stay in bed and insisted on completing 
all her tasks for the day) to refer to vowel-ending 
names than to consonant-ending names 
(ChatGPT: 0.71 vs. 0.25, β = 4.33, SE = 1.24, z = 
3.50, p < .001; Vicuna: 0.40 vs. 0.02, β = 5.77, SE 
= 1.23, z = 4.70, p < .001; see Fig 1 top right).  
 
 

Words: word length and predictivity 
Corpus evidence suggests that words which carry 
less information tend to be shorter, making 

 

Fig 1. Results of sound-shape associations (top left), sound-gender associations (top right), word length and 
predictivity (bottom left), and word meaning priming (bottom right).  Diamonds stand for human conditional 

means in existing studies. Error bars stand for 95% confidence intervals. 
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communication more efficient (e.g., Piantadosi et 
al., 2011). In support of this hypothesis, 
Mahowald et al. (2013) showed that, when asked 
to choose between a shorter and a longer word of 
nearly identical meanings (e.g., math and 
mathematics), participants more often chose the 
shorter word when the sentence preamble was 
predictive of the meaning of the target word (i.e., 
when the word is less informative; e.g., Susan was 
very bad at algebra, so she hated...) than when it 
was neutral (e.g., Susan introduced herself to me 
as someone who loved...). We replicated 
Mahowald et al. (2013) on ChatGPT/Vicuna (with 
20 items).  Neither model was significantly more 
likely to choose shorter words following 
predictive than neutral preambles (ChatGPT: 0.26 
vs. 0.20, β = 0.35, SE = 0.21, z = 1.64, p = .101; 
Vicuna: 0.31 vs. 0.31, β = -0.15, SE = 0.20, z = -
0.77, p = .444; see Fig 1 bottom left).  
 

Words: word meaning priming 
People tend to access the more recently 
encountered meaning of an ambiguous word 
(word meaning priming: e.g., Rodd et al., 2013). 
For example, participants more often supplied an 
associate related to the job meaning (instead of the 
mail meaning) of post if they had recently read a 
sentence using that meaning (e.g., The man 
accepted the post in the accountancy firm) than if 
they had recently read a sentence using a synonym 
(e.g., The man accepted the job in the 
accountancy firm) or if they had not read such a 
sentence. We first presented ChatGPT and Vicuna 
with a set of 44 sentences (adapted from Rodd et 
al., 2013), including 13 word-meaning primes, 13 
synonym primes, and 18 filler sentences; 
afterwards, we presented them with 39 ambiguous 
cue words (e.g., post) and asked the models to 
provide an associate, with 13 words per condition, 
and we measured the proportion of associates 
related to the primed meaning (e.g., work). 
Neither LLMs produced significantly more 
associates related to the primed meaning in the 
synonym condition than the no-prime condition 
(ChatGPT: 0.38 vs. 0.33, β = 0.36, SE = 0.19, z = 
1.90, p = .057; Vicuna: 0.19 vs. 0.15, β = 0.39, SE 
= 0.28, z = 1.40, p = .162; see Fig 1 bottom right). 
Crucially, both models produced more associates 
related to the primed meaning in the word-
meaning condition than in the no-prime condition 
(ChatGPT: 0.53 vs. 0.33, β = 2.47, SE = 0.30, z = 

8.20, p < .001; Vicuna: 0.32 vs. 0.15, β = 3.33, SE 
= 0.50, z = 6.70, p < .001) and also than in the 
synonym condition (ChatGPT: 0.53 vs. 0.38, β = 
2.14, SE = 0.32, z = 6.71, p < .001; Vicuna: 0.32 
vs. 0.19, β = 2.86, SE = 0.48, z = 5.91, p < .001). 
These finding suggest that both LLMs are 
susceptible to word-meaning priming. 
 

Syntax: structural priming 
People tend to repeat a syntactic structure that 
they have recently encountered (structural 
priming; e.g., Bock, 1986). For instance, 
Pickering & Branigan (1998) had participants first 
complete a prime preamble that was designed to 
induce a completion of either a double-object 
(DO) dative structure (e.g., The racing driver 
gave/showed the helpful mechanic …) or a 
prepositional-object (PO) dative structure (e.g., 
The racing driver gave/showed the torn overall to 
…) and then complete a target preamble that could 
be continued as either a DO or a PO (e.g., The 
patient showed ...). Participants tended to 
complete a target preamble using the same 
structure that they used in completing a prime 
preamble, and the priming effect was larger when 
the target had the same than a different verb as the 
prime (e.g., when the prime preamble had the verb 
showed instead of gave). Following Pickering & 
Branigan (1998), we presented ChatGPT and 
Vicuna with 32 prime-target pairs consisting of a 
prime preamble followed by a target preamble. 
We measured whether ChatGPT completed a 
target preamble using a PO or DO structure (e.g., 
The patient showed his hand to the nurse vs. The 
patient showed the nurse his hand). We observed 
structural priming in both LLMs, with a higher 
proportion of PO completions of a target preamble 
when the corresponding prime preamble had been 
completed as a PO than when it had been 
completed as a DO (ChatGPT: 0.71 vs. 0.58, β = 
1.03, SE = 0.12, z = 8.68, p < .001; Vicuna: 0.81 
vs. 0.51, β = 2.93, SE = 0.34, z = 8.70, p < .001; 
see Fig 2 top left). Verb type (different vs. same 
verbs across prime and target) did not have an 
effect on completions for either model (ChatGPT: 
0.66 vs. 0.63, β = -0.06, SE = 0.09, z = -0.67, p = 
.504; Vicuna: 0.66 vs. 0.66, β = -0.14, SE = 0.23, 
z = -0.61, p = .545). But, importantly, verb type 
interacted with prime structure, indicating a 
lexical boost, with a stronger priming effect when 
the prime and the target had the same verb 
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(ChatGPT: β = 0.40, SE = 0.15, z = 2.73, p = .006: 
Vicuna: β = 1.20, SE = 0.45, z = 2.68, p = .007). 
These findings suggest that ChatGPT and Vicuna 
resemble humans in being susceptible to 
structural priming and the lexical boost. 
 

 Syntax: syntactic ambiguity resolution 
In what is known as the verb phrase/noun phrase 
(VP/NP) ambiguity (e.g., The ranger killed the 
dangerous poacher with the rifle), people tend to 
interpret the syntactically ambiguous 
prepositional phrase (PP, with the rifle) as 
modifying the VP (kill the dangerous poacher; 
VP attachment) rather than the noun phrase (the 
dangerous poacher; NP attachment) (e.g., Rayner 
et al., 1983). Critically, humans use contextual 
information to resolve the ambiguity and were 
more likely to have NP attachments when the 
discourse has introduced multiple possible 
referents than a single referent for the NP (e.g., 
There was a hunter and a poacher / two poachers; 
Altmann & Steedman, 1988). We tested whether 
LLMs also use context to disambiguate the 

VP/NP ambiguity. After reading a discourse 
sentence (introducing a single referent or multiple 
possible referents for the critical NP) followed by 
a sentence containing the VP/NP ambiguity, 
ChatGPT/Vicuna answered a question regarding 
the ambiguous sentence (with a total of 32 sets of 
stimuli). We manipulated whether the question 
probes the VP attachment (e.g., Did the hunter use 
a rifle?) or the NP attachment (e.g., Did the 
dangerous poacher have a rifle?). Both models 
attached the ambiguous PP more often to the VP 
than to the NP (ChatGPT: 0.94 vs. 0.06, β = -9.43, 
SE = 0.72, z = -13.04, p < .001; Vicuna: 0.63 vs. 
0.37, β = -1.37, SE = 0.16, z = -8.35, p < .001; see 
Fig 2 top right). There were similar NP 
attachments in the multiple-referent context and 
in the single-referent context (ChatGPT: 0.06 vs. 
0.06, β = -0.08, SE = 0.43, z = -0.18, p = .861; 
Vicuna: 0.37 vs. 0.36, β = 0.18, SE = 0.10, z = 
1.87, p = .061), but more NP attachments when 
answering an NP probe than when answering a 
VP probe (ChatGPT: 0.09 vs. 0.03, β = 3.27, SE = 

 

Fig 2. Results of structural priming (top left), syntactic ambiguity resolution (top right), implausible sentence 
interpretation (bottom left), and semantic illusions (bottom right). Diamonds stand for human conditional means in 

existing studies. Error bars stand for 95% confidence intervals. 
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0.97, z = 3.36, p < .001; Vicuna: 0.72 vs. 0.03, β 
= 5.63, SE = 0.48, z = 11.78, p < .001). There was 
no significant interaction between context and 
question (ChatGPT: β = 0.13, SE = 0.74, z = 0.18, 
p = .861; Vicuna: β = -0.16, SE = 0.24, z = -0.66, 
p = .511). These findings suggest, first of all, that 
neither ChatGPT nor Vicuna used contextual 
information to resolve syntactic ambiguities (at 
least the VP/NP ambiguity) as humans do and 
they might retain multiple representations of the 
ambiguous sentence (i.e., treating with the rifle as 
potentially modifying both the poacher and kill 
the poacher).  
 

Meaning: implausible sentence interpretation 
Listeners sometimes have to recover an intended 
message from noise-corrupted input (Gibson et 
al., 2013; Levy et al., 2009). For example, an error 
in production or comprehension may turn a 
plausible sentence into an implausible one when a 
word is omitted (e.g., to being omitted from a 
plausible PO such as The mother gave the candle 
to the daughter, resulting in an implausible DO 
such as The mother gave the candle the daughter) 
or when a word gets inserted (e.g., to being 
inserted into a plausible DO such as The mother 
gave the daughter the candle, resulting in an 
implausible PO such as The mother gave the 
daughter to the candle). If people believe that an 
implausible sentence results from a plausible 
sentence being noise-corrupted, then they can 
interpret the implausible sentence nonliterally to 
recover the intended message. Gibson et al. 
(2013) showed that people nonliterally interpret 
implausible DO sentences more often than 
implausible PO sentences, probably because they 
believe that omissions of to are more likely than 
insertions of to. We presented ChatGPT and 
Vicuna with 20 sentences (plausible or 
implausible, in a DO or PO structure), each 
followed by a yes/no question (e.g., Did the 
daughter receive something/someone?) probing 
whether the sentence is literally or nonliterally 
interpreted. ChatGPT made more nonliteral 
interpretations for implausible than plausible 
sentences (0.74 vs. 0.03, β = 10.85, SE = 0.73, z = 
14.80, p < .001; see Fig 2 bottom left), whereas 
the difference did not reach significance for 
Vicuna (0.50 vs. 0.37, β = 2.20, SE = 1.24, z = 
1.77, p = .076). There was an effect of structure 
on interpretation in ChatGPT, with more 

nonliteral interpretations for DO than PO 
sentences (0.47 vs. 0.29, β = 1.15, SE = 0.58, z = 
1.94, p = .047), but not in Vicuna (0.46 vs. 0.42, β 
= 0.04, SE = 0.36, z = 0.11, p = .910). The 
interaction between plausibility and structure was 
significant such that the increase in nonliteral 
interpretations for the DO structure compared to 
the PO structure was larger when a sentence was 
implausible than when it was plausible in both 
ChatGPT (β = 4.47, SE = 1.17, z = 3.81, p < .001)  
and in Vicuna (β = 1.40, SE = 0.69, z = 2.02, p = 
.043). Critically, when we examined the 
implausible sentences alone, there was humanlike 
pattern of interpretations in ChatGPT, with more 
nonliteral interpretations for implausible DO 
sentences than for implausible PO sentences (0.92 
vs. 0.56, β = 3.40, SE = 0.74, z = 4.59, p < .001) 
but not in Vicuna (0.54 vs. 0.47, β = 0.77, SE = 
0.57, z = 1.35, p = .178). These findings suggest 
that ChatGPT (but not Vicuna) was sensitive to 
syntactic structure, like humans, in the 
interpretation of implausible sentences. 
 

Meaning: semantic illusions 
People often fail to notice what seem to be 
conspicuous errors in sentences. For example, 
when asked the question Snoopy is a black and 
white cat in what famous Charles Schulz comic 
strip?, many people do not notice that Snoopy, 
from the comic strip Peanuts, is a not a cat but a 
dog. People are more likely to notice an erroneous 
word when it is semantically less similar to dog, 
such as mouse as in Snoopy is a black and white 
mouse in what famous Charles Schulz comic 
strip? (Erickson & Mattson, 1981). Such semantic 
illusions suggest that representing word meanings 
while processing sentences involves partial 
matches in semantic memory (Reder & Kusbit, 
1991). We asked ChatGPT and Vicuna trivia 
questions that contained a semantically 
appropriate keyword (baseline), a strong 
(semantically closely related) impostor, or a weak 
impostor (e.g., Snoopy is a black and white dog / 
cat / mouse in what famous Charles Schulz comic 
strip?), with a total of 54 sentences in three 
conditions, taken from Hannon and Daneman 
(2001). Following Erickson and Mattson (1981) 
and Hannon and Daneman (2001), we instructed 
the models either to answer the question or, if they 
detected a semantic error (which we illustrated 
with an example), to say wrong (i.e., to report an 
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error). For ChatGPT, compared to the baseline 
condition, there were more errors reported in the 
strong impostor condition (0.00 vs. 0,13, β = 0.87, 
SE = 0.00, z = 122035, p < .001; see Fig 2 bottom 
right) and in the weak impostor condition (0.00 
vs. 0.17, β = 2.83, SE = 0.00, z = 677303, p < 
.001); critically, more errors were reported in the 
weak than strong imposter condition (0.17 vs. 
0.13, β = 1.71, SE = 0.82, z = 2.10, p = .036). For 
Vicuna, there similar proportions of errors 
reported between the baseline and the strong 
imposter condition (0.002 vs. 0.022, β = -3.01, SE 
= 1.65, z = -1.82, p = .069) and between the 
baseline and the weak imposter condition (0.002 
vs. 0.017, β = 0.82, SE = 1.27, z = 0.65, p = .517); 
interestingly, we observed significantly more 
errors reported in the weak than strong imposter 
condition (β = 3.96, SE = 1.31, z = 3.02, p = .003), 
though numerically the mean error report rate was 
lower in the weak than strong imposter condition 
(0.017 vs. 0.022). These findings that ChatGPT, 
but not Vicuna, has the humanlike tendency to 

gloss over a conspicuous error caused by an 
expression that is semantically similar to the 
intended expression. 
 

Discourse: implicit causality 
Some verbs lead people to attribute causality to 
either the subject or the object (Brown & Fish, 
1983; Garvey & Caramazza, 1974). For example, 
a stimulus-experiencer verb such as scare often 
leads people to attribute causality to the subject 
(e.g., completing Gary scared Anna because... 
with he was violent) while an experiencer-
stimulus verb such as fear often leads people to 
attribute causality to the object (e.g., completing 
Gary feared Anna because... with she was 
violent). We asked and Vicuna to complete 
sentences adapted from Fukumura and van 
Gompel (2010), manipulated to elicit pronouns 
referring to either subject or objects, with 32 
sentences in two conditions. Both LLMs more 
often completed a sentence with a pronoun 
referring to the object (e.g., Gary scared/feared 

 

Fig 3. Results of implicit causality (top left), drawing inferences (top right), interlocutor-sensitive word meaning 
access (bottom left), and interlocutor-sensitive lexical retrieval (bottom right). Diamonds stand for human 

conditional means in existing studies. Error bars stand for 95% confidence intervals. 
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Anna because she/he was violent) following an 
experiencer-stimulus verb such as fear than 
following a stimulus-experiencer verb such as 
scare (ChatGPT: 0.95 vs. 0.00, β = 14.17, SE = 
0.94, z = 15.11, p < .001; Vicuna: .89 vs. 0.01, β 
= 14.95, SE = 1.57, z = 9.51, p < .001; see Fig 3 
top left). These findings suggest that LLMs are 
sensitive to a verb’s semantic biases. 
 

Discourse: drawing inferences  
People can make bridging inferences, which 
connect two pieces of information, more often 
than they make elaborative inferences, which 
extrapolate from a single piece of information 
(Singer & Spear, 2015). For instance, when 
asking a question like Did she cut her foot?, 
people always (almost) answer “yes” after reading 
While swimming in the shallow water near the 
rocks, Sharon cut her foot on a piece of glass. She 
had been looking for the watch that she misplaced 
while sitting on the rocks, where the message is 
explicitly stated. They often answer “yes” after 
reading While swimming in the shallow water 
near the rocks, Sharon stepped on a piece of glass. 
She called desperately for help, but there was no 
one around to hear her, as they can make a 
bridging inference. But they are less likely to 
answer “yes” after reading While swimming in the 
shallow water near the rocks, Sharon stepped on 
a piece of glass. She had been looking for the 
watch that she misplaced while sitting on the 
rocks, as an elaborative inference is required. We 
presented ChatGPT and Vicuna with a short 
passage and a yes/no question, with 24 items 
based on the design of Singer and Spear (2015) 
and using materials adapted from McKoon and 
Ratcliff (1986). A passage either contained 
explicit information, required a bridging 
inference, or required an elaborative inference. As 
all 24 target items were likely to elicit “yes” 
responses, we also presented the models with 24 
fillers designed to elicit “no” responses. Both 
LLMs produced fewer “yes” responses in the 
bridging condition than in the explicit condition 
(ChatGPT: 0.51 vs. 0.95, β = -5.06, SE = 0.10, z = 
- 50.16, p < .001; Vicuna: 0.25 vs. 0.79, β = -4.32, 
SE = 0.50, z = - 8.65, p < .001; see Fig 3 top right) 
and fewer “yes” responses in the elaborative than 
explicit condition (ChatGPT: 0.26 vs. 0.95, β = -
7.40, SE = 0.12, z = - 62.68, p < .001; Vicuna: 0.20 
vs. 0.79, β = -4.41, SE = 0.41, z = - 10.73, p < 

.001). Critically, ChatGPT gave fewer “yes” 
responses in the elaborative than bridging 
condition (0.26 vs. 0.51, β = -2.87, SE = 0.58, z = 
-4.93, p < .001), whereas Vicuna gave similar 
“yes” responses for the bridging and elaborative 
conditions (0.25 vs. 0.20, β = -0.09, SE = 0.42, z 
= -0.22, p = .830). These findings suggest that 
ChatGPT, but not Vicuna, is less likely to make 
elaborative than bridging inferences. 
 

Interlocutor sensitivity: word meaning access 
Words and other expressions may mean different 
things to different people. For example, speakers 
of British English (BE) typically interpret bonnet 
as referring to a car part, while speakers of 
American English (AE) typically interpret bonnet 
as referring to a hat, and listeners take such 
demographic attributes of speakers into account 
when comprehending language (e.g.,  Cai et al., 
2017; Van Berkum et al., 2008). For instance, Cai 
et al. (2017) showed that BE-speaking 
participants were more likely to access AE 
meanings of cross-dialectally ambiguous words 
(e.g., bonnet, gas) when the words were spoken in 
an AE than a BE accent. ChatGPT and Vicuna, at 
the time of testing, did not take spoken input, so 
we manipulated the interlocutor’s dialectal 
background by explicitly telling ChatGPT and 
Vicuna that the interlocutor was a BE/AE speaker 
(Hi, I am a British / American English speaker. I 
am from the UK / USA. I am now living in London 
/ New Year and studying for a BA degree at King's 
College London / the City University of New 
York). We then presented, one at a time, 36 cross-
dialectally ambiguous words (taken from Cai et 
al., 2017) and asked ChatGPT and Vicuna to give 
an associate to each word. We coded whether the 
models accessed the BE or AE meaning of these 
words based on the associates it gave (e.g., “hat” 
as an associate to bonnet would suggest that 
ChatGPT accessed the word’s AE meaning). 
There was more access to the AE meaning of a 
target word when the interlocutor was introduced 
as an AE speaker than a BE speaker, in both 
ChatGPT (0.46 vs. 0.36, β = 1.85, SE = 0.26, z = 
7.14, p < .001; see Fig 3 bottom left) and Vicuna 
(0.62 vs. 0.33, β = 2.80, SE = 0.54, z = 5.15, p < 
.001). These findings suggest that both models are 
sensitive to the user’s dialectal background in 
understanding word meanings. 
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People can take a listener’s dialectal background 
into account when retrieving words during 
language production (Cai et al., accepted in 
principle; Cowan et al., 2019). Using a word 
puzzle game, Cai et al. (accepted in principle) 
gave participants a definition spoken in either a 
BE or AE accent and asked them to type the 
defined word/phrase. Critically, the expected 
words differed between BE and AE for some of 
the definitions (e.g., a housing unit common in big 
cities that occupies part of a single level in a 
building block defines the word flat in BE and the 
word apartment in AE). Cai et al. found that 
participants produced more AE expressions for 
definitions spoken by an AE speaker than by a BE 
speaker. In the experiment, we told ChatGPT and 
Vicuna that the interlocutor was a BE or AE 
speaker (using the same introductions as in the 
word meaning access experiment). The 
interlocutor gave a definition of a word/phrase 
and the LLM supplied the defined word/phrase. 
There were more AE expressions supplied when 
the LLM was told that the definitions came from 
an AE speaker than from a BE speaker, for both 
ChatGPT (0.93 vs. 0.91, β = 4.39, SE = 1.56, z = 
2.81, p = .005; see Fig 2 bottom right) and Vicuna 
(0.88 vs. 0.65, β = 3.54, SE = 0.51, z = 6.91, p < 
.001). These findings suggest that both models are 
sensitive to the user’s dialectic background in 
their lexical choices. 

3 Discussion 

Our experiments showed that ChatGPT replicated 
human patterns in language comprehension and 
production in 10 out of 12 psycholinguistic tasks 
and Vicuna in 7 out of the same 12 tasks. We 
further note that the patterns of results mostly held 
when we removed example words/sentences 
presented in research papers (see Appendix C), 
suggesting that these effects are unlikely to be a 
result of LLMs explicitly learning these effects in 
training. These findings suggest that both models 
largely approximate human language processing. 

Both ChatGPT and Vicuna are built on 
transformer architectures (Vaswani et al., 2017), 
which allow them to vary how much weight they 
assign to different tokens within recent 
conversation history when predicting the 
subsequent token. This context sensitivity can 
explain LLMs’ humanlike tendency to re-use 

previously-used meaning of ambiguous words, 
understand and produce words in light of the 
interlocutor’s dialectic background, make 
inferences, and attribute causality according to 
verb semantics. In addition, the fact that LLMs 
change semantic representations of words to fit 
contexts (Ethayarajh, 2019) may help to account 
for ChatGPT’s humanlike susceptibility to 
semantic illusions and adjust its interpretation of 
implausible sentences. The tokenization method 
might help to capture form-meaning associations 
available in languages. Finally, the fact that LLMs 
are not trained on syntactic data but can be 
structurally primed suggests that they may have 
developed emergent syntax-like representations 
(Michaelov et al., 2023; Prasad et al., 2019; 
Sinclair et al., 2022). 

In two of the experiments, neither ChatGPT nor 
Vicuna replicated the patterns of human 
participants. It is possible that the tokenization 
methods lead LLMs to fail to capture the effect of 
predictivity on word length. For example, GPT-4 
segments roach into “ro” and “ach” and 
cockroach into “cock” and “roach”; thus, the 
model may fail to treat the two words as close in 
meaning as humans would do. In addition, both 
models failed to take context into account when 
resolving the VP/NP syntactic ambiguity (e.g., 
The hunter killed the dangerous poacher with a 
rifle), which is reminiscent of a similar absence of 
contextual effects in pragmatic understanding 
observed in ChatGPT (Qiu et al., 2023). This 
finding is surprising given LLM’s superb ability 
using contextual information. It is also interesting 
that ChatGPT replicated more humanlike patterns 
of language use than Vicuna did (10 versus 7 out 
of the 12 experiments). Given that increasing 
model size or training data improves performance 
(e.g., Devlin et al., 2019), we assume that this 
difference in mimicking the nuances of human 
language use should be attributed to Vicuna being 
a smaller model than GPT-3.5. 

In conclusion, our results point to the interesting 
possibility that LLMs such as ChatGPT (and 
Vicuna to a lesser extent) can be used, by 
psycholinguists and cognitive psychologists, as 
models of language users (e.g., Aher et al., 2023; 
Argyle et al., 2023; Jain et al., 2023). Perhaps 
researchers can experiment with LLMs to 
generate hypotheses, assess the replicability of 
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existing psycholinguistic effects, estimate effect 
sizes, and model language development. 

4 Limitations 

There are several limitations worth noting. First, 
the selection of the 12 psycholinguistic tasks might 
seem arbitrary and lack robust justification, raising 
concerns about the potential bias towards tasks 
where LLMs are inherently more successful. 
Second, there were inherent discrepancies in the 
experimental designs used for LLMs compared to 
those for human studies, encompassing differences 
in materials, procedures, and contexts. Third, many 
experiments do not include direct comparisons 
between LLM and human behaviours due to the 
unavailability of data in corresponding human 
studies. 

References  
Altmann, G., & Steedman, M. (1988). Interaction with 

context during human sentence processing. 
Cognition, 30(3), 191–238. 
https://doi.org/10.1016/0010-0277(88)90020-0 

Aher, G. V., Arriaga, R. I., & Kalai, A. T. (2023, July). 
Using large language models to simulate multiple 
humans and replicate human subject studies. 
Proceedings of the 40th International Conference on 
Machine Learning, PMLR 202:337-371.  
https://proceedings.mlr.press/v202/aher23a.html 

Argyle, L. P., Busby, E. C., Fulda, N., Gubler, J. R., 
Rytting, C., & Wingate, D. (2023). Out of one, many: 
Using language models to simulate human samples. 
Political Analysis, 31(3), 337-351. 
https://doi.org/10.1017/pan.2023.2 

Bock, J. K. (1986). Syntactic persistence in language 
production. Cognitive Psychology, 18(3), 355–387. 
https://doi.org/10.1016/0010-0285(86)90004-6 

Brown, R., & Fish, D. (1983). The psychological 
causality implicit in language. Cognition, 14(3), 
237–273. https://doi.org/10.1016/0010-
0277(83)90006-9 

Cai, Z. G., Dunn, M. S., & Branigan, H. P. (accepted 
in principle). How do speakers tailor lexical choices 
according to their interlocutor’s accent? Journal of 
Experimental Psychology: Learning, Memory, and 
Cognition. https://osf.io/b3fcm/ 

Cai, Z. G., Gilbert, R. A., Davis, M. H., Gaskell, M. G., 
Farrar, L., Adler, S., & Rodd, J. M. (2017). Accent 
modulates access to word meaning: Evidence for a 
speaker-model account of spoken word recognition. 
Cognitive Psychology, 98, 73–101. 
https://doi.org/10.1016/j.cogpsych.2017.08.003 

Cassani, G., Chuang, Y.-Y., & Baayen, R. H. (2020). 
On the semantics of nonwords and their lexical 
category. Journal of Experimental Psychology: 

Learning, Memory, and Cognition, 46(4), 621. 
https://doi.org/10.1037/xlm0000747 

Cassidy, K. W., Kelly, M. H., & Sharoni, L. J. (1999). 
Inferring gender from name phonology. Journal of 
Experimental Psychology: General, 128(3), 362–
381. https://doi.org/10.1037/0096-3445.128.3.362 

Chiang, W.-L., Li, Z., Lin, Z., Sheng, Y., Wu, Z., 
Zhang, H., Zheng, L., Zhuang, S., Zhuang, Y., & 
Gonzalez, J. E. (2023). Vicuna: An open-source 
chatbot impressing gpt-4 with 90%* chatgpt quality. 
https://lmsys.org/blog/2023-03-30-vicuna/ 

Chomsky, N. (2000). New horizons in the study of 
language and mind. Cambridge University Press. 

Chomsky, N., Roberts, I., & Watumull, J. (2023, 
March 8). Noam Chomsky: The false promise of 
ChatGPT. The New York Times. 
https://archive.is/AgWkn#selection-317.0-317.13 

Cowan, B. R., Doyle, P., Edwards, J., Garaialde, D., 
Hayes-Brady, A., Branigan, H. P., Cabral, J., & 
Clark, L. (2019). What’s in an accent? The impact of 
accented synthetic speech on lexical choice in 
human-machine dialogue. Proceedings of the 1st 
International Conference on Conversational User 
Interfaces, 1–8. 
https://doi.org/10.1145/3342775.3342786 

Cutler, A., McQueen, J., & Robinson, K. (1990). 
Elizabeth and John: Sound patterns of men’s and 
women’s names. Journal of Linguistics, 26(2), 471–
482. 
https://doi.org/doi:10.1017/S0022226700014754 

Devlin, J., Chang, M.-W., Lee, K., & Toutanova, K. 
(2019). BERT: Pre-training of Deep Bidirectional 
Transformers for Language Understanding. arXiv. 
https://doi.org/10.48550/arXiv.1810.04805 

Erickson, T. D., & Mattson, M. E. (1981). From words 
to meaning: A semantic illusion. Journal of Verbal 
Learning and Verbal Behavior, 20(5), 540–551. 
https://doi.org/10.1016/S0022-5371(81)90165-1 

Ethayarajh, K. (2019). How contextual are 
contextualized word representations? Comparing the 
geometry of BERT, ELMo, and GPT-2 embeddings. 
arXiv. https://doi.org/10.48550/arXiv.1909.00512 

Fukumura, K., & van Gompel, R. P. G. (2010). 
Choosing anaphoric expressions: Do people take into 
account likelihood of reference? Journal of Memory 
and Language, 62(1), 52–66. 
https://doi.org/10.1016/j.jml.2009.09.001 

Garvey, C., & Caramazza, A. (1974). Implicit causality 
in verbs. Linguistic Inquiry, 5(3), 459–464. 

Gibson, E., Bergen, L., & Piantadosi, S. T. (2013). 
Rational integration of noisy evidence and prior 
semantic expectations in sentence interpretation. 
Proceedings of the National Academy of Sciences, 
110(20), 8051–8056. 
https://doi.org/10.1073/pnas.1216438110 

Goldberg, Y. (2019). Assessing BERT's syntactic 
abilities. https://doi.org/10.48550/arXiv.1901.05287 

Hannon, B., & Daneman, M. (2001). Susceptibility to 
semantic illusions: An individual-differences 

45



 
 

perspective. Memory & Cognition, 29(3), 449–461. 
https://doi.org/10.3758/BF03196396 

Jain, S., Vo, V. A., Wehbe, L., & Huth, A. G. (2023). 
Computational language modeling and the promise 
of in silico experimentation. Neurobiology of 
Language, 1-27. 
https://doi.org/10.1162/nol_a_00101 

Köhler, W. (1929). Gestalt Psychology. Liveright. 
Levy, R., Bicknell, K., Slattery, T., & Rayner, K. 

(2009). Eye movement evidence that readers 
maintain and act on uncertainty about past linguistic 
input. Proceedings of the National Academy of 
Sciences, 106(50), 21086–21090. 
https://doi.org/10.1073/pnas.0907664106 

Linzen, T., & Baroni, M. (2021). Syntactic Structure 
from Deep Learning. Annual Review of Linguistics, 
7(1), 195–212. https://doi.org/10.1146/annurev-
linguistics-032020-051035 

Mahowald, K., Fedorenko, E., Piantadosi, S. T., & 
Gibson, E. (2013). Info/information theory: Speakers 
choose shorter words in predictive contexts. 
Cognition, 126(2), 313–318. 
https://doi.org/10.1016/j.cognition.2012.09.010 

Mahowald, K., Ivanova, A. A., Blank, I. A., 
Kanwisher, N., Tenenbaum, J. B., & Fedorenko, E. 
(2023). Dissociating language and thought in large 
language models: A cognitive perspective. arXiv. 
http://arxiv.org/abs/2301.06627 

McCoy, R. T., Pavlick, E., & Linzen, T. (2019). Right 
for the wrong reasons: Diagnosing syntactic 
heuristics in natural language inference. arXiv. 
https://doi.org/10.48550/arXiv.1902.01007 

McKoon, G., & Ratcliff, R. (1986). Inferences about 
predictable events. Journal of Experimental 
Psychology: Learning, Memory, and Cognition, 12, 
82–91. https://doi.org/10.1037/0278-7393.12.1.82 

Michaelov, J., Arnett, C., Chang, T., & Bergen, B. 
(2023). Structural priming demonstrates abstract 
grammatical representations in multilingual language 
models. Proceedings of the 2023 Conference on 
Empirical Methods in Natural Language Processing, 
3703–3720. https://aclanthology.org/2023.emnlp-
main.227/ 

OpenAI. (2022, November 30). Introducing ChatGPT. 
https://openai.com/blog/chatgpt 

Piantadosi, S. (2023). Modern language models refute 
Chomsky’s approach to language. Lingbuzz 
Preprint, 7180. 
https://lingbuzz.net/lingbuzz/007180/v1.pdf 

Piantadosi, S. T., Tily, H., & Gibson, E. (2011). Word 
lengths are optimized for efficient communication. 
Proceedings of the National Academy of Sciences, 
108(9), 3526–3529. 
https://doi.org/10.1073/pnas.1012551108 

Pickering, M. J., & Branigan, H. P. (1998). The 
representation of verbs: Evidence from syntactic 
priming in language production. Journal of Memory 
and Language, 39(4), 633–651. 
https://doi.org/10.1006/jmla.1998.2592 

Prasad, G., Van Schijndel, M., & Linzen, T. (2019). 
Using priming to uncover the organization of 
syntactic representations in neural language models. 
arXiv. https://doi.org/10.48550/arXiv.1909.10579 

Qiu, Z., Duan, X., & Cai, Z. G. (2023). Pragmatic 
Implicature Processing in ChatGPT. PsyArXiv. 
https://doi.org/10.31234/osf.io/qtbh9. 

Rayner, K., Carlson, M., & Frazier, L. (1983). The 
interaction of syntax and semantics during sentence 
processing: Eye movements in the analysis of 
semantically biased sentences. Journal of Verbal 
Learning and Verbal Behavior, 22(3), 358–374. 
https://doi.org/10.1016/S0022-5371(83)90236-0 

Reder, L. M., & Kusbit, G. W. (1991). Locus of the 
Moses illusion: Imperfect encoding, retrieval, or 
match? Journal of Memory and Language, 30(4), 
385–406. https://doi.org/10.1016/0749-
596X(91)90013-A 

Rodd, J. M., Lopez Cutrin, B., Kirsch, H., Millar, A., 
& Davis, M. H. (2013). Long-term priming of the 
meanings of ambiguous words. Journal of Memory 
and Language, 68(2), 180–198. 
https://doi.org/10.1016/j.jml.2012.08.002 

Sidhu, D. M., & Pexman, P. M. (2017). A prime 
example of the Maluma/Takete effect? Testing for 
sound symbolic priming. Cognitive Science, 41(7), 
1958–1987. https://doi.org/10.1111/cogs.12438 

Sinclair, A., Jumelet, J., Zuidema, W., & Fernández, R. 
(2022). Structural persistence in language models: 
Priming as a window into abstract language 
representations. Transactions of the Association for 
Computational Linguistics, 10, 1031–1050. 
https://doi.org/10.1162/tacl_a_00504 

Singer, M., & Spear, J. (2015). Phantom recollection 
of bridging and elaborative inferences. Discourse 
Processes, 52(5–6), 356–375. 
https://doi.org/10.1080/0163853X.2015.1029858 

Van Berkum, J. J. A., van den Brink, D., Tesink, C. M. 
J. Y., Kos, M., & Hagoort, P. (2008). The neural 
integration of speaker and message. Journal of 
Cognitive Neuroscience, 20(4), 580–591. 
https://doi.org/10.1162/jocn.2008.20054 

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., 
Jones, L., Gomez, A. N., Kaiser, Ł., & Polosukhin, I. 
(2017). Attention is all you need. Advances in Neural 
Information Processing Systems, 30. 
https://proceedings.neurips.cc/paper/7181-attention-
is-all 

 
 
 
 
 
 
 

46



 
 

A  Appendices – Prompts 

Sounds: sound-shape association 

Hi, I'd like to play a NON-WORD guessing game 
with you. You need to guess whether the non-
word refers to a round or spiky shape, based on its 
pronunciation. If you don't know the meaning, just 
guess the shape. Please don't ask any questions. 
For each non-word, please say only "round" or 
"spiky". Is that OK? 

Sounds: sound-gender association 

I'd like to play a sentence completion game with 
you. I will provide a fragment and I would like 
you to repeat the fragment and complete it into a 
full sentence. 

Words: word length and predictivity 

Hi, I'd like to play a sentence completion game 
with you. I will provide a sentence preamble and 
two choices of words to complete the preamble. 
Please choose a word that you think best 
completes the sentence. For instance, if you are 
given the following preamble and choices: The 
boy went to the park to fly a ... 1. plane 2. kite. 
You can choose "kite" as a completion. Just give 
me the one word that you choose. Shall we start? 

Words: word meaning priming 

(Priming part) I would like to present you with a 
list of unrelated sentences. Please just read them; 
you don't have to do anything with them for now. 
Is that OK? 

(Word association part) Next, I am going to 
present a list of unrelated words one by one; upon 
reading a word, please provide ONLY ONE 
word/phrase as an associate. For instance, if I say 
"milk", you can provide "breakfast" or "cow" as 
an associate. Is that OK? 

Syntax: structural priming 

I'd like to play a sentence completion game with 
you. I will provide a sentence preamble and I 
would like you to repeat the preamble and 
continue it into a full sentence. 

Syntax: syntactic ambiguity resolution 

I will present you a small discourse containing 
several sentences, followed by a question about 

the discourse. Please only answer "yes" or "no" to 
the question according to preceding discourse. For 
instance, if you read "There was a tiger and a fox. 
The tiger ate the fox because it was hungry. Did 
the tiger eat the fox?", you should answer "Yes" 
to the question. If you read "There was a tiger and 
a fox. The tiger ate the fox because it was hungry. 
Did the fox escape from the tiger?", you should 
answer "No" to the question. Is that OK? 

Meaning: implausible sentence interpretation 

I'd like to play a sentence comprehension game 
with you. I will give a sentence and a yes-or-no 
question regarding the sentence. Please simply 
answer "Yes" or "No" to the question. Shall we 
start? 

Meaning: semantic illusions 

I want you to answer some questions. Usually a 
one-word answer will be enough. If you don't 
know the answer, just say "don't know." You will 
occasionally encounter a question which has 
something wrong with it. For example, you might 
see the question: "When was President Gerald 
Ford forced to resign his office? " The thing that 
is wrong in this example is that Ford wasn't forced 
to resign. When you see a question like this, just 
say "'wrong." OK? 

Discourse: implicit causality 

I'd like to play a sentence completion game with 
you. I will provide a sentence preamble and I 
would like you to repeat the preamble and 
continue it into a full sentence. 

Discourse: drawing inferences 

I will present you with sentences and ask a yes or 
no question about those sentences. Please respond 
only with "yes", "no", or "don't know". Is that 
OK? 

Interlocutor sensitivity: word meaning access 

I'd like to play a word association game with you. 
I will give you a word, and you are to give ONE 
word or phrase that you think of at reading the 
word I gave. For example, if I say "milk", you can 
say "cow" or "breakfast". I will give you the first 
word. Shall we start? 

Interlocutor sensitivity: lexical retrieval 

47



 
 

I'd like to play a word puzzle game with you. I will 
give you a definition and you are to supply the 
word/phrase that is defined. For example, if the 
definition is "an electronic device for storing and 
processing data, typically in binary form", you can 
say "computer". I will give you the first definition. 
Please only give me the defined word/phrase. 
Shall we start? 

B Appendices – Materials and methods 

All experiments were preregistered 
(ChatGPT: osf.io/vu2h3/registrations; Vicuna: 
osf.io/sygku/registrations), with all materials and 
analytical plans preregistered prior to data 
collection and analysis. We ran the ChatGPT 
experiments with a web interface 
(https://chat.openai.com/) and the Vicuna 
experiments with the model’s API. For ChatGPT, 
we adopted a multiple-trial-per-run design, as 
with a human participant (i.e., there were multiple 
trials in each session/run with ChatGPT); such a 
design was adopted because it reduced the number 
of runs/sessions as at the time of testing it was 
sometimes difficult to secure a session with 
ChatGPT. With Vicuna, we used a one-trial-per-
run design, where we only presented the 
experimental instructions and one target trial in 
each run/session with the model. 

Unless otherwise stated, all experiments 
shared some common procedures, as specified in 
the preregistrations. First, all ChatGPT 
experimental materials were assigned to different 
lists according to the number of within-item 
conditions (e.g., two lists if there were two within-
item conditions) such that different experimental 
versions of the same item appeared in different 
lists; all stimuli (targets and fillers) in a list were 
randomly presented; note that in Vicuna 
experiments there was only one trial per run so no 
lists or fillers were needed). Second, we used a 
Python script to simulate a human interlocutor 
having a chat with ChatGPT/Vicuna. The 
simulated interlocutor always began with 
instructions regarding how the task was to be 
done. Third, each item in an experiment was run 
1000 times with ChatGPT/Vicuna (in ChatGPT, 
the stimuli in a list); in our pilot, we found that 
ChatGPT tended to stop responding after a certain 
number of prompts, so for experiments with more 
than 70 trials, we split the stimuli into two blocks 

and ran each block 1000 times. If an experimental 
run ended prematurely, the run was replaced. The 
experimental instructions for the experiments can 
be found in Supplement Information. 
 
Sounds: sound-shape association 
There were 20 trials, 10 with a novel word deemed 
spiky-sounding by human participants (Sidhu & 
Pexman, 2017) and 10 with a round-sounding 
novel word (osf.io/6wxp3); in each trial, we 
presented a novel word (e.g., tuhkeetee) and 
ChatGPT/Vicuna decided whether it referred to a 
round or spiky shape. We used a Python script to 
automatically extract "round" and "spiky" from 
the responses. Responses where automatic text 
extraction failed to detect a "round" or "spiky" 
response or where it detected both a “round” and 
a “spiky” response were coded by a native English 
speaker (as "round" or "spiky", or, if neither or 
both apply, as "other") in a condition-blind 
manner. Sometimes ChatGPT provided a 
justification or elaboration for its answer; in this 
case, we used the shape judgement but ignore the 
elaboration. We excluded "other" responses from 
the analysis (0.5% and 2.6% of all the data 
respectively for ChatGPT and Vicuna). 
  
Sounds: sound-gender association 
There were 16 target trials and 16 filler trials 
(osf.io/7yrf8). In a target trial, we presented a 
preamble that contained a novel name as the 
subject of the preamble (e.g., Although Pelcrad 
was sick …) and ChatGPT/Vicuna completed the 
preamble into a full sentence (e.g., Although 
Pelcrad was sick, he got up and went to work). We 
determined whether ChatGPT/Vicuna referred to 
the novel name as feminine or masculine by first 
automatically extracting pronouns (she/her/hers 
or he/him/his) from ChatGPT/Vicuna 
completions. For responses where no pronoun or 
multiple pronouns of different genders were 
detected, we had a native speaker of English 
determine if the novel name was referred to as 
feminine or masculine. If a response was judged 
to refer to the novel name as neither feminine nor 
masculine, or not to refer to the novel name at all, 
then it was coded as an “other” response and was 
excluded from further analyses (24.3% and 7.8% 
of all the data respectively for ChatGPT and 
Vicuna). 
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Words: word length and predictivity 
The stimuli were the same as in Mahowald et al. 
(2013), consisting of 40 target items and 40 fillers 
(osf.io/n645c), divided into two blocks (10 targets 
and 10 fillers in each block). In a trial, we 
presented ChatGPT with a sentence preamble 
with the last word missing and ChatGPT/Vicuna 
chose between two words (e.g., Susan was very 
bad at algebra, so she hated… 1. math 2. 
mathematics.). For ChatGPT, the order of the two 
choices was counter-balanced across lists (i.e., the 
order of the long and short candidate words was 
counterbalanced: On each run, we presented 
ChatGPT with one of two lists, each containing 
one order for each item, and 20 short-first and 20 
long-first stimuli). We coded whether 
ChatGPT/Vicuna chose the short or long word in 
a target trial. 
 
Words: word meaning priming 
The experiment consisted of two parts: a priming 
part and a word association part. In the priming 
part, we presented a set of 44 sentences in one go 
to ChatGPT/Vicuna, including 13 word-meaning 
primes, 13 synonym primes and 18 filler 
sentences (osf.io/ym7hg); note that when a target 
word was in the no-prime condition, there was no 
prime sentence in the priming part. This was 
immediately followed by the word association 
part (for ChatGPT, all the 39 ambiguous words 
were presented one by one in a random order on a 
run; for Vicuna, only one ambiguous word was 
presented on a run). For each of 39 target 
ambiguous words (e.g., post), ChatGPT gave an 
associate (e.g., mail). We used the algorithm and 
database developed by Gilbert and Rodd (2022) to 
code whether an associate related to the (primed) 
subordinate meaning of a target word. There were 
516 unique target-associate pairs not available in 
the database (50.2% of all unique pairs), two 
native speakers of English independently and 
condition-blindly coded whether an associate 
related to the subordinate meaning of the target 
word. Coding disagreements between the two 
coders (9.7% of manually-coded pairs) were 
resolved by a third coder, also a native speaker, in 
a condition-blind manner failed to provide an 
associate were coded as "other" and removed 
from further analyses (0.2% and 0% of all the data 
respectively for ChatGPT and Vicuna). 
 

Syntax: structural priming 
This experiment was run concurrently with the 
implicit causality experiment for ChatGPT (but 
not for Vicuna) because they had the same task 
and their target stimuli could serve as filler stimuli 
to each other. There were 64 preambles, forming 
32 prime-target pairs, together with 64 filler 
preambles, 32 of which were experimental stimuli 
for the concurrent experiment (osf.io/k3cfv). For 
ChatGPT, these stimuli were divided into two 
blocks. In each pair, the prime (e.g., The racing 
driver showed the helpful mechanic …) was 
always presented first for ChatGPT/Vicuna to 
complete (e.g., The racing driver showed the 
helpful mechanic the problem with the car, hoping 
they would be able to fix it in time for the next 
race), followed by the target preamble. For data 
coding, we made use of a pre-trained language 
model named "en_core_web_trf" 
(https://spacy.io/models/en) to generate 
dependency labels for the arguments of a verb. 
We specified all the verbs in model responses. 
The algorithm determined whether a response had 
a particular structure depending on the labels of 
the verb's arguments. To test the accuracy of the 
automatic coding using the algorithm, we did 5 
pilot runs of the structural priming experimental 
items, with a total of 160 responses generated by 
ChatGPT (i.e., 5 runs of 1 block of 16 items). We 
first had these responses coded by a native speaker 
of English as DO, PO, or other sentences. Then 
we had the algorithm code the same set of model 
responses. There was a 100% match between the 
human and automatic coding (see osf.io/wkzr8 for 
the scripts and the coding test). We then used the 
algorithm to automatically code both prime and 
target completions as DO, PO, or "other" 
responses. Pairs in which either sentence was 
coded as “other” were removed from further 
analyses (22.8% and 20.3% of all the data 
respectively for ChatGPT and Vicuna). 
 
Syntax: syntactic ambiguity resolution 
The experiment had 32 target trials and 32 filler 
trials (osf.io/c28ur). A trial consisted of a context 
sentence and a target sentence, followed by a 
probe question (e.g., There was a hunter and a 
poacher. The hunter killed the dangerous poacher 
with a rifle not long after sunset. Did the hunter 
use a rifle?). ChatGPT/Vicuna was asked to 
answer "yes" or "no" to the probe question. We 
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used automatic text extraction of "yes" or "no" 
from ChatGPT responses. If the method failed to 
extract "yes" or "no" from a response, a native 
speaker of English coded it manually and 
condition-blindly into "yes", "no", or "other". 
Responses coded as "other" were excluded from 
the analyses (22.8% and 20.3% of all the data 
respectively for ChatGPT and Vicuna). 
 
Meaning: implausible sentence interpretation 
The stimuli were taken from Experiment 1.4 in 
Gibson et al. (2013), with 20 target trials and 40 
filler trials (osf.io/2pktf). In a target trial, we 
presented ChatGPT/Vicuna with a sentence 
(plausible or implausible, in a DO or PO structure) 
together with a yes/no comprehension question 
(e.g., The mother gave the candle the daughter. 
Did the daughter receive something/someone?). 
We used automatic text extraction of "yes" or "no" 
from model responses; in trials where no “yes” or 
“no” was extracted, responses were manually 
inspected by a native speaker of English to 
determine if the response indicates a “yes” or “no” 
response; a trial was excluded if ChatGPT/Vicuna 
gave no clear indication of "yes" or "no" in its 
response (0.7% and 0.4% respectively for 
ChatGPT and Vicuna). A "yes"/"no" response 
was further coded as a literal interpretation of a 
target sentence (e.g., a "no" response to The 
mother gave the candle the daughter. Did the 
daughter receive something/someone?) or a 
nonliteral interpretation (e.g., a "yes" response to 
the above example). 
 
Meaning: semantic illusions 
The experiment contained 72 items, with 54 
targets and 18 fillers (osf.io/r67f2); we divided 
these stimuli into two blocks (for ChatGPT). In a 
trial, we presented ChatGPT/Vicuna a question 
(e.g., Snoopy is a black and white cat in what 
famous Charles Schulz comic strip?), which it 
gave an answer or reported an error if it detected 
something wrong with the sentence. We coded 
whether a semantic illusion was detected by 
ChatGPT/Vicuna (by answering "wrong") or not 
(by giving any other answer). For Vicuna, 10 
responses (out of 20,000) seemed to not relevant 
to the target question and were removed from the 
analyses.  
 
Discourse: implicit causality 

The experiment was run concurrently with the 
structural priming experiment in ChatGPT (but 
not in Vicuna). The experiment contained 32 
target preambles (adapted from Fukumura & van 
Gompel, 2010) and 96 filler preambles, 64 of 
which were target stimuli from the structural 
priming experiment (osf.io/k3cfv); these stimuli 
were divided into two blocks in ChatGPT (but not 
in Vicuna). In a target trial, we presented 
ChatGPT/Vicuna with a sentence preamble in the 
format of subject-verb-object followed by 
because (e.g., Gary scared Anna because ...); the 
subject and object were personal names that 
differed in gender (with name gender counter-
balanced between the subject and the object 
across items). ChatGPT/Vicuna repeated and 
completed the preamble (e.g., Gary scared Anna 
because he jumped out from behind a tree and 
yelled "boo!"). As in the sound-gender 
association experiment, we used automatic text 
extraction (he/him/his/ vs she/her/hers following 
because) to code the completion as referring to the 
subject or the object. For responses where 
automatic text extraction failed to extract the 
pronouns or extracted multiple pronouns that 
differed in gender, two native English speakers 
independently and condition-blindly coded those 
items, with a third native English speaker 
resolving any discrepancies between the first two 
coders. Responses that included no pronouns, 
pronouns of different genders, or were otherwise 
ambiguous in terms of subject/object reference 
were coded as "other" (17% and 5% for ChatGPT 
and Vicuna respectively) and removed from 
further analyses. 
 
Discourse: drawing inferences 
The experiment contained 48 items (24 targets 
and 24 fillers; osf.io/e3wxc). A filler item 
comprised two sentences and a yes/no question 
(e.g., While swimming in the shallow water near 
the rocks, Sharon cut her foot on a piece of glass. 
She had been looking for the watch that she 
misplaced while sitting on the rocks. Did she cut 
her foot?). For target items, the question should 
elicit a "yes" response if inferences were made but 
a “no” response if no inference was made. We 
used automatic text extraction to extract the "yes" 
and "no" answers; a native speaker manually 
inspected a response if no “yes” or “no” response 
was detected. When a response indicated a “don’t 
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know” response (42% and 44% for ChatGPT and 
Vicuna respectively), it was excluded from further 
analyses. 
 
Interlocutor sensitivity: word meaning access 
The experiment began with a self-introduction of 
the simulated interlocutor. For the BE/AE 
interlocutor, we use the introduction “Hi, I am a 
British / American English speaker. I am from the 
UK / USA. I am now living in London / New York 
and studying for a BA degree at King's College 
London / the City University of New York”; for 
the AE interlocutor, we used the introduction “Hi, 
I am an American English speaker. I am from the 
USA. I am now living in New York and studying 
for a BA degree at the City University of New 
York”. The experiment contained 56 trials, with 
36 target words that have different meanings 
between BE and AE (e.g., bonnet, see 
osf.io/k2jgd) and 20 filler words that do not. A 
trial began with an interlocutor typing a word 
(e.g., bonnet) and ChatGPT/Vicuna gave an 
associate (e.g., “hat”). We filtered the data for 
unique responses to each target word and had two 
native speakers of English, who were provided 
with definitions of the BE and AE meanings of 
target words, to independently and condition-
blindly code these unique responses as relating the 
BE meaning of the target word (e.g., “car” as 
relating to the vehicle meaning of bonnet), the AE 
meaning (e.g., “hat” as relating to the headdress 
meaning of bonnet), or some other meaning. Any 
disagreement in coding (15.5% of all unique 
responses) was resolved by a third coder (also a 
native speaker of English). Trials where the 
associate related to "other" meanings or the 
response did not provide an associate (12% and 
40% for ChatGPT and Vicuna respectively) were 
discarded from further analyses. 
 
Interlocutor sensitivity: lexical retrieval 
The experiment began with a self-introduction of 
the simulated interlocutors (BE interlocutor vs. 
AE interlocutor), using the same wording as in the 
Interlocutor sensitivity: word meaning access 
experiment. It contained 56 definitions, half of 
which were target definitions for which BE and 
AE have different lexical expressions (e.g., 
potatoes deep-fried in thin strips defines chips in 
BE but French fries in AE; see osf.io/28vt4). A 
trial began with the interlocutor typing a 

definition (e.g., potatoes deep-fried in thin strips) 
and ChatGPT/Vicuna giving the defined 
word/phrase (e.g., French fries). We filtered the 
data for unique responses for each definition and 
had two coders (native speakers of English) code 
these responses independently and condition-
blindly as a BE expression, an AE expression, or 
an “other” expression, in reference to the BE/AE 
expressions associated with each definition. 
Variants of the reference BE/AE expressions 
(e.g., "economy class" instead of "economy", 
"chip" instead of "chips") were accepted as BE or 
AE expressions. Words/phrases that did not go 
with the reference expressions were coded as 
"other". Any disagreement in coding (5.1% of all 
unique responses) was resolved by a third coder 
(also a native speaker of English and again in a 
condition-blind manner). Trials with "other" 
expressions (5% and 21% for ChatGPT and 
Vicuna respectively) were discarded from further 
analyses. 

 

C Appendix - Additional analyses 

We provided exploratory analyses 
(preregistered or non-preregistered) here; 
preregistered exploratory analyses can also be 
viewed in the preregistrations 
(osf.io/vu2h3/registrations). 
Sounds: sound-shape association 
In a non-preregistered analysis, we tested the 
possibility that an LLM might have been trained 
on the papers (or their abstracts) on which our 
experiments were based and associated a 
psycholinguistic effect with the exemplar stimuli 
used in the paper/abstract to illustrate the 
psycholinguistic effect. If this is the case, we 
should expect the effect to disappear if we 
removed the exemplar items from the analyses. 
Thus, in this experiment, we removed 6 exemplar 
items (e.g., maluma, takete), leaving the 
remaining 14 items for analyses. We observed 
that excluding the exemplar items did not affect 
the pattern of results, with round-sounding words 
still being judged to be round in shape more often 
than spike-sounding words in both ChatGPT (0.80 
vs. 0.58, β = 1.58, SE = 0.36, z = 4.37, p < .001) 
and Vicuna (0.39 vs. 0.31, β = 0.35, SE = 0.15, z 
= 2.36, p = .018).  
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In another non-preregistered analysis, we 
conducted a post-test to see whether ChatGPT 
identified any of the novel words as English 
words. It identified maluma as an English word 
almost half the time (8 of 20 trials), so we 
conducted the same LME analyses as in the main 
text but while excluding that item. The effect was 
almost the same as when maluma was included: 
ChatGPT assigned round-sounding novel words 
to round shapes more often than it assigned spiky-
sounding novel words to round shapes (0.79 vs. 
0.49, β = 2.03, SE = 0.36, z = 5.65, p < .001); so 
did Vicuna (0.39 vs. 0.32, β = 0.28, SE = 0.12, z = 
2.36, p = .018).  

Following our preregistered exploratory 
correlation analysis, we had human means for 10 
round-sounding items but only 8 spiky-sounding 
items because Sidhu and Pexman (2017) did not 
use one spiky-sounding word (puhkeetee) in the 
corresponding experiment and because another 
item (puhtay) elicited “spiky” judgements from 
humans only 42% of the time, so we replaced it 
(with keepa). We calculated the proportion of 
“round” responses for each item and compared 
that value to the proportion of “round” responses 
per item by human participants, as reported by 
Sidhu & Pexman (2017). We found a significant 
0.85 correlation between ChatGPT responses and 
human responses (t(16) = 6.53, p < .001) and a 
nonsignificant 0.18 correlation between Vicuna 
responses and human responses (t(16) = 0.75, p  = 
.463).    

 
Sounds: sound-gender association 
We conducted a non-preregistered analysis by 
removing 1 exemplar item (i.e., Corla/Colark), 
leaving 15 items in the analysis. The pattern of 
effects still held, with more use of feminine 
pronouns to refer to a name ending with a vowel 
than to one ending with a consonant in both 
ChatGPT (0.74 vs. 0.23, β = 4.79, SE = 1.25, z = 
3.84, p < .001) and Vicuna (0.39 vs. 0.02, β = 5.40, 
SE = 1.23, z = 4.41, p < .001). 
 
Words: word length and predictivity 
We conducted a non-preregistered analysis by 
removing 1 exemplar item (i.e., 
math/mathematics), leaving 39 items in the 
analysis. The exclusion did not change the pattern 
of results, with no significant difference between 
the predictive and neutral contexts in both 

ChatGPT (0.24 vs. 0.19, β = 0.29, SE = 0.22, z = 
1.32, p = .188) and Vicuna (0.31 vs. 0.31, β = -
0.16, SE = 0.20, z = -0.77, p = .439). 

We also conducted a non-preregistered 
exploratory analysis comparing trial-level data 
between language models (ChatGPT/Vicuna) and 
human participants (from Mahowald et al., 2013), 
treating context and participant group (humans = 
-0.5, ChatGPT/Vicuna = 0.5) as interacting 
predictors. We observed a significant difference 
between ChatGPT/Vicuna and humans, with 
LLMs being less likely to choose the short word 
than human participants (ChatGPT vs. humans: β 
= -3.14, SE = 0.22, z = -13.98, p < .001; Vicuna 
vs. humans: β = -1.86, SE = 0.24, z = -7.61, p < 
.001; see also Fig 1 bottom left). There was also 
an effect of context in the ChatGPT-human 
comparison, with the short word chosen more 
often in a predictive than neutral context (β = 0.44, 
SE = 0.16, z = 2.83, p < .005) but there was no 
such an effect in the Vicuna-human comparison 
(β = 0.15, SE = 0.12, z = 1.24, p = .215). The effect 
of context was similar between ChatGPT and 
humans, as indicated by the lack of an interaction 
between group and context (β = -0.20, SE = 0.20, 
z = -0.96, p = .336), but the effect of context was 
larger in humans than in Vicuna, as indicated by 
the significant interaction between group and 
context (β = -0.60, SE = 0.22, z = -2.76, p = .006). 

 
Words: word meaning priming 
We also conducted a non-preregistered analysis 
by removing 14 exemplar items (e.g., post), 
leaving 25 items in the analysis. In both models, 
there was no significant difference in meaning 
access between a synonym prime and no prime 
(ChatGPT: 0.38 vs. 0.33, β = 0.36, SE = 0.19, z = 
1.90, p = .057; Vicuna: 0.19 vs. 0.15, β = 0.39, SE 
= 0.28, z = 1.40, p = .162); there was a significant 
word-meaning priming effect, with more access to 
the primed (subordinate) meaning following a 
word-meaning prime than following no prime 
(0.53 vs. 0.33, β = 2.47, SE = 0.30, z = 8.20, p < 
.001; Vicuna: 0.32 vs. 0.15, β = 3.33, SE = 0.50, z 
= 6.70, p < .001) and than following a synonym 
prime (ChatGPT: 0.53 vs. 0.38, β = 2.65, SE = 
0.40, z = 6.58, p < .001; Vicuna: 0.32 vs. 0.19, β 
= 2.86, SE = 0.48, z = 5.91, p < .001). 
 Rodd et al. (2013, Experiment 3) also 
performed a secondary analysis where they 
removed any associate that is a morphological 
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variant of a word in the prime sentence 
corresponding to an association trial; for example, 
if a participant gave firm or accountant as an 
associate to post following the prime sentence The 
man accepted the post in the accountancy firm, 
that trial was removed from the analysis. We 
initially preregistered this analysis but later 
changed to the main analysis in Rodd et al. (2013), 
as the removal method would lead to a lot of 
removals in the synonym prime condition, 
because the synonym could often be given as an 
associate to the target word (e.g., job as an 
associate of post). Nonetheless, we also followed 
the secondary analysis in Rodd et al. (2013) by 
excluding associates with the same lemma as any 
word in the corresponding prime sentence (e.g., 
we excluded posting, firms, or accept as 
associates of post following the word-meaning 
prime). Compared to the no-prime condition, the 
synonym prime led to less subordinate meaning 
access in ChatGPT (0.33 vs. 0.22, β = -0.79, SE = 
0.32, z = -2.47, p = .013) but led to similar access 
in Vicuna (0.09 vs. 0.11, β = 0.44, SE = 0.30, z = 
1.46, p = .146); critically, the word-meaning 
prime led to more subordinate meaning access 
than no prime (ChatGPT: 0.47 vs. 0.33, β = 1.88, 
SE = 0.37, z = 5.10, p < .001; Vicuna: 0.15 vs. 
0.09, β = 2.79, SE = 0.51, z = 5.50, p < .001) and 
than the synonym prime (ChatGPT: 0.47 vs. 0.22, 
β = 2.65, SE = 0.40, z = 6.58, p < .001; Vicuna: 
0.15 vs. 0.11, β = 2.86, SE = 0.50, z = 5.67, p < 
.001).  
 
Syntax: structural priming 
We conducted a non-preregistered analysis by 
removing 1 exemplar item, leaving 31 items in the 
analysis. The exclusion did not alter the pattern of 
results. For ChatGPT, there was a significant main 
effect of prime structure, with more PO responses 
following PO and DO primes (ChatGPT: 0.72 vs. 
0.59, β = 1.06, SE = 0.11, z = 9.67, p < .001; 
Vicuna: 0.81 vs. 0.51, β = 2.97, SE = 0.35, z = 
8.49, p < .001); there was no significant main 
effect of verb type, with similar PO responses 
when the prime and target had different verbs and 
when they had same verb (ChatGPT: 0.64 vs. 
0.67,  β = -0.06, SE = 0.09, z = -0.63, p = .528; 
Vicuna: 0.66 vs. 0.67,  β = -0.17, SE = 0.23, z = -
0.75, p = .454); there was a significant interaction, 
with a stronger structural priming effect when the 
verb was the same between the prime and target 

than when it was different (ChatGPT: 0.15 vs. 
0.10 in priming effects, β = 0.40, SE = 0.15, z = 
2.63, p = .009; Vicuna: 0.38 vs. 0.21 in priming 
effects, β = 1.16, SE = 0.47, z = 2.49, p = .013). 
 
Syntax: syntactic ambiguity resolution 
We conducted a non-preregistered analysis by 
removing 1 exemplar item (Example 5 in the main 
text), leaving 31 items in the analysis. The 
exclusion did not alter the pattern of results. There 
were more VP than NP attachments (ChatGPT: 
0.94 vs. 0.06, β = -9.35, SE = 0.74, z = -12.68, p < 
.001; Vicuna: 0.63 vs. 0.37, β = -1.33, SE = 0.16, 
z = -8.12, p < .001). There was an effect of context 
in Vicuna, with more NP attachment 
interpretations following a multiple-referent 
context than following a single-referent context 
(0.38 vs. 0.36, β = 0.20, SE = 0.10, z = 2.10, p = 
.036) but not in ChatGPT (0.06 vs. 0.06, β = -0.10, 
SE = 0.43, z = -0.23, p = .820). There was an effect 
of question, with more NP attachment 
interpretations for an NP probe than for a VP 
probe (ChatGPT: 0.09 vs. 0.03, β = 3.37, SE = 
0.99, z = 3.42, p < .001; Vicuna: 0.72 vs. 0.03, β 
= 5.64, SE = 0.48, z = 11.76, p < .001), and no 
interaction between context and probe (ChatGPT: 
β = 0.19, SE = 0.70, z = 0.27, p = .785; Vicuna: β 
= -0.18, SE = 0.25, z = -0.71, p = .480).  
 
Meaning: implausible sentence interpretation 
We conducted a non-preregistered analysis by 
removing 2 exemplar items (The mother gave the 
daughter to the candle and The girl tossed the 
apple the boy), leaving 18 items in the analysis. 
There was an effect of implausibility in ChatGPT, 
with more nonliteral interpretations for 
implausible than plausible sentences (0.75 vs. 
0.02, β = 11.59, SE = 0.69, z = 16.90, p < .001) 
but not in Vicuna (0.49 vs. 0.37, β = 1.99, SE = 
1.30, z = 1.53, p = .126). There was an effect of 
structure in ChatGPT, with more nonliteral 
interpretations for DO than PO sentences (0.48 vs. 
0.29, β = 1.59, SE = 0.45, z = 3.56, p < .001) but 
not in Vicuna (0.45 vs. 0.41, β = -0.10, SE = 0.38, 
z = -0.26, p = .794). There was a significant 
interaction between plausibility and structure in 
ChatGPT, with the effect of plausibility being 
stronger in DO sentences than in PO sentences (β 
= 2.55, SE = 0.76, z = 3.38, p < .001) but not in 
Vicuna (β = 1.24, SE = 0.66, z = 1.88, p = .060). 
Analysing implausible sentences alone revealed 
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an effect of structure, with more nonliteral 
interpretations for implausible DO than PO 
sentences in ChatGPT (0.92 vs. 0.57, β = 3.13, SE 
= 0.68, z = 4.58, p < .001) but not in Vicuna (0.52 
vs. 0.46 β = 0.51, SE = 0.54, z = 0.95, p = .342). 
In another non-preregistered analysis, we also 
compared trial-level data between 
ChatGPT/Vicuna and human participants (from 
Experiment 1.4 in Gibson et al., 2013) in the 
interpretation of implausible sentences (excluding 
plausible sentences). Compared to human 
participants, ChatGPT had more nonliteral 
interpretations of implausible sentences (0.45 vs. 
0.74, β = 2.08, SE = 0.44, z = 4.76, p < .001), but 
Vicuna did not (0.45 vs. 0.50, β = 0.45, SE = 0.54, 
z = 0.83, p = .410). There is an effect of structure, 
with more nonliteral interpretations for 
implausible DOs than implausible POs in both the 
ChatGPT/human comparison (0.90 vs. 0.55, β = 
2.15, SE = 0.43, z = 5.03, p < .001) and the 
Vicuna/human comparison (0.54 vs. 0.46, β = 
0.68, SE = 0.31, z = 2.16, p = .031). The 
interaction between group and structure was 
significant in the ChatGPT/human comparison, 
suggesting that the effect of structure was larger 
in ChatGPT than in humans (β = 2.75, SE = 0.75, 
z = 3.68, p < .001), but the interaction was not 
significant in the Vicuna/human comparison (β = 
0.18, SE = 0.55, z = 0.33, p = .739).  
 
Meaning: semantic illusions 
We conducted a non-preregistered analysis by 
removing 2 exemplar items (“What board game 
includes bishops/cardinals/monks, rooks, pawns, 
knights, kings, and queens?” and “What 
passenger liner was tragically sunk by an iceberg 
in the Atlantic/Pacific/Indian Ocean?”), leaving 
52 items in the analysis. In ChatGPT, compared 
to the baseline, there were more error reports in 
the strong imposter conditions (0.00 vs. 0.14, β = 
14.40, SE = 1.15, z = 12.55, p < .001) and in the 
weak imposter condition (0.00 vs. 0.17, β =15.24, 
SE = 1.15, z = 13.27, p < .001); there was no 
statistical difference in error reports between the 
two imposter conditions (β = 1.33, SE = 0.83, z = 
1.60, p = .109). In Vicuna, there was no statistical 
difference in error reports between the baseline 
and the strong imposter condition (0.002 vs. 
0.022, β = -2.78, SE = 1.62, z = -1.72, p = .085) or 
between the baseline and the weak imposter 
condition (0.002 vs. 0.018, β =1.00, SE = 1.30, z 

= 0.77, p = .445); the weak imposter condition led 
to more error reports than the strong imposter 
condition (β = 3.90, SE = 1.16, z = 3.36, p < .001), 
though numerically there was a lower error report 
rate in the weak than strong imposter condition 
(0.022 vs. 0.017). 
 
Discourse: implicit causality 
We conducted a non-preregistered analysis by 
removing 3 exemplar items (Gary scared Anna 
because he was wearing a mask and making 
strange noises, Toby impressed Susie because he 
got a perfect score on the math exam, and Brian 
impressed Janet because of his exceptional 
intelligence and charming personality), leaving 
29 items in the analysis. The exclusion did not 
alter the pattern of results: more completions with 
a pronoun referring to the object following an 
experiencer-stimulus verb than following a 
stimulus-experiencer verb in ChatGPT (0.95 vs. 
0.00, β = 13.82, SE = 0.94, z = 14.69, p < .001) 
and also in Vicuna (0.91 vs. 0.01, β = 14.37, SE = 
1.51, z =9.54, p < .001). 
 
Discourse: drawing inferences  
We conducted a non-preregistered analysis by 
removing 1 exemplar item (the example in (9) in 
the main text), leaving 23 items in the analysis. 
The exclusion did not change the results pattern. 
In both models, compared to the explicit 
condition, there were fewer “yes” responses in the 
bridging condition (ChatGPT: 0.49 vs. 0.95, β = -
5.05, SE = 0.10, z = -50.06, p < .001; Vicuna: 0.24 
vs. 0.79, β = -4.37, SE = 0.52, z = -8.33, p < .001) 
and in the elaborative condition (ChatGPT: 0.23 
vs. 0.95, β = -7.40, SE = 0.12, z = -62.59, p < .001; 
Vicuna: 0.20 vs. 0.79, β = -4.43, SE = 0.43, z = -
10.22, p < .001). Critically, ChatGPT made fewer 
“yes” responses in the elaborative than bridging 
condition (0.23 vs. 0.49, β = -2.94, SE = 0.60, z = 
-4.89, p < .001), whereas Vicuna made similar 
“yes” responses between the bridging and 
elaborative conditions (0.24 vs. 0.20, β = -0.06, 
SE = 0.44, z = -0.13, p = .900). 
 
Interlocutor sensitivity: word meaning access 
We conducted a non-preregistered analysis by 
removing 13 exemplar items (e.g., “bonnet”), 
leaving 23 items in the analysis. The exclusion did 
not alter the pattern of results. There was more 
access to the AE meaning with an AE interlocutor 
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than a BE interlocutor in both ChatGPT (0.46 vs. 
0.36, β = 1.84, SE = 0.25, z = 7.28, p < .001) and 
in Vicuna (0.62 vs. 0.33, β = 2.80, SE = 0.54, z = 
5.15, p < .001). 

Following the preregistered exploratory 
analysis, we also included (log) trial order (i.e., 
the log order in which a target trial was presented, 
among both targets and fillers, to ChatGPT in an 
experimental run) (Note that the Vicuna 
experiment had one trial per run so there was no 
trial order). This analysis was to see if the 
interlocutor sensitivity (if any) varies over time. 
Thus, the LME model included interlocutor and 
(log) trial order as interacting predictors. We 
observed a significant interlocutor effect (β = 
2.01, SE = 0.25, z = 7.91, p < .001), with more 
access to AE meanings for an AE than BE 
interlocutor, and a significant effect of trial order 
(β = -0.49, SE = 0.15, z = -3.20, p = .001), with 
decreasing AE meaning access over time. 
Importantly, we also observed a significant 
interaction between interlocutor and (log) trial 
order (β = -0.54, SE = 0.17, z = -3.14, p = .002), 
showing that the interlocutor effect decreased 
over time. Such a decrease of interlocutor 
sensitivity is not observed in human experiments 
(e.g., Cai et al., 2017) and might be due to the 
attenuating contextual influence (i.e., the 
interlocutor dialectal background) over time in 
ChatGPT.  

In a non-preregistered analysis, we also 
compared trial-level data between 
ChatGPT/Vicuna and human participants (pooled 
from Experiment 1 of Cai et al., 2017) and the 
blocked condition of Experiment 1 of Cai (2022). 
There was no effect of participant group 
(ChatGPT: β = 0.53, SE = 0.91, z = 0.58, p = .560; 
Vicuna: β = 0.65, SE = 0.68, z = 0.96, p = .338), 
with a similar proportion of AE meaning access 
for ChatGPT/Vicuna and human participants (see 
Fig 3 bottom left). There was an interlocutor 
effect (ChatGPT: β = 1.13, SE = 0.14, z = 8.28, p 
< .001; Vicuna: β = 1.59, SE = 0.27, z = 5.97, p < 
.001), with more access to AE meanings for words 
produced by an AE interlocutor than by a BE 
interlocutor. There was also an interaction 
between group and interlocutor (ChatGPT: β = 
1.34, SE = 0.28, z = 4.70, p < .001; Vicuna: β = 
2.26, SE = 0.58, z = 3.92, p < .001), which 
suggests that ChatGPT/Vicuna was more 
sensitive to an interlocutor’s dialectal background 

in word meaning access than human participants 
were (however, it should be noted that 
ChatGPT/Vicuna was explicitly told about an 
interlocutor’s dialectic background, whereas 
human participants inferred their dialectal 
background via their accent). 

 
Interlocutor sensitivity: lexical retrieval 
Note that that the human study on which this 
experiment was based was not published at the 
time of experiment so we did not conduct any 
analysis excluding exemplar items. 
Following the preregistered exploratory analysis, 
we also included (log) trial order (i.e., the log 
order in which a target trial was presented, among 
both targets and fillers, to ChatGPT in an 
experimental run). In an LME model with 
interlocutor and (log) trial order as interacting 
predictors, we observed an interlocutor effect (β = 
4.21, SE = 1.76, z = 2.39, p = .017; with more AE 
meaning access for words from an AE interlocutor 
than from a BE interlocutor), a trial order effect (β 
= 1.51, SE = 0.60, z = 2.54, p = .011; with 
increasing AE expressions over time), and an 
interaction between interlocutor and trial order (β 
= -0.18, SE = 0.09, z = -2.17, p = .030; with a 
decreasing interlocutor effect over time). 

In a non-preregistered analysis, we also 
compared trial-level data between ChatGPT and 
human participants (from the pilot experiment of 
Cai et al., accepted in principle) and between 
Vicuna and human participants, using participant 
group and interlocutor to predict whether a BE or 
AE expression was produced. There was a group 
effect in both comparisons, with more AE 
expressions produced by both ChatGPT and 
Vicuna than by human participants (ChatGPT: β 
= 12.88, SE = 0.00, z = 37044, p < .001; Vicuna: 
β = 5.27, SE = 0.64, z = 8.30, p < .001; see Fig. 3 
bottom right). There was also an interlocutor 
effect, with more AE expressions when a 
definition was given by an AE interlocutor than 
by a BE interlocutor in both ChatGPT and Vicuna 
compared to in humans (ChatGPT: β = 2.06, SE = 
0.00, z = 5926, p < .001; Vicuna: β = 2.10, SE = 
0.29, z = 7.24, p < .001). The interaction was 
significant in both ChatGPT-human comparison 
(β = 2.78, SE = 0.00, z = 8006, p < .001) and 
Vicuna-human comparison (β = 2.82, SE = 0.52, 
z = 5.37, p < .001), suggesting that both LLMs 
were more sensitive to an interlocutor’s dialectal 
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background than human participants when 
producing lexical expressions.  
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Abstract
Natural language has the universal properties
of being compositional and grounded in reality.
The emergence of linguistic properties is often
investigated through simulations of emergent
communication in referential games. However,
these experiments have yielded mixed results
compared to similar experiments addressing lin-
guistic properties of human language. Here we
address representational alignment as a poten-
tial contributing factor to these results. Specifi-
cally, we assess the representational alignment
between agent image representations and be-
tween agent representations and input images.
Doing so, we confirm that the emergent lan-
guage does not appear to encode human-like
conceptual visual features, since agent image
representations drift away from inputs whilst
inter-agent alignment increases. We moreover
identify a strong relationship between inter-
agent alignment and topographic similarity, a
common metric for compositionality, and ad-
dress its consequences. To address these issues,
we introduce an alignment penalty that prevents
representational drift but interestingly does not
improve performance on a compositional dis-
crimination task. Together, our findings em-
phasise the key role representational alignment
plays in simulations of language emergence.

1 Introduction

Human language bears unique properties that make
it a powerful tool for communication. A well-
known property is compositionality: the ability
to combine meaningful words into more complex
meanings (Hockett, 1959). The emergence of com-
positionality is studied extensively in the field of
language evolution through human experiments
(e.g. Selten and Warglien, 2007; Kirby et al., 2008,
2015; Raviv et al., 2019a). An important finding
from this field is that the unique nature of human

language can be explained as a consequence of
biases for simplicity and expressivity imposed dur-
ing continuous language learning and use (Smith,
2022). Computational simulations of language
emergence have also been used to study the emer-
gence of linguistic properties (e.g. de Boer, 2006;
Steels and Loetzsch, 2012), and have seen a ris-
ing interest in the field of computational linguistics
(Lazaridou and Baroni, 2020). Here, composition-
ality in the emergent communication protocols is
commonly measured through topographic similar-
ity (TOPSIM; Brighton and Kirby, 2006). It mea-
sures the topographic relation between meanings
and signals, conceptually it gauges whether simi-
lar meanings map to similar signals. This metric
was first used in recent computational simulations
by Lazaridou et al. (2018) and has been used in
a large body of work since. Yet, the interpreta-
tion of linguistic properties emerging in simula-
tions remains challenging, since language proto-
cols used among artificial agents often show crit-
ical mismatches with known properties of human
languages (Galke et al., 2022; Lian et al., 2023)
such as efficiency, word-order vs. case-marking
biases, or compositional generalisation (see §2).
Consequently, it is evident that their learning biases
and signal-meaning mappings differ from those of
humans. This underscores the critical need to ob-
tain deeper insight into referential games in the
language learning setting (Rita et al., 2022).

A possible explanation for these mismatches
could stem from representational alignment, the
degree of agreement between the internal repre-
sentations of two information processing systems
(Sucholutsky et al., 2023). To the best of our knowl-
edge, representational alignment in emergent com-
munication was first reported by (Bouchacourt and
Baroni, 2018), who measured the degree to which
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agents aligned their internal image interpretations
(inter-agent alignment) by performing Represen-
tational Similarity Analysis (RSA; Kriegeskorte
et al., 2008). Using RSA (§3), they showed that
agents establish successful communication artifi-
cially by aligning their internal image representa-
tions while losing any relation to the images pre-
sented (image-agent alignment), enabling commu-
nication about noise input even though they were
trained on real images. As such, their communica-
tion protocol captured not conceptual properties of
the objects depicted in pictures, but most likely fo-
cused on non-human-like spurious image features
(e.g., pixel intensities). While inter-agent align-
ment is not a problem per se, the loss of image-
agent alignment is problematic for two reasons.
First, for emergent communication simulations to
provide meaningful insights into the emergence of
natural human language, agent image representa-
tions must be grounded in the content of the im-
ages. Only then can we deduce what the agents
communicate about and assess linguistic properties
or their ability to generalise to novel concepts. Sec-
ond, emergent communication setups have been
proposed to fine-tune pre-trained (vision-)language
models, aiming to enhance machine understanding
of natural human language (Lazaridou and Baroni,
2020; Lowe et al., 2020; Steinert-Threlkeld et al.,
2022; Zheng et al., 2024). In this context, maintain-
ing substantial alignment between representations
and images is crucial for preserving mutual under-
standing between machines and humans.

Representational alignment, however, did not
receive the necessary attention since a host of pa-
pers appeared after the findings by Bouchacourt
and Baroni in which results on referential games
were reported without taking RSA into account
(e.g. Lazaridou et al., 2018; Guo et al., 2019; Li
and Bowling, 2019; Ren et al., 2020; Chaabouni
et al., 2020; Dagan et al., 2021; Mu and Good-
man, 2021; Chaabouni et al., 2022). Admittedly,
some use attribute-value objects instead of real im-
ages as input. But importantly, in nearly all cases,
neural agents must map inputs—whether attribute-
value objects or image representations—onto agent-
specific representations. Therefore the problem of
inter-agent alignment can always occur and is ag-
nostic to the input type. Although this warrants fur-
ther analysis of earlier results, the field is already
employing referential games in more complex sim-
ulations with real images (e.g. Dessi et al., 2021;

Chaabouni et al., 2022; Mahaut et al., 2024).
This work addresses the understudied alignment

problem in standard referential game setups used
in emergent communication. We train Reinforce-
ment Learning (RL) agents equipped with a recent
vision module (DinoV2; Oquab et al., 2024) to
communicate about images. In addition to evalu-
ating the agents on MS COCO (Lin et al., 2014)
image pairs, we evaluate on noise pairs and im-
age pairs sourced from the Winoground dataset
(Thrush et al., 2022). The latter is explicitly created
to gauge visio-linguistic compositional reasoning
abilities of vision and language models. We first
confirm that effective communication in the ref-
erential game relies on inter-agent alignment and
then move on to our contributions. First, we find a
strong correlation between the degree of inter-agent
alignment and the TOPSIM metric. Our second con-
tribution consists of a solution to the alignment
problem by including an alignment penalty term
to the loss, resulting in equivalent communicative
success and higher TOPSIM whilst ensuring that the
agents communicate about images instead of spuri-
ous features (Figure 1). We then argue to start eval-
uating emergent communication protocols on more
strict tasks that directly target the intuition behind
popular metrics to obtain a clearer understanding
of the protocols. Overall, our results highlight the
importance of representational alignment in simu-
lations of language emergence and underscore the
need to better understand the divergence in human
and artificial language emergence.

2 Background

Most research in simulating emergent communica-
tion is modelled after the Lewis signalling game
(Lewis, 1969) with a speaker and a listener agent.
The speaker observes a state (e.g., an image) and
sends a signal to the listener who acts based on
this signal. In the case of the referential game, this
means selecting a target among distractors. Both
agents are rewarded for successful communication,
meaning the listener points to the target object. The
solution of this game requires the agents to have a
shared protocol (i.e., an artificial language) which
typically emerges when the agents learn based on
trial and error over multiple games. This resem-
bles how for humans, language learning and use
impose constraints like pressures for learnability
and compression that shape our language design
(Kirby et al., 2014, 2015). Importantly, the emer-

58



(a) Communicative performance (Accu-
racy) on discriminating two images.

(b) Inter-agent representational alignment
(RSAsl) between agent representations.

(c) Topographic similarity (TOPSIM) be-
tween the images and the messages.

Figure 1: Inference results for different datasets after training on MS COCO images. In (a) we see that agents can
discriminate MS COCO images but struggle with discriminating Winoground images. In (b) we see the effect of the
loss function on the degree of inter-agent representational alignment and (c) implies that according to the TOPSIM
metric, messages are more structured if the alignment penalty is used. The presented results are across 15 seeds and
use the best-performing parameters resulting from our parameter sweep, dashed green lines indicate averages.

gent language in this setup is also shaped by biases
resulting from, for example, the agent architecture,
loss function, and learning protocol (Rita et al.,
2022). The current work uses the referential game:
a variant of the Lewis signalling game extensively
used to explore language evolution (e.g. Steels and
Loetzsch, 2012; Kirby et al., 2015; Lazaridou et al.,
2017; Kottur et al., 2017; Lazaridou et al., 2018;
Kharitonov et al., 2020; Chaabouni et al., 2022).

An important challenge in emergent communi-
cation is that artificial learners often do not be-
have the same way as human learners in experi-
mental settings. Some emergent protocols do not
follow Zipf’s law and thus are anti-efficient unless
pressures for brevity are introduced (Chaabouni
et al., 2019a), others do not show the word-order
vs. case-marking trade-off found in human lan-
guages (Chaabouni et al., 2019b; Lian et al., 2021).
Additionally, there is an ongoing debate on the de-
gree to which the emergent languages allow for
compositional generalisation (Lazaridou and Ba-
roni, 2020; Conklin and Smith, 2023). It has been
suggested to introduce communicative (e.g., alter-
nating speaker/listener roles) and cognitive (e.g.,
memory) constraints (Galke et al., 2022) and use
more natural settings to promote more human-like
patterns of language emergence with neural agents
(Kouwenhoven et al., 2022). Doing so changes
the learning pressures to which the agents need
to adapt and can recover initially absent linguistic
phenomena of natural language in emergent lan-
guages (for a review see Galke and Raviv, 2024).
An example of such work, investigating the word-
order vs. case-marking trade-off, has succeeded in
replicating this trade-off for neural learners (Lian

et al., 2023). Their setup differs from other work
in that agents first learn a miniature language via
supervised learning, and then optimise it for com-
municative success via RL, resulting in emergent
languages that share linguistic universals with hu-
man language.

To enhance understanding of emergent commu-
nication in the Lewis game, Rita et al. (2022) de-
composed the standard objective in Lewis games
into two key components: a co-adaptation loss and
an information loss. In doing so, they shed light on
potential sources of overfitting and how they might
hinder the emergence of structured communication
protocols. They demonstrated that desired linguis-
tic properties (e.g., compositionality and general-
isability) emerge when they control the listener’s
ability to converge to the speaker agent (i.e., control
for overfitting on the co-adaptation loss). While
the co-adaptation loss has parallels to inter-agent
alignment, their work does not address the align-
ment between the agents’ image representation and
the input features, which we deem crucial in devel-
oping grounded communication protocols.

Another challenge in emergent communication
is the disentanglement of the underlying meanings
of emergent languages. Earlier studies by Lazari-
dou et al. (2017) suggested that agents assign sym-
bols to general conceptual properties of objects
in images, rather than low-level visual features.
However, as previously mentioned, follow-up work
from Bouchacourt and Baroni (2018) showed this
is not always the case. They found that agents
align their agent-specific image representations
without developing a language that captures con-
ceptual properties depicted in the images. More-
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over, agents lost any sense of meaningful within-
category variation where two similar objects in
human perception (e.g., two avocados) were ob-
served as maximally dissimilar for the agents. In
response to these findings, recent studies have im-
plemented sanity checks, testing whether trained
agents can communicate about noise (Dessi et al.,
2021; Mahaut et al., 2024). However, to the best
of our knowledge, there has been little attention
to what we consider to be their main result: the
alignment problem.

3 Representational alignment

Representational alignment is the degree of agree-
ment between the internal representations of two in-
formation processing systems, whether biological
or artificial. Even though widely recognised in cog-
nitive science, neuroscience, and machine learning
(Sucholutsky et al., 2023), representational align-
ment has not seen much interest in the field of
emergent communication, except for the work by
Bouchacourt and Baroni who analysed the refer-
ential game using RSA. This metric measures the
alignment between two sets of numerical vectors,
for example, image embeddings and agents’ rep-
resentations thereof. In practice, it is calculated
by taking the pairwise (cosine) distances between
vectors of a set and calculating the Spearman rank
correlation between these distances.

In this paper, we also use RSA to operationalise
representational alignment. Given the speaker im-
age representations rs of the DinoV2 input em-
beddings i and rl as the same images represented
in the listener representation space, we compute
the pairwise cosine similarity between the repre-
sentations for the speaker ss and for the listener
sl and calculate Spearman’s ρ between ss and sl.
As such, this measures the degree of inter-agent
alignment (RSAsl) between image representations
ss and sl, relative to their input. Additionally, we
use it to measure image-agent alignment between
the speaker/listener image representations and the
DinoV2 embeddings (RSAsi and RSAli). Impor-
tantly, alignment is agnostic to the type of input,
being either images or attribute-value objects and
can always happen when inputs are projected onto
agent-specific representations.

Intuitively, a high inter-agent RSAsl value can
be interpreted as agents with similar representa-
tions for similar images. Importantly, this can have
two causes: both agents’ image representations

either maintain a relation to the image input, or
lose this relation. While the former is desirable,
the latter means that the agents are not communi-
cating about the same high-level image features
but are likely communicating about non-human-
like spurious features. A low RSAsl value entails
that the agents have developed different interpre-
tations for the same image. While this may well
be similar to the question of whether people have
different perceptual experiences of colour (Locke,
1847), in the case of emergent communication, the
agents should develop a grounded vocabulary with
overlapping concept-level properties if we wish
machines to have more natural understanding of
human language. We use RSA 1) as a metric to re-
assess findings from Bouchacourt and Baroni and
2) as an auxiliary loss to mitigate the alignment
problem and ensure that the agents communicate
about image features.

4 Methods

The standard referential game is used as provided
by the EGG framework (Kharitonov et al., 2021).
Doing so ensures our findings are representative
of the widely-used setup, rather than being influ-
enced by specific design decisions. The game is
implemented as a multi-agent cooperative RL prob-
lem where a speaker and a listener communicate
to discriminate a target image from two shuffled
distractor images. The speaker receives a target
t and generates a message m of at most length L,
using vocabulary V . Importantly, the messages and
symbols have no a priori meaning but are assumed
to obtain meaning and become grounded during the
game. Once meaningful, the symbols are ideally
combined in a structured manner to create compo-
sitional messages that express more complex mean-
ings. Using message m, the listener guesses the
target t̂. Communicative success is defined as t̂ = t,
meaning that the listener has correctly identified
the target image among the candidate images.

4.1 Agents

Agents contain a language and a vision module.
The latter consists of a frozen pre-trained visual
network (DinoV2) and a learned agent-specific rep-
resentation layer. While difficult to know what
conceptual image features are present in DinoV2
embeddings, they have demonstrated capability in
semantic segmentation tasks (Oquab et al., 2024),
which is similar to the agents’ objective. In contrast
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to the hybrid structure of the vision module, the
language module is entirely trained from scratch.

The speaker agent processes images by applying
a linear transformation to the image embeddings,
followed by batch normalisation, to create its agent-
specific image representation rs. Its language mod-
ule embeds this representation and passes it through
a single-layer Gated Recurrent Unit (GRU; Cho
et al., 2014) that spells out messages to describe
the target. The listener receives the message and
the distractor images. It encodes the message into
an embedding using another single-cell GRU layer.
Additionally, a listener image representation rl is
obtained for each image by applying a linear trans-
formation and batch normalisation. Subsequently,
temperature-weighted (temperature defaults to 0.1)
cosine scores construct a multi-modal representa-
tion between the image and message representation
(Dessi et al., 2021), where a higher probability
should be assigned to the target image.

4.2 Optimisation
Communicative success (t̂ = t) is used to opti-
mise the trainable parameters of both agents. The
listener minimises cross-entropy (ce) loss using
stochastic gradient descent, amounting to super-
vised learning. The ce loss is calculated over the
listeners’ target distribution, thus providing direct
pressure for communicative success. At inference,
the candidate image with the highest probability
is chosen as the target t̂. The gradients required
to optimise the speaker are calculated using the
REINFORCE (Williams, 1992) update rule as each
generated symbol must be assigned a loss. Follow-
ing common practice (Rita et al., 2024), entropy
regularisation (Mnih et al., 2016) is added to the
loss to maintain exploration in message generation.

In addition to the conventional ce loss, we intro-
duce an alignment loss (ce+ RSA) that includes an
alignment penalty term to enforce high inter-agent
and image-agent alignment. The term

LRSA = (1− RSAsl)+ (1− RSAsi)+ (1− RSAli)

is added to the ce loss with equal importance. We
use torchsort (Blondel et al., 2020) to calculate
LRSA such that the entire loss term is differentiable.
Importantly, LRSA is not influenced by commu-
nicative success and does not interact with the ce
loss (Appendix C). Only adding RSAsl to the ce
loss is not sufficient as high inter-agent alignment
can be achieved while losing image-agent align-
ment (see §3). We therefore also include RSAsi

Figure 2: Exemplar pairs of each dataset used for eval-
uation. Left: an image pair from MS COCO. Middle:
A Winoground example. Right: A Gaussian noise pair.
All images are cropped for display purposes.

and RSAli to ensure that the agents communicate
about the content displayed in the images. Includ-
ing RSAsl entails that representational information
is shared between the agents, thus differing from
how humans interact. Yet, ranking the speaker and
listener representations in calculating RSAsl bears
some resemblance to projecting beliefs upon the
interpretations of the other communicative part-
ner. The current solution should be seen as a step
towards more grounded vocabularies prone to re-
finements such as cognitive plausibility. We train
for 30 epochs regardless of the loss used. The hy-
perparameters (Appendix B) that resulted in the
best validation accuracy across 42 different com-
munication channel capacities (Appendix A) were
used for our findings.

4.3 Data

Agents are trained to discriminate MS COCO im-
ages but tested on three different datasets (Figure 2)
to assess out-of-distribution (o.o.d.) performance.

MS COCO – We use a subset of 1200 images
from the MS COCO 2017 validation set to train and
test the agents using an 80/20 split. To obtain this
subset, we first select the categories that contain
more than 100 images (12 categories) and subse-
quently sample 100 images for each supercategory
present in the resulting set of images. The distrac-
tor images are sampled from the same category to
ensure that there is some relevance to the target
image. Importantly, sampling distractor images is
done for each batch, meaning targets have different
distractors at each epoch.

Winoground – The Winoground dataset (Thrush
et al., 2022) was created to assess the visio-
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(a) Learning curves for the MS COCO dataset on train and
validation data.

(b) Representational alignment between agent image represen-
tations (green) and between the image and the sender/listener
representations (purple, red).

Figure 3: In (a) we see that the agents learn to commu-
nicate successfully without overfitting on train data. In
(b) we see that the alignment problem occurs with the
ce but not the ce + RSA loss. Line style indicates the
loss type. Data is averaged over 15 seeds, areas indicate
the 95% confidence intervals.

linguistic compositional reasoning abilities of vi-
sion and language models. Here, we repurpose
it as a proxy for the agents’ ability to endow in
compositional reasoning for image-based settings.
The dataset contains 800 images and correspond-
ing captions, comprising 400 Winoground pairs.
Image-caption pairs were included when the cap-
tions share the same words but are of different com-
positions, implying completely different semantics
(e.g., “a tree smashed into a car” versus “a car
smashed into a tree” in Figure 2 (middle)). We only
use the image pairs, not the captions. Crucially,
this task differs from MS COCO since the image
pairs are fixed, conceptually similar and meant to
be discriminative if the agents’ language allows

for compositional reasoning and is grounded in the
visual modality.

Noise – Following Bouchacourt and Baroni
(2018), we test whether agents can communicate
about Gaussian noise (µ = 0, σ = 1) pairs when
trained on real images. Being able to do so would
imply that messages communicate about spurious
instead of high-level concept features.

4.4 Metrics

The performance of our agents is assessed by com-
municative success (accuracy) and RSA (§3) mea-
sures alignment. The degree of compositionality
in the emergent language is assessed through the
TOPSIM metric. Other metrics for compositionality
like positional disentanglement, bag-of-symbols
disentanglement (Chaabouni et al., 2020) are not
straightforward due to the continuous nature of the
image embeddings.

5 Results

5.1 Communicative success

Unsurprisingly, results show that agents can suc-
cessfully disambiguate between image pairs from
MS COCO using an emergent language (Figure 3a).
Notably, we also confirm previous observations by
(Bouchacourt and Baroni, 2018) that agents trained
on real images can communicate about Gaussian
noise (Figure 1a). Thus again suggesting that
the messages convey spurious features rather than
concept-level information. Interestingly, their per-
formance on Gaussian noise is comparable to the
performance on Winoground pairs, which requires
the messages to capture concept-level properties.
Thus revealing the difficulty of discriminating be-
tween strict pairs of conceptually similar images.
The observed decrease in o.o.d. performance aligns
with findings from other studies, such as Lazaridou
et al. (2018) and Conklin and Smith (2023).

5.2 The alignment problem

The solid lines in Figure 3b clearly show that inter-
agent alignment increases while alignment sensi-
tivity to image features decreases for both agents.
In principle, it is not a problem that the agents’
image representations align. However, it is prob-
lematic when the alignment between the image em-
beddings and the image representations declines.
Ablations across different channel capacities (§A)
and pre-trained vision modules (§D) showed that
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these trends appear consistently and are not influ-
enced by the capacity or type of vision model. In
addition to the communicative success on Gaussian
noise, this re-confirms that the agents do not learn
to extract concept-level information from the image
embeddings but instead solve this task differently.

5.3 TOPSIM and representational alignment

Figure 4: The relationship between TOPSIM and inter-
agent alignment (RSAsl) for both loss types.

Earlier findings show mixed results on the re-
lationship between TOPSIM and generalisation in
image-based settings, TOPSIM was either related
to generalisation (Chaabouni et al., 2022) or not
(Rita et al., 2022). Our results indicate that gen-
eralisation and TOPSIM are correlated with both
ce (r = .856, p < .001) and ce + RSA (r = .767,
p < .001) losses. Meaning that more structured
languages enable better communication on un-
seen validation pairs. Moreover, we find a strong
positive relationship between RSAsl and TOPSIM

(r = .838, p < .001) in the ce (Figure 4). This rela-
tion is also present in the ce+RSA setup (r = .408,
p = .001), but is decoupled from TOPSIM given the
(very) small spread (σ = .003) of RSAsl. We do
not observe an influence of inter-agent alignment
on the number of uniquely produced messages.

5.4 Mitigating the alignment problem

We now focus on the ce + RSA setup which was
introduced to ensure that the agents maintain align-
ment with the image embeddings. Figure 3b shows
that this is the case: inter-agent alignment and
agent-image alignment increase during training and
remain high at inference. However, there does not
seem to be a benefit for communicative success
at inference time (Figure 1). This is because the

alignment penalty only forces agents to represent
images similarly to the image embeddings and is
independent of the cross-entropy loss used to as-
sess the success of communication (Appendix C).
In the case of noise images, we still observe the
above-chance performance, suggesting that com-
munication between the agents still occurs in an
artificial manner.

The alignment penalty also leads to increased
TOPSIM, indicating a higher level of structure (Fig-
ure 1c) and strengthens our finding that TOPSIM

and inter-agent alignment are related. Suggesting
that the observed variations in TOPSIM, whether
higher or lower, as noted in previous studies (e.g.
Kottur et al., 2017; Chaabouni et al., 2020), should
not be interpreted without considering alignment
since they may be attributable to this underlying
artefact rather than alterations to the original setup.

When tested on more strict Winoground pairs,
communicative success does not improve as a result
of using the alignment penalty (Figure 1a). Given
the correlation between TOPSIM and generalisation,
this is surprising since the higher degree of TOPSIM

should imply that the language is more structured.
Moreover, both, RSAsi and RSAli have not drifted
away from the image features. This combination,
in theory, should be ideal for discriminating image
pairs from the Winoground dataset since it was
designed to be discriminative with compositional
visio-linguistic reasoning. However, in practice
this is not the case.

6 Discussion

In this work, we revisited the representational align-
ment problem in a common setup used in emergent
communication and proposed a solution to this un-
derrepresented problem. We corroborated earlier
findings by showing that agents align their image
representations and rely on spurious image features
instead of human-like concept-level information
(Bouchacourt and Baroni, 2018). We then showed
that inter-agent alignment strongly correlates with
the commonly used TOPSIM metric. Our solution
to the alignment problem involves an alignment
penalty that forces the agents to remain aligned
with the input features and mitigates the alignment
problem without decreasing communicative suc-
cess. Finally, when agents are tested on more chal-
lenging Winoground pairs we observed reasonable
but lower performance regardless of whether im-
age representations were similar to the image em-
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beddings or not. With this work, we hope that
the alignment problem will receive more attention
in the field of emergent communication, as is al-
ready the case in adjacent fields (Sucholutsky et al.,
2023).

6.1 Importance of representational alignment
It is common practice in simulations of emergent
communication to process (visual) inputs into an
agent-specific hidden representation and update
their weights simultaneously (e.g. Lazaridou et al.,
2017; Bouchacourt and Baroni, 2018; Chaabouni
et al., 2019a, 2020; Rita et al., 2022). As such, inter-
agent alignment, irrespective of the input form,
likely happens in other simulations too. This phe-
nomenon is therefore potentially widespread and
perhaps the cause for findings that are at odds with
experimental findings. While it is not always the
case that the representation structure we expect to
help solve a task will do so (e.g. Montero et al.,
2021; Xu et al., 2022), such discrepancies may hin-
der the use of emergent communication models in
developing a more natural understanding of human
languages and leave them less suitable for directly
simulating language evolution phenomena. Espe-
cially if we want machine representations of natural
language to align with human representations (Su-
cholutsky et al., 2023). RSA should therefore be
used to rule out, or at the bare minimum report
about, representational alignment in the future.

6.2 TOPSIM and representational alignment
Measuring representational alignment using RSA

is similar to how TOPSIM measures the structure
in messages. They differ in their inputs but both
calculate the Spearman-ranked correlation between
metric-agnostic pairwise distances. Crucially, the
input makes all the difference, the inputs for RSA

are from both agents and are trained independently,
whilst TOPSIM only assesses the relation between
the fixed inputs and learned output. Despite the
similarities, the metrics thus describe different phe-
nomena and are rarely reported simultaneously.

We hypothesise that the relationship between
TOPSIM and inter-agent representational alignment
is a by-product of the setup, which in essence im-
plies that the listener has to align its representa-
tion rl to the speaker representation rs (Rita et al.,
2022). It has to do so using only the speakers’
messages, being an abstraction of rs. A solution
to this problem is to align representations, which
eases the listeners’ training objective. If the speaker

consistently produces structured messages during
training, aligning rl to rs is easier, thereby causing
higher inter-agent alignment. Essentially, this ren-
ders TOPSIM to be an indirect metric for the rate of
alignment, for which RSAsl is a direct metric. In
the context of learnability, the relationship between
TOPSIM and inter-agent alignment and the fact that
alignment always occurs can be seen as reasons for
why languages with higher TOPSIM are easier to
learn (Li and Bowling, 2019; Cheng et al., 2023).
This underscores the need to report inter-agent rep-
resentational alignment to avoid conclusions drawn
about the effect of specific interventions on TOPSIM

which may be attributable to inter-agent alignment.

6.3 Targeted o.o.d. evaluations

An important implication of our findings concerns
the standard practice of reporting o.o.d. accuracy
where the agents are tested on unseen input af-
ter training (e.g. Auersperger and Pecina, 2022;
Conklin and Smith, 2023). This should inform
about the agents’ ability to generalise from one
dataset (e.g., MS COCO) to another dataset (e.g.,
the Winoground pairs) much like human language
allows us to talk about an infinite number of situa-
tions. Crucially, this overlooks the representational
alignment problem in that we do not know what the
agents are precisely generalising about. This prob-
lem can be mitigated with the alignment penalty
to assess generalisation more directly or at least
should be taken into consideration.

We assess o.o.d. performance on the more chal-
lenging Winoground pairs as a proxy for the agents’
ability to endow in compositional reasoning for
image-based settings. Good performance on the
Winoground dataset requires a grounded language
that can be used to create compositional messages
since the objects and their underlying relations
need to be described. In general, we suggest to
start evaluating simulations of referential games on
targeted strict tasks, like probing state-of-the-art vi-
sion language models on e.g., visio-compositional
(Thrush et al., 2022; Diwan et al., 2022; Hsieh
et al., 2023; Ray et al., 2023) or spatial (Kamath
et al., 2023) reasoning. Re-purposing such datasets
can reveal more directly whether agents develop
the attested communicative abilities that are triv-
ial to humans without having to rely on metrics.
Our results illustrate this through a shortcoming of
the TOPSIM metric. We observed that agents still
struggle with distinguishing pairs of conceptually
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similar Winoground images even though TOPSIM is
higher with the alignment penalty. If the language
protocol were to communicate concept-level infor-
mation and compositional messages were created,
we should not observe this struggle, meaning that
the emerged protocols do not enable human-like
communicative success.

Interestingly, the o.o.d. performance remains
substantially above chance in the ce+ RSA setting.
Given that MS COCO is not a dataset for learning
to model compositionality, this delineates the limits
of what can be achieved qua performance based
on MS COCO image features in the Winoground
context. Nevertheless, this leaves open the question
of above-chance performance on Gaussian noise
with the ce+ RSA loss. A tentative explanation is
that the higher inter-agent alignment on noise in-
put (Mce = .428, Mce+RSAsl

= .543, t = −8.71,
p < .001) alleviates part of the problem (Figure
1b). To validate this, future experiments should
involve controlling the prior distributions of the
agents’ image encoders by training their vision
modules on different data. Doing so ensures that
they have to communicate about novel objects and
cannot rely on similar representations.

7 Conclusion

This paper revisits the underrepresented alignment
problem present in the referential game often used
in simulations of emergent communication. Specif-
ically, we focused on the problem of increasing
alignment between agent-image representations in
combination with a decreasing alignment between
the input and agent representations. We first con-
firmed that agents align their image representations
while losing connection to their input, meaning
that the emergent languages do not appear to en-
code human-like visual features. We then showed
that, in the common setup, inter-agent alignment is
related to topographic similarity, and argued that
this renders TOPSIM an indirect metric of the rate
of inter-agent alignment. To further investigate
the effects of alignment, we introduced an align-
ment penalty to mitigate the alignment problem
and showed that the communicative ability on a
strict compositionality benchmark did not improve,
leaving the question of inducing compositional gen-
eralisation in emergent communication for images
unsolved. Our findings underscore the need to bet-
ter understand the divergence between human and
artificial language emergence within the prevalent

referential setup and highlight the importance and
potential impact of representational alignment. We
hope that future work rules out or at least reports
about representational alignment.

8 Limitations

Our work has a few notable limitations. First, it
only involves the referential game. Another popular
variant, the reconstruction game (e.g. Chaabouni
et al., 2019a, 2020; Lian et al., 2021; Conklin
and Smith, 2023), requires the listener to recon-
struct the input object based on the speakers’ mes-
sage. Since this setup has a different objective
and presents different learning biases, it may have
different results. We still expect the results to be
similar as there is no pressure to retain alignment
between the image input and agent representation.
It would, however, be interesting to investigate
whether the language protocol in this scenario is
more structured than in the referential game.

Another limitation in our setup is that we only
consider the scenario with two agents, which may
be a requirement for alignment to be possible.
Since experiments with human participants show
that larger communities create more systematic lan-
guages (Raviv et al., 2019b), simulations on emer-
gent multi-agent communication with populations
of agents are also conducted, but these yield mixed
results. The emergent communication protocols of-
tentimes do not evolve to be more structured unless
explicit pressures such as population diversity or
emulation mechanisms are introduced (Rita et al.,
2022; Chaabouni et al., 2022). Michel et al. (2023)
however, showed that population setups can re-
sult in more compositional languages if agent pairs
are trained in a partitioned manner to prevent co-
adaptation. Despite the mixed results, we believe
that emergent communication with populations of
agents is ecologically more valid and could result
in different alignment effects. Much like how Tiele-
man et al. (2019) showed that autoencoders encode
better concept category representations when they
learn representations in a community-based setting
with multiple encoders and decoders collectively.

The final limitation of our study regards its
scale. While simulations of emergent communi-
cation are typically conducted on relatively small-
scale datasets, human language emergence is ac-
companied by rich and diverse multi-modal expe-
riences. Recent results in the field of computer
vision suggest that dataset diversity and scale are
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the primary drivers of alignment to human repre-
sentations (Conwell et al., 2023; Muttenthaler et al.,
2023). As such, this key difference between the
setting of artificial emergent communication and
human language emergence can drive the observed
differences in representations. Due to the difficulty
of interpreting these representations, we see this as
another reason to evaluate emergent protocols on
more strict datasets with clear pragmatic value for
humans.
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A Channel capacity

To test to what degree communicative success,
TOPSIM, and representational alignment are con-
founded with the communication channel capac-
ity, we ran simulations altering the vocabulary
size (V = {3, 5, 10, 20, 40, 50, 100}) and message
length (L = {2, 3, 5, 10, 50, 100}) resulting in 42
parameter settings per loss type.

Overall, performance is relatively independent
of the chosen configuration, but vocabulary size in-
fluences success more than message length (Figure
5). The hyperparameters that resulted in the best
validation accuracy (i.e., generalisation; Chaabouni
et al., 2022) for the standard ce setup were V = 40
and L = 2. These parameters are used to produce
the results in the main paper. Contra expectations,
the vocabulary size also influenced TOPSIM more
than message length. It, especially in the case of
ce + LRSA, is higher when messages are shorter
but have access to a larger vocabulary (Figure 6).

Figure 7 shows that, regardless of capacity, inter-
agent alignment (RSAsl) increases while image-
agent alignment (RSAsi and RSAli) decreases with
the ce loss. Interestingly, RSAsl is agnostic to ca-
pacity but a larger vocabulary size, not message
length, reduces the degree of drifting away from
the input. We hypothesise this to result from lower
pressure to compress rich continuous embeddings
into smaller discrete vocabulary embeddings.

Figure 5: The validation accuracy as a dependent factor
of the vocabulary size and maximum message length.
Values are averages across 15 seeds.

Figure 6: TOPSIM as a dependent factor of the vocab-
ulary size and maximum message length. Values are
averages across 15 seeds.

B Best hyperparameters

The parameters used to run the experiments in the
main paper were the following:

Parameter Value
Batch size 32
Optimiser Adam
Learning Rate (S & L) 0.01 & 0.001
Vocabulary size (V ) 40
Message length (L) 2
Hidden size (S & L) 768 & 768
Embedding size 50
Listener cosine temperature 0.1

Seeds
16,22,41,56,67,
77,14,78,99,23,
82,40,51,37,62

Table 1: Best-performing parameters resulting from the
parameter sweep.

C Interaction of the alignment term on
the cross-entropy loss

To ensure that there is no impact of the alignment
penalty on the pressure for communicative suc-
cess, we ablated the LRSA term of our proposed
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Figure 7: Representational alignment metrics averaged over 15 simulations with the standard ce loss. Regardless of
channel capacity, representational alignment always occurs while losing relation to the input.

loss function and found that both, communicative
success and ce are not affected by the alignment
penalty (Figure 8). Corroborating that only the ce
term provides pressure for successful communica-
tion (§5.4).

Figure 8: Learning curves (accuracy) and cross-entropy
loss (ce) for both loss settings. There is virtually no
effect of the auxiliary term LRSA on the cross entropy
loss or communicative success.

D Pre-trained vision modules

Although it is in principle possible to train the vi-
sion module of the agents from scratch (Dessi et al.,
2021), in our work, agents’ perception stems from a
pre-trained vision-language model. Although there
is reason to believe that DinoV2 embeddings cap-
ture high-level, conceptual image features useful
for discriminating image pairs (Oquab et al., 2024),
we assessed the degree to which the alignment prob-
lem occurs for different pre-trained models despite
encoding the same objects. We ran additional simu-
lations using image features obtained from ResNet
(He et al., 2016) and CLIP (Radford et al., 2021)
for 6 different parameter settings with the ce loss
function. Here we used the parameters that resulted
in the best, worst, mean, and quantile validation

performance from the parameter sweep in appendix
A (see Table 2), and a sensible setup with V = 10
and L = 5.

Msg. Length (L) Vocab. Size (V ) Vision
2 40

DinoV2
CLIP

ResNet

3 10
5 5
5 10
10 3
50 100

Table 2: The parameters for running additional simula-
tions with CLIP and ResNet to assess the robustness of
our results. Each combination was run for 15 different
seeds. Note: results for the DinoV2 simulations are
from the sweep.

Figure 9: Learning curves (accuracy) and RSA metrics
for different vision models averaged over 6 parameter
settings with 15 seeds each. The representational align-
ment problem always occurs. Line style corresponds
to the vision module used to obtain image embeddings
and colour indicates the metric. Areas indicate the 95%
confidence intervals.

Figure 9 shows clearly that inter-agent alignment
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increases while agent-image alignment decreases
for all models. In addition to the similar results
reported by Bouchacourt and Baroni (2018) for
VGG ConvNet embeddings, both 4096 and 1000
layers, we can confirm that the problem is agnostic
to the input embeddings. Interestingly, agent repre-
sentations drift most for CLIP embeddings. Never-
theless, the agents still develop a successful com-
munication strategy, indicating that out-of-the-box
CLIP embeddings are the least useful for agents in
finding a (non-grounded) solution. No such differ-
ences are seen when the agents are trained with the
additional alignment penalty term, inter-agent and
image-agent alignment remain high for all models.
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Abstract

Language models (LMs) are a meeting point
for cognitive modeling and computational lin-
guistics. How should they be designed to serve
as adequate cognitive models? To address this
question, this study contrasts two Transformer-
based LMs that share the same architecture.
Only one of them analyzes sentences in terms
of explicit hierarchical structure. Evaluating
the two LMs against fMRI time series via the
surprisal complexity metric, the results impli-
cate the superior temporal gyrus. and This
underlines the need for hierarchical sentence
structure in word-by-word models of human
language comprehension.

1 Introduction

Interest in language models (LMs) has exploded
due to their recent success on language-related
tasks (Min et al., 2021), with many commentators
speculating about their implications as models of
human language processing (see Millière, 2024,
§IV.ii, for a review). The methodological utility
of natural language processing tools for isolating
language-processing functions in the brain is by
now well-established (Brennan et al., 2012; We-
hbe et al., 2014; Henderson et al., 2016; Shain
et al., 2020; Stanojević et al., 2023); however, con-
troversy persists regarding the role of hierarchical
structure as useful or not in characterizing human
language comprehension (e.g., Frank et al., 2012;
Christiansen and Chater, 2015), yielding two re-
lated questions.

1. Is hierarchical structure part of the best de-
scription of human language comprehension?

2. If so, what brain regions subserve this aspect
of processing?

This study investigates these questions by compar-
ing two language models with the same underlying

architecture. One is constrained via a special at-
tention mask that captures hierarchical structure in
the form of syntactic constituency, while the other
lacks this attention mask, capturing only word-
level information. The hierarchy-biased model is a
Transformer Grammar (TG; Sartran et al., 2022),
which differs only from the unconstrained model,
Transformer-XL (TXL; Dai et al., 2019), in the
presence of this attention mask.

We pair these language models with surprisal,
a word-by-word information-theoretic complexity
metric (see Hale, 2016, for a review) to derive
predictions about neuroimaging data. Surprisal
from the hierarchy-biased TG compares against
surprisal from the unconstrained TXL in the task
of predicting fMRI data (Li et al., 2022). This
sets up a clean contrast between hierarchical and
non-hierarchical conceptions of language compre-
hension.

The results, reported in section 6, support the
role of hierarchical structure in language compre-
hension. Surprisal values derived from a Trans-
former Grammar predict fMRI timecourses in bi-
lateral superior temporal gyrus (STG) better than
those from TXL. This supports the view that the
STG is sensitive to hierarchical sentence structure
(Friederici and Gierhan, 2013; Friederici, 2017).

2 Phrase Structure

The Penn Treebank operationalizes one notion
of hierarchical structure (Marcus et al., 1993).
The present study uses these trees, exemplified
in Figure 1. The syntactic analyses that they
express date back to Chomsky’s Standard The-
ory (1965) and can be motivated by considerations
such as substitution, compositionality and structure-
dependence of transformational rules which are re-
viewed in introductory linguistics textbooks (e.g.
Akmajian et al., 2010). For a broad, comparative
discussion of hierarchical structure in language, see
Coopmans et al. (2023).
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Figure 1: An example sentence attested in the stimulus
text (The Little Prince) used in the fMRI study, see
section 5.3.

3 Transformer Grammar

Transformer Grammars (Sartran et al., 2022) model
the joint-probability of a surface string x and its cor-
responding phrase structure tree y, p(x, y). They
incorporate an inductive bias toward hierarchical
syntax via special attention masks. These attention
masks mark the only difference between TG and a
general Transformer-XL (Dai et al., 2019).

TGs apply the idea of parsing as language mod-
eling (Vinyals et al., 2015; Dyer et al., 2016; Choe
and Charniak, 2016) by assigning probability to
labelled, bracketed strings. They innovate on that
idea by restricting — via the additional attention
mask – the information used in label assignment.
This information is restricted to prior composed
phrases and the direct subconstituents of the cur-
rent phrase being composed. These restrictions
result in stack representations that correspond to
levels of a syntactic derivation (for more details on
TG’s recursive syntactic composition see Sartran
et al., 2022, §2.1).

4 Previous Work Investigating Hierarchy
using Computational Modeling and
Neuroimaging Data

This work builds on research that compares word-
by-word difficulty predictions against neuroimag-

Figure 2: An example of a string x and tree y, which
are modeled by a labelled bracketed sequence of (x,y)
(Adapted from Sartran et al., 2022, Figure 1).

ing data. Previous work of this type has found sup-
port for hierarchical structure (Brennan et al., 2012,
2016; Henderson et al., 2016; Li and Hale, 2019;
Shain et al., 2020; Reddy and Wehbe, 2021; Stano-
jević et al., 2023; Sugimoto et al., 2023; Oota et al.,
2023). Hale et al. (2022) and Uddén et al. (2020,
§2) review this interdisciplinary line of work from
computational and neuroscientific perspectives, re-
spectively.

Others, following in the tradition of Elman (e.g.,
1990, see also Frank et al., 2012, Christiansen and
Chater, 2015), have questioned the need for hier-
archical structure. Proponents of this view point
to the successes of LMs that rely just on overt
word sequences in encoding (or decoding) human
brain responses to language (e.g., Caucheteux et al.,
2021a; Caucheteux and King, 2022; Toneva et al.,
2022; see Karamolegkou et al., 2023 for a review).
The most extreme form of this view holds that
word-prediction alone suffices to explain human
language processing (Schrimpf et al., 2021; Gold-
stein et al., 2022a).

The present study addresses this debate regard-
ing the role of hierarchy in language comprehen-
sion by comparing two language models with
the same underlying architecture, the only differ-
ence being that hierarchical structure is explicitly
present (vis-a-vis the additional attention mask) in
one (the TG) and not in the other (the TXL).

5 Methodology

5.1 Language Modeling

A 252M parameter, 16-layer, 8-attention-head TG
was used as the hierarchy-biased model.1 A 252M
parameter, 16-layer, 8-attention-head TXL (Dai
et al., 2019) was used as the unconstrained lan-

1https://github.com/google-deepmind/
transformer_grammars
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Figure 3: Glass brain z-map showing significant clusters of r2 increase for hierarchy-biased TG surprisal (red) or
unconstrained TXL surprisal (blue), thresholded with an expected false discovery rate (FDR) < 0.05 and a cluster
threshold of 50 voxels.

guage model.2 Both models were trained on the
BLLIP-LG dataset (Charniak et al., 2000), as split
by Hu et al. (2020). The training set is comprised of
1.8M sentences (≈40M words). Tokenization was
performed with SentencePiece (Kudo and Richard-
son, 2018) using a subword algorithm (Kudo, 2018)
with a 32K word-piece vocabulary.

The only difference between the TXL and TG in
this study is the additional attention mask. Their
number of parameters, layers, attention heads, and
training/evaluation data (excluding the annotations
used for TG) are identical. Indeed, as reported
in Table A.3, the trained models arrive at highly
similar test set perplexities.

5.2 Linking assumptions

To link brain data to language models, we use
the surprisal complexity metric (Hale, 2001; Levy,
2008). Surprisal is the negative logarithm of the
conditional probability of the next token, given
previous tokens, on a particular LM (for a review,
see Hale, 2016). These per-token numerical values
serve as theoretical predictions that may explain
time-dependent neural signals from people hear-
ing those words. In this case, the neural signal is
the blood oxygen level dependent (BOLD) signal
measured with fMRI at each voxel in the brain (see
§5.3 below).

Whereas surprisal values from the string-
oriented TXL are exact, surprisals from the tree-
oriented TG are approximated using the top
300 trees sampled from a Recurrent Neural Net-
work Grammar (Noji and Oseki, 2021).

5.3 fMRI
5.3.1 Data
The fMRI data analyzed was the the English sec-
tion of the Little Prince Datasets (Li et al., 2022,
N = 49). Participants were scanned while they
engaged in the naturalistic task of listening to an
audiobook recording of David Wilkinson’s English
translation of Le Petit Prince (The Little Prince),
read by Karen Savage. Data collection protocols
and preprocessing steps are reported in the cited
paper.

5.3.2 Statistical Analysis
To assess both LMs with respect to human
neuroimaging data, we pursue an r2 analysis,
following Crabbé et al. (2019, §5).

Single-Subject Statistics For each subject,
we calculate how much the inclusion of the vari-
ables of interest—TG surprisal and TXL surprisal—
increases cross-validated BOLD r2 with respect to
a base model with only predictors of non-interest.
Here, r2 values indicate the voxel-wise variance
explained. Thus, at the first level, two brain maps
are calculated for each participant: one indicating
the increase in cross-validated brain activity r2 as-
sociated with adding TG surprisal to a baseline
model; and one indicating the increase in cross-
validated brain activity r2 associated with adding
TXL surprisal to a baseline model. The baseline
model included: spoken word rate, word frequency,
5 principal components derived from fastText word
vectors (Bojanowski et al., 2016), and the pitch and
acoustic intensity of the narrator’s voice.

BOLD signal is modeled, at each voxel, for
each participant, via generalized linear model.
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MNI Coordinates
Region Cluster size (mm3) X Y Z Peak Stat (z)

Left Superior Temporal Gyrus (STG) 11208 -38.0 -32.0 10.0 5.57
-46.0 -14.0 4.0 5.26

Right STG 10680 48.0 -18.0 6.0 5.36
60.0 -10.0 0.0 5.09

Left Fusiform Gyrus 2224 -46.0 -48.0 -14.0 -4.48
-52.0 -58.0 -18.0 -4.15

Left Pre-Motor Cortex 1552 -44.0 4.0 38.0 -4.16

Table 1: Results of paired T-test between hierarchy-biased and unconstrained cross-validated r2 increase, thresholded
with an expected false discovery rate < 0.05 and a cluster threshold of 50 voxels.

The word-level metrics are temporally annotated
at the offset of each word in the audiobook,
while the speech-related metrics are annotated
every 10ms. All regressors, described in Table
A.1, were convolved with the SPM canonical
hemodynamic response function (Poldrack et al.,
2011). Regressors of non-interest are included to
ensure that any effects found are not due to other
facets of linguistic processing (Lund et al., 2006).

Group-Level Statistics The single-subject r2

increase brain maps (one TG map, one TXL map,
per subject) were entered into a paired t-test to com-
pare the impact of the additions of TG surprisal and
TXL surprisal to base model of the BOLD signal.
The results indicate where the addition of one vari-
able to the base model (either TG surprisal or TXL
surprisal) contributes to explaining the BOLD sig-
nal significantly better than the other.

6 Results

The addition of surprisal derived from the
hierarchy-biased TG model performed above-and-
beyond the addition of surprisal derived from the
unconstrained TXL model in goodness-of-fit (r2)
to the measured BOLD signal in bilateral STG (Fig.
3; Table 1). The unconstrained model performed
above-and-beyond the hierarchy-biased model in
the left fusiform gyrus and pre-motor cortex. The
significant clusters found were thresholded using
an expected false discovery rate < 0.05 and a cluster
threshold of 50 voxels.

7 Discussion

The findings support the role of STG in
hierarchically-sensitive sentence processing
(Friederici and Gierhan, 2013; Friederici, 2017).

Notably, the results for surprisal in STG are
largely localized to auditory cortex (see also
Willems et al., 2016). These results suggest, in
line with the sensory hypothesis (Dikker et al.,
2009), that hierarchical structure from earlier
in the sentence can impact low-level sensory
processing. Prior investigation into early (<
150 ms) processing using MEG has found that
auditory cortex is sensitive to phrase structure
(Herrmann et al., 2009). This early sensitivity to
hierarchical structure indicates that previously
encountered structure may modulate sensory
processing of subsequent words in a top-down
manner. Employing a precise regression analysis
and holding the architecture of LMs constant, the
current study offers novel evidence in support of
the sensory hypothesis and the early influence of
hierarchical structure in language comprehension.

One region that has been largely implicated in
predictive processing such as the type modeled here
(e.g., Henderson et al., 2016; Brennan et al., 2020;
Shain et al., 2020) is the left inferior frontal gyrus
(LIFG). The present study does not implicate LIFG.
It is possible that this null result could be due to the
fact that the level of prediction and prediction vio-
lation here is too modest to invoke the LIFG, which
seems more associated with processing particularly
complex stimuli.

The success of modern LMs in natural language
processing tasks has revived hope (see §4) that hi-
erarchical structure could be left out of an adequate
cognitive model. The results reported here sug-
gest contrariwise. This echos Huang et al. (2024),
who find that LMs strongly under-predict human
reading time on syntactically challenging construc-
tions, Antonello and Huth (2024) who differentiate
LM layers that better-predict successor words from
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layers that better-predict fMRI data, and Yedetore
et al. (2023), who find that unbiased LMs fail to
generalize structurally-dependent constructions in
a human-like way. With Antonello and Huth, we
acknowledge that unconstrained LMs learn some-
thing about syntax. But it is not enough; in the
context of cognitive modeling, additional bias to-
wards hierarchical structure seems to be needed
(Coopmans et al., 2022).

8 Conclusion

Hierarchical structure remains a key part of the
best characterization of human language compre-
hension. This conclusion rests upon the increase
in BOLD r2 from the addition of TG-derived sur-
prisal compared to the addition of TXL-derived
surprisal. This obtains in a well-known temporal
node of the language network and shores up the
view of the language-processing brain as a system
that performs hierarchical combinatorics. The re-
sults here also support recent arguments against
unbiased LMs as cognitive models of human lan-
guage.

Limitations

The TG (Sartran et al., 2022) and TXL (Dai et al.,
2019) models used in this study are 16-layer mod-
els. A recent study from Mueller and Linzen (2023)
found that depth (number of layers) is a more im-
portant factor in a language model’s generalization
performance than width (embedding and hidden
dimensions, feed-forward layer size). Applying
these findings to the present study by increasing
the depth of the TG and TXL models could yield
interesting results. It is possible that adding more
layers to both models could affect the magnitude
and presence of correlations to brain regions by
influencing the generalization patterns of both TG
and TXL. Given that the procedure here is theo-
retically motivated and the results align with both
these theoretical considerations and previous neu-
roimaging work (e.g., the large scale brain model
of Friederici, 2017), we do not expect the pattern
of results to change. Nonetheless, further investiga-
tion is warranted.

This study only considers English. Follow-up
studies could be performed in additional languages
to solidify and expand the conclusions drawn here.

Finally, as previously mentioned, it has been
found (e.g., Toneva and Wehbe, 2019; Caucheteux
et al., 2021a; Caucheteux and King, 2022) that

intermediate layers of LMs are best at encoding
neural data. An interesting follow-up to the current
study could probe the representations learned by
TXL in its earlier layers and compare how well
they encode neural data against a TG.

Ethics Statement

Language models pose risks when used outside of
their intended scope. The language models used
here are available under a CC-BY 4.0 license, al-
lowing free public use. The training data used here
(Charniak et al., 2000) is semi-controlled in that it
comes from the Wall Street Journal; however, it is
generally important to investigate training data for
harmful human bias, which could find its way into
language models.
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A Appendix

Predictor Description Model-Inclusion

TG Surprisal Surprisal derived from TG at a word hierarchy-biased
TXL Surprisal Suprisal derived from TXL at a word unconstrained
Word Rate Annotation indicating the existence of a spoken word base, hierarchy-biased, unconstrained
Word Frequency Log lexical frequency of a word base, hierarchy-biased, unconstrained
F0 Pitch (fundamental frequency) of the voice of the narrator base, hierarchy-biased, unconstrained
RMS Amplitude Root Mean Square Amplitude of the voice of the narrator (reflecting intensity) base, hierarchy-biased, unconstrained
Word Vector5 5 regressors corresponding to values derived from a word’s pretrained fastText vector base, hierarchy-biased, unconstrained

Table A.1: Generalized linear model predictors

Language Model Perplexity on Test Set

Transformer Grammar (Sartran et al., 2022) 32.82
Transformer-XL (Dai et al., 2019) 34.07

Table A.3: Perplexity values for the TG and TXL language models on the BLLIP-LG test set, as split by (Hu et al.,
2020).
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Abstract

Understanding human perception of nonsense
words is helpful to devise product and character
names that match their characteristics. Previ-
ous studies have suggested the usefulness of
Large Language Models (LLMs) for estimat-
ing such human perception, but they did not fo-
cus on its emotional aspects. Hence, this study
aims to elucidate the relationship of emotions
evoked by nonsense words between humans
and LLMs. Using a representative LLM, GPT-
4, we reproduce the procedure of an existing
study to analyze evoked emotions of humans
for nonsense words. A positive correlation of
0.40 was found between the emotion intensity
scores reproduced by GPT-4 and those manu-
ally annotated by humans. Although the corre-
lation is not very high, this demonstrates that
GPT-4 may agree with humans on emotional
associations to nonsense words. Considering
that the previous study reported that the cor-
relation among human annotators was about
0.68 on average and that between a regression
model trained on the annotations for real words
and humans was 0.17, GPT-4’s agreement with
humans is notably strong.

1 Introduction

Nonsense words (hereinafter called “nonwords”)
are words that do not exist within the vocabulary
of a language. Although these words do not have
any meaning, humans often associate specific im-
pressions and feelings to their pronunciation and
spelling (Sabbatino et al., 2022). A well-known
example is the Bouba/Kiki effect (Köhler, 1929),
in which people tend to associate pointy and round
shapes with certain sounds. Understanding such hu-
man perception of nonwords brings benefits espe-
cially in commerce, as it helps to devise new prod-
uct, character, and brand names that match their
characteristics. Also, it can contribute to discover-
ing how humans process words in general (Traxler
and Gernsbacher, 2006). However, investigating

入力 未知語 [alse, roice, dworth, wrorgue]のうち
“joy”に最も関連しているものはどれか？
最も関連していないものはどれか？

GPT-4-0613
回答

Joyに対する
評価値[2]

MOST : roice
LEAST: wrorgue

MOST : roice
LEAST: dworth

英語母国語話者
出力

Joyに対する
評価値0.95juy

0.85roice
0.31wrorgue
︙︙

1.0juy
0.98roice
0.10wrorgue
︙︙

Input
Which of the 4 nonwords listed below do you associate 
most and which do you associate least with ‘‘joy’’?
Word list: [alse, roice, dworth, wrorgue] 

GPT-4-0613

Answer

Emotion 
ratings for joy

MOST : roice
LEAST: wrorgue

MOST : roice
LEAST: dworth

Native English speakers

Output

Emotion 
ratings for joy

juy 0.95
roice 0.85

wrorgue 0.31
︙ ︙

juy 1.00
roice 0.98

wrorgue 0.10
︙ ︙

Figure 1: Nonword-emotion annotation procedures by
humans and an LLM.

such human perception requires experiments on hu-
mans, which is costly and labor-intensive, making
it difficult to obtain large-scale data sufficient for
statistical analysis.

Previous studies have discussed whether Large
Language Models (LLMs) can function as cogni-
tive models of natural language (Mahowald et al.,
2024), suggesting their usefulness in estimating the
evoked impressions of nonwords in humans. Cai
et al. (2024) evaluated the association between the
sound and form of a nonword and the association
between sound and gender in LLMs, namely Chat-
GPT (OpenAI, 2022) and Vicuna (Chiang et al.,
2023). They suggest the usefulness of LLMs for es-
timating the nonword impressions in humans such
as the Bouba/Kiki effect. However, they have not
revealed how LLMs work for emotions which is
a core component for the meaning of a language
vocabulary (Mohammad, 2018).

Mohammad and Turney (2010) constructed a
large, high-quality, word–emotion association lexi-
con to contribute to the study of emotion analysis.
Based on their lexicon, Sabbatino et al. (2022) con-
structed an emotion intensity lexicon targeting 272
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Role: System

Content: You are a native English speaker. Be sure to answer the question within 200 words.

Role: User

Content: Which of the four nonsense words listed below do you associate most and

which do you associate least with EMOTION?

Word list: [WORD1, WORD2, WORD3, WORD4].

Explain the way you think step by step, and answer with “MOST:” for the choice you

associate most and “LEAST:” for the choice you associate least with EMOTION at the end.

Table 1: Input prompt for an LLM. In each prompt, the word list corresponds to a tuple consisting of four nonwords
and the EMOTION describes one of the six emotions.

nonwords. For each nonword, six emotion ratings
(joy, sadness, anger, disgust, fear, and surprise)
were assigned according to Ekman’s basic emo-
tions (Ekman, 1972). Crowdsourced best–worst-
scaling annotations were used to collect ratings
by 120 native English speakers. Sabbatino et al.
(2022) constructed a regression model to estimate
the emotion ratings of nonwords. In the training
phase, the regressor was trained on the emotion
ratings of real words, then it was tested on those
of nonwords. This regression model showed Pear-
son’s correlation coefficient of 0.17 at best. This
indicates the traditional regression approach is in-
sufficient to deal with the emotion rating prediction
of nonwords.

Furthermore, since there has been no research
focusing on emotion predictions through LLMs,
how they can associate nonwords with emotions is
elucidated. Hence, the purpose of this study is to
elucidate the relationship of the emotions evoked
by nonwords between an LLM and humans. Our
contributions can be summarized as:

• This paper is the first to evaluate the correla-
tion between an LLM and humans regarding
the emotions evoked by nonwords.

• Following the procedure of the annotation by
Sabbatino et al. (2022) as in Fig. 1, we found
a positive correlation of about 0.40 between
an LLM and humans.

• Evaluation demonstrates that an LLM (in par-
ticular GPT-4) agrees with humans to some
extent on emotional associations to nonwords.

2 Emotion Ratings for Nonwords

To measure the correlation of nonword interpre-
tation between an LLM and humans, this section
proposes a method to reproduce Sabbatino et al.
(2022)’s best–worst-scaling annotations using an

LLM. Following their methodology, we focus on
the six basic emotions. The annotation procedures
by humans and an LLM are contrasted in Fig. 1.

2.1 Emotion Ratings by Humans
In the best–worst-scaling annotations by Sabbatino
et al. (2022), first, they selected a target emo-
tion e ∈ {joy, sadness, anger, disgust, fear,
surprise}. Then, four words were randomly se-
lected from the 272 nonwords and 68 real words
to create a tuple. These nonwords have an ortho-
graphically correct spelling, and a monosyllabic
pronunciation. The real words were used for com-
parison to previous studies and for attention checks
of the annotators. Each word was selected eight
times to create tuples, and for each tuple, three
annotators answered the question: “Which of the
four words do you associate MOST and which do
you associate LEAST with the emotion e?” Af-
ter 120 annotators had selected the word most and
least associated with e, the emotion intensity score
scoree(w) of word w was calculated as follows:

scoree(w) =
moste(w)− leaste(w)

counte(w)
, (1)

where moste(w) and leaste(w) are the numbers of
times w was selected as MOST and LEAST, respec-
tively, and counte(w) is the number of times w was
presented. Lastly, they normalized this scoree(w)
to [0, 1]. This process was performed for all six
emotions.

2.2 Emotion Ratings by LLM
To reproduce this procedure using an LLM, we use
the same 272 nonwords. We do not use real words
because we are only interested in nonwords, and
the relative order of words in an emotion based
on the emotion intensity score is not affected to
the correlation analysis. Using the 272 nonwords,
we randomly created 1,632 tuples consisting of
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Joy Sadness Anger Disgust Fear Surprise Mean
(a) GPT-4 & Humans 0.44* 0.40* 0.41* 0.47* 0.44* 0.26* 0.40*
(b) Among humans 0.72 0.68 0.71 0.72 0.70 0.60 0.69

Table 2: (a) Pearson’s correlation coefficients for the six emotions between the LLM’s and the humans’ ratings
(*: p-value is less than 0.05). (b) Split-half reliability for nonword annotation (Sabbatino et al., 2022).

four nonwords. For this, we made sure that each
word appeared in 24 different tuples and was not
selected more than once within the same tuple to
match the number of times each word was rated
with the ratings by Sabbatino et al. (2022) (i.e.,
∀w; counte(w) = 24). Then, we create an input
prompt for a target emotion e and a tuple of four
words.

Table 1 shows the prompt used in our evalua-
tion. The system role indicates the role of the LLM,
while the user role asks questions and instructions.
In the system role, we instruct the LLM to imi-
tate a native English speaker to make its charac-
teristics closer to the attributes of the annotators
in Sabbatino et al. (2022)’s work and to answer
the question within 200 words to avoid redundant
responses. In the user role, we instruct the LLM
to answer the most and least relevant words to the
emotion e from the four nonwords in the tuple. In
addition, we instruct the LLM to think step by step
to answer the question with evidence (Kojima et al.,
2022), and to answer with the most relevant word
followed by “MOST:” and the least relevant word
followed by “LEAST:” to facilitate text processing
on it.

Next, we input this prompt into the LLM. This
is repeated for all tuples. The nonwords selected
as most and least relevant to emotion e are then
extracted from the LLM’s output sentences, and the
emotion intensity scores are calculated by Eqn. (1).
This process is performed for all six emotions.

3 Correlation Analysis: An Experiment

We conducted an experiment to investigate the cor-
relation between humans and LLMs regarding the
emotions evoked by nonwords.

3.1 Experimental Setup

GPT-4-0613 from OpenAI API1 was selected as
the target LLM because it was one of the most
predominant and powerful LLMs easily available.
We set the temperature parameter for output diver-
sity to 0 and the top_p parameter to 1 to ensure

1https://platform.openai.com/ (Accessed April 28, 2024)
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Figure 2: Scatter plots for disgust and surprise. The
x-axis represents ratings by humans, while the y-axis
represents those reproduced by GPT-4.

reproducibility.
To measure the correlation between emotional

associations by the LLM and humans, Pearson’s
correlation coefficient was used. Note that a p-
value less than 0.05 indicates a significant correla-
tion between the LLM’s and humans’ ratings (Sab-
batino et al., 2022).

3.2 Results

Table 2(a) shows the correlation coefficients be-
tween the LLM’s and the humans’ ratings with an
average correlation of 0.40. The highest correla-
tion was 0.47 for disgust and the lowest was 0.26
for surprise. Notably, p-values were less than 0.05
for all emotions. The scatter plots for disgust and
surprise are displayed in Fig. 2. Both plots show
an ascending trend to the right which indicates a
positive correlation.

Table 3 shows an example of the GPT-4 output
including the reason for its best–worst judgements
of nonwords. These descriptions indicate a large
influence of the meanings of real words with similar
spellings on its choice. Examples of the outputs
showing such an influence are shown below.

• Part of the evaluation of a tuple containing the
nonword “juy” for the emotion “joy”:
MOST: “Juy” - It’s phonetically and visually

similar to “joy”, which makes it the most

associated with joy in my opinion.

“Juy” was highly associated with joy because
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The association of nonsense words with a concept like “joy” is subjective and depends on

personal interpretation. However, I’ll try to explain my thought process. “Alse” sounds

similar to “else” and doesn’t evoke any particular emotion. “Dworth” sounds a bit like

“dwarf”, which could be associated with fantasy and joy for some, but it also sounds like

“worth” which is neutral. “Wrorgue” sounds harsh and complex, not typically associated with

joy. “Roice” sounds similar to “rejoice”, a word strongly associated with joy and happiness.

Therefore, it might be the word most associated with joy due to this phonetic similarity.

So, my choices would be: MOST: Roice - because it sounds similar to “rejoice”, a word

that is often used to express joy or happiness. LEAST: Wrorgue - because it sounds harsh

and complex, which are not typically characteristics associated with the feeling of joy.

Table 3: GPT-4 output for the tuple of [alse, roice, dworth, wrorgue] targeting the emotion “joy”.

its pronunciation resembled “joy”.

• Part of the evaluation of “voathe” for the emo-
tion “disgust”:
MOST: “Voathe” - Because it sounds similar

to “loathe”, a word that signifies strong

dislike or disgust.

“Voathe” was highly associated with disgust
because it sounded similar to “loathe”, which
means to intensely dislike.

• Another example for the evaluations of “roice”
for joy:
MOST: “Roice” – Because it sounds similar to

“rejoice”, a word that is directly associated

with joy. It also has a soft sound due to the

“r” and “oi” sounds.

As seen in the part “It also has a soft
sound due to the “r” and “oi” sounds”,
GPT-4 may not have only associated the non-
word with a real word, but also grasped its
meaning based on sound symbolism (Hinton
et al., 1995; Köhler, 1929; Sapir, 1929) related
to the emotion.

3.3 Discussion
In the study of Sabbatino et al. (2022), the aver-
age correlation calculated among human annotators
was 0.69 (Table 2(b)) This means that the corre-
lation coefficients obtained using an LLM were
lower than those among humans. However, the
correlation when the regression model trained on
real words was applied on nonwords, reported in
the study by Sabbatino et al. (2022), was 0.17. Al-
though the number of test data differs between our
experiment and theirs, the large gain in correlation
suggests that GPT-4 reproduces human evaluation
better than the regression model.

The highest correlation for disgust may be due
to its larger pool of associated real words (e.g.,

“loathe” for the nonword “voathe”, “filth” for
the nonword “fliche”, “gross” for the nonword
“groose”) compared to the other emotions.

In contrast, a possible reason for the lowest corre-
lation for surprise could be that it has a smaller vari-
ance in human ratings (See Fig. 2(b)). Since almost
no nonword has a human rating of less than 0.2 or
more than 0.9, few nonwords obviously evoke or
do not evoke surprise in English speakers. This
may have made the annotation task difficult and the
correlation low.

4 Conclusion and Future Work

Do LLMs agree with humans on emotional associa-
tions to nonsense words? —Yes, LLMs somewhat
agree with humans. With the aim of elucidating
the correlation between an LLM’s and humans’ un-
derstanding of nonwords, our study used GPT-4 to
reproduce the emotion ratings of Sabbatino et al.
(2022)’s study. We found a positive correlation
of approximately 0.40 between GPT-4 and human
ratings. This indicates that an LLM can be useful
to estimate the emotions evoked by nonwords for
humans. GPT-4 suggests that the meaning of real
words with similar spellings largely influences its
interpretation of nonwords, and that it may utilize
knowledge of sound symbolism regarding emotion.

The existing analysis gathered from 120 persons,
surely have different personae. In the future, we
plan to assign more diverse personae to explore
potential variations in ratings based on factors such
as gender, age, and nationality. Furthermore, in-
vestigating factors affecting the LLM’s nonword
interpretation will also be promising.

Limitations

Although our results show that GPT-4 can repro-
duce the nonword emotion ratings by humans,
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other LLMs, such as PaLM (Chowdhery et al.,
2023) and LLaMA (Touvron et al., 2023), may
behave differently to nonwords. Additionally, our
experiment targeted English speakers’ perception
of English nonwords. If tested in different settings,
e.g., another language speakers’ perception, it is
still an open question whether LLMs mainly trained
on English data can reproduce their ratings.
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Abstract

Recent studies have claimed that large language
models (LLMs) are capable of drawing prag-
matic inferences (Qiu et al., 2023; Hu et al.,
2022; Barattieri di San Pietro et al., 2023). The
present paper sets out to test LLM’s abilities on
atypicality inferences, a type of pragmatic in-
ference that is triggered through informational
redundancy. We test several state-of-the-art
LLMs in a zero-shot setting and find that LLMs
fail to systematically fail to derive atypicality
inferences. Our robustness analysis indicates
that when inferences are seemingly derived in a
few-shot settings, these results can be attributed
to shallow pattern matching and not pragmatic
inferencing. We also analyse the performance
of the LLMs at the different derivation steps
required for drawing atypicality inferences –
our results show that models have access to
script knowledge and can use it to identify re-
dundancies and accommodate the atypicality
inference. The failure instead seems to stem
from not reacting to the subtle maxim of quan-
tity violations introduced by the information-
ally redundant utterances.

Keywords: pragmatics; informational redun-
dancy; human-like reasoning; large language
models

1 Introduction

Recent studies have shown that large language mod-
els (LLMs) can oftentimes provide responses that
are consistent with pragmatic interpretations, e.g.,
Qiu et al. (2023). An analysis of seven different
pragmatic phenomena (including humor, coherence
and irony) by Hu et al. (2022) found that LLMs
to exhibit similar accuracy and error patterns as
humans; and research has also reported LLMs per-
forming well on test developed to test the pragmatic
ability of humans (Barattieri di San Pietro et al.,
2023).

In the present paper, we test whether LLMs
are capable of deriving atypicality inferences –

the type of pragmatic inferences that arise in the
face of mentioning information that is information-
ally redundant (IR). The informational redundancy
arises from the fact that the information can be in-
ferred from shared knowledge about typical event
sequences (script knowledge – knowledge about
everyday situations, like dining at a restaurant or
shopping; see, Bower et al., 1979). Mentioning
easily inferable events violates the quantity maxim
which holds that speakers should be informative
(Grice, 1975).

For example, eating is the activity that is highly
predictable in a restaurant scenario. Thus, the ut-
terance in (1) is informationally redundant:

(1) Mary went to a restaurant. She ate there!

Mentioning the inferable event leads to prag-
matic inferences – Kravtchenko and Demberg
(2022) showed that subjects lower their beliefs
about the highly conventionally habitual activity
(e.g., eating). The derivation mechanism assumes
that when faced with utterances that are informa-
tionally redundant, comprehenders try to ‘repair’
the utterance informativity by inferring that the
mentioned event is atypical for the referent. With
relation to (1), it follows that Mary does not usually
eat, when going to a restaurant.

The derivation mechanism of atypicality infer-
ences can be summarized in four steps (Ryzhova
et al., 2023; Kravtchenko and Demberg, 2022). At
first, comprehenders identify redundancy in the
message based on script knowledge. Secondly, they
realize that redundancy is infelicitous due to vio-
lation of the quantity maxim. Thirdly, they infer
atypicality (Mary does not usually eat at a restau-
rant). Finally, they need to accommodate atypical-
ity with their world knowledge (e.g., Mary usually
only orders drinks). This decomposition into steps
allows us to check what aspect of the pragmatic
inference might be particularly challenging for the
LLM.
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Previous work on the recent generative mod-
els suggests that they have a promising under-
standing of script knowledge – see Huang et al.
(2022), where GPT-3 generated plausible script
schemata. However, it is not only relevant whether
the script knowledge is learned by the model, but
also whether the model is able to access it and in-
tegrate it into the task solving process. Hong et al.
(2024b) tested more than 30 different LLMs on
implicit vs. explicit causal relations between two
script events. The models, unlike humans, were
unable to infer or predict a cause/event from script
knowledge, if it was omitted. This might imply ei-
ther insufficient representation of script knowledge
or inability to integrate it.

Recent research on LLMs has explored their
ability to understand non-literal language, demon-
strating that these models can emulate human-like
performance in deriving pragmatic meaning (Hu
et al., 2022). For example, Qiu et al. (2023) showed
that ChatGPT, to some extent, resembles human
behaviour — it consistently derives scalar impli-
catures by interpreting the quantifier ‘some’ and
disjunctions pragmatically. However, the model
exhibited a lack of human-like flexibility when
nuanced interpretation required consideration of
contextual information.

In the present paper, we investigate pragmatic
abilities in the derivation of atypicality inferences
of three recent generative models that offered the
most promising performance, namely – GPT-3.5-
turbo (GPT-3.5-t; t = 1, presence_penalty = 0,
top_p = 1), GPT-4 (t = 1, presence_penalty = 0,
top_p = 1) and the open-source model LLama 3
8B Instruct (Llama 3; t=0.6, repeat_penalty = 1.2,
top_p = 0.9). We present a series of experiments
in which we firstly follow a zero-shot approach
to replicate the results of Kravtchenko and Dem-
berg (2022) and Ryzhova et al. (2023) with LLMs
(Exp. 1). Next, we follow a few-shot prompting
approach that has been shown to improve the mod-
els’ reasoning (Exp. 2) and perform a perturbation
analysis with modified few-shot exemplars. Finally,
in Exp. 3, we analyse the LLM’s ability to perform
the different reasoning steps required for atypicality
inferences according to Kravtchenko and Demberg
(2022) and Ryzhova et al. (2023).

2 Atypicality inferences

We here briefly present the original experiment of
Kravtchenko and Demberg (2022) and discuss the

derivation steps for atypicality inferences.
The mechanism of atypicality inferences lies in

the violation of the quantity maxim where inter-
locutors are expected to convey the right amount
of information to their conversational partners –
neither more nor less (Grice, 1975).

Informativity of a message, among other things,
is dependent on the mutual knowledge and beliefs
of interlocutors about each other. According to
the previous literature, humans exhibit a remark-
able ability to infer script events, even those left
unmentioned in everyday narratives, without caus-
ing the discourse to appear odd or inconsistent.
This capability is reflected in human communica-
tion, too, where individuals don’t explicitly men-
tion all script-related events, and yet listeners can
seamlessly infer this information from their script
knowledge (Bower et al., 1979). Kravtchenko and
Demberg (2022) investigated the comprehension of
utterances that are overinformative or information-
ally redundant (IR), and thus violate the maxim of
quantity, given comprehender’s script knowledge.
They examined 24 stories describing common ev-
eryday event sequences, such as going to a restau-
rant or going shopping. In these scenarios, script
knowledge consists of specific sequences of events,
such as (for a going to a restaurant scenario) reach-
ing the restaurant, taking a table, looking at the
menu, ordering food, eating, paying, and leaving
the place (Bower et al., 1979; Wanzare et al., 2016).

Each story underwent a 2 (ordinary vs. wonky
common ground context) x 2 (conventionally habit-
ual vs. non-habitual utterance) manipulation (see
an example of an item in all conditions in Table 1).
Critically, the conventionally (conv.) habitual utter-
ance “She ate there!” was an event taken from the
script schema.

Kravtchenko and Demberg (2022) manipulated
the presence of conv. habitual utterance in the story.
After reading a story, subjects were asked to ex-
press their beliefs about the target activity on a
scale ranging from 0 to 100: How often do you
think Mary usually eats, when going to a restau-
rant? (Never-Sometimes-Always). Overall, when
the context followed script-schema (ordinary con-
dition), subjects assigned high typicality ratings
in the baseline condition (where no utterance was
present in the story), meaning that subjects be-
lieved that Mary usually eats in restaurants, in ac-
cordance with script knowledge. However, when
the conv. habitual utterance was present in the story,
the subjects’ ratings about Mary typically eating
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when going to a restaurant were significantly lower
(baseline: 85.79 vs. habitual utterance: 72.37;
p < .001) – see also Figure 1.

Figure 1: Human ratings of event typicality (e.g., eating
when going to a restaurant) taken from Kravtchenko and
Demberg (2022). Violin plots, overlaid with box plots,
show the distribution of ratings. Circles represent mean
values. The arrow indicates a statistically significant
difference in ratings between conditions.

This effect crucially depends on informational
redundancy – it disappeared (baseline: 48 vs. non-
habitual utterance: 45.71) in the context, where
the conv. habitual utterance was not information-
ally redundant (see Table 1, wonky context, where
Mary was portrayed as a non-eater). The effect
is also not present when the target utterance was
not referring to a predictable event “She got to see
their kitchen!”, see Table 1, non-habitual utterance
(ratings for ordinary: 40.80 to 42.47; for wonky:
38.49 to 39.56 – baseline to non-habitual utterance
condition, respectively).

2.1 Derivation steps of atypicality inferences

To investigate how subjects accommodated atypi-
cality inferences in the situational context of a story
and to better understand the underlying derivation
processes of atypicality inferences, Ryzhova et al.
(2023) conducted a follow-up study, in which they
asked participants to explain a given rating. The
ratings were tagged according to whether they pro-
vided evidence for an atypicality inference having
been drawn. The most important categories from
their annotation scheme are shown in Table 2.1

In most cases, subjects derived atypicality infer-
ence (atypicality tag). These responses reflected
recognition of informational redundancy and stated
the utterance as the reason to assume that Mary
does not usually eat in restaurants — this corre-
sponded to low typicality ratings (see mean rat-

1Ryzhova et al. (2023) report a substantial inter-annotator
agreement (Cohen’s κ = 0.74 (p<.0001), 95% CI (0.7, 0.77)).

ings in column 2 of Table 2). Interestingly, sub-
jects oftentimes effectively augmented the com-
mon ground to make the IR utterance informative
with respect to the context. In doing so, they pro-
vided justification of why Mary does not usually eat
(“...because she interviews people there”). Some-
times, however, even when subjects arrived at atyp-
icality inference, their answer justified that they did
not accept the drawn inference (atypicality_reject)
– this corresponded to high ratings.

When subjects did not derive atypicality infer-
ence, their explanations included various formu-
lations of stating what would be a typical human
behaviour (no_atypicality). Such answers were as-
sociated with high typicality ratings, and comprised
a second biggest annotation category.

Results of Ryzhova et al. (2023) thus confirm
that informationally redundant utterances lead sub-
jects to infer atypical behaviour, and that they go
through an accommodation process: in order to
obtain a consistent picture, they come up with a
circumstance leading to the activity being worth
mentioning (e.g., ordering only drinks or being
short of money). These results provide a basis for
comparison to reasoning of LLMs.

3 Exp. 1: Zero-Shot Prompting for
Eliciting Atypicality Inferences

Our first experiment set out to test the ability of
recent LLMs to derive atypicality inferences un-
der conditions similar to the human participants.
We used the same 24 stimuli and tested how mod-
els rated the typicality of conv. habitual and the
non-habitual activity in all conditions used by
Kravtchenko and Demberg (2022) (see Table 1).
Models were prompted for providing both a typi-
cality rating on a scale from 0% to 100% 2 and a
justification for their rating.

We report here the results for conv. habitual ac-
tivity in the ordinary context – for the wonky con-
text and non-habitual activity the models behaved
similarly to humans (for results see appendix B).

Methods The prompt we used underwent itera-
tive prompt engineering to assure consistently sen-
sible and usable output. It includes instructions to
use common sense reasoning and speculate based

2As previous research has shown that LLMs struggle with
tasks involving numbers (Schwartz et al., 2024; Hong et al.,
2024a), we have also performed the same experiment using a
7-point Likert scale, and applying the self-calibration method
proposed by Tian et al. (2023). These experiments yielded
very similar results that can be found in appendix C.
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Table 1: An example of a “restaurant” story by context (ordinary vs. wonky) and utterance condition (conv. habitual
vs. non-habitual activity is mentioned in the utterance). A baseline for both context conditions does not include an
utterance block.

Context ordinary wonky
Mary is a journalist who often goes to restaurants after her
interviews.

Mary is a journalist who often interviews restaurant waiters,
but doesn’t like eating out.

Yesterday, she went to a popular Chinese place. As she was leaving, she ran into her friend David, and they started talking about
the restaurant. After they parted, David continued on his way when he suddenly ran into Sally, a mutual friend of him and Mary.

Utterance conventionally habitual activity non-habitual activity
David said to Sally: “I ran into Mary leaving that Chinese place.
She ate there!”

David said to Sally: “I ran into Mary leaving that Chinese place.
She got to see their kitchen!”

Q habitual How often do you think Mary usually eats, when going to a restaurant?
Q non-habit How often do you think Mary usually gets to see the kitchen, when going to a restaurant?

Table 2: Annotation scheme from Ryzhova et al. (2023)
with examples from human explanations for the restau-
rant script.

annotation
tag (propor-
tion of tag in
data)

inference
drawn?
(mean
rating)

example of an answer

atypicality
(45.6%)

yes
(51.84)

Since David mentioned it,
it sounds like she doesn’t
always eat at restaurants.
Maybe she sometimes inter-
views people in restaurants.

atypicality
_reject
(6.13%)

unclear
(95.46)

After interviews Mary will
be tired so she probably
eats. She can’t just go to a
restaurant for a drink after
a long day.

no_atypicality
(39.46%)

no
(93.82)

Usually when you go to a
restaurant, it is to eat.

other (8.81%) unclear
(69.33)

He didn’t tell Sally which
restaurant, he said that
restaurant, as though they
go there often.

on its knowledge of human behavior to circum-
vent responses related to an inability to perform the
task3. The ratings in the different conditions were
compared using a paired t-test.

Annotation scheme For evaluating the model
reasoning in the habitual utterance condition, we
extended the annotation scheme used in Ryzhova
et al. (2023) to cover types of answers that were
typical in LLMs, but had not been observed in hu-
mans. We added the label reinforced_utterance
as a subtype of no_atypicality for explanations
where the redundant utterance was considered a
reinforcement of the typicality, and the label hallu-
cination/bad_reasoning to capture erroneous and
nonsensical model generated explanations, see Ta-
ble 3 for an example4.

3See appendix A for details on the prompts.
4We annotated a subset of answers (GPT-4, few-shot) with

two annotators and found a substantial inter-annotator agree-

Table 3: Extended annotation scheme for LLMs with
examples from the restaurant and the haircut scripts.

annotation
tag

inference
drawn?

example of an answer

no_atypicality:
reinforced ut-
terance

no The statement “Mary ate
there!” suggests that it is a
usual occurrence for Mary
to eat when she goes to
a restaurant after her inter-
views.

hallucination/
bad_reasoning

unclear 100% because the context
states that she usually cuts
her hair herself using scis-
sors.

Results In contrast to humans, we found no sig-
nificant typicality rating changes between the base-
line and the habitual utterance condition across the
models (see Figure 2). There was non-significant
change for GPT-3.5-t (94.40→97.04) and Llama
3 (87.8→94.5) in the opposite direction, i.e. ac-
tivities are judged to be more frequent, when the
utterance is seen. Overall, the models assigned very
high typicality ratings to all stimuli, irrespective
of condition. Occasionally the models deemed it
impossible to answer and gave 50%ratings.

Models’ explanations were in accordance with
the high ratings – see Table 4. The majority of
responses were classified as no_atypicality, and
especially reinforced_utterance, where the models
reinforced high typicality based on the utterance.
Only a very small number of responses were clas-
sified as atypicality, but these were still associated
with high ratings. Finally, some responses also con-
tained hallucinated facts or incorrect or confused
reasoning.

For a sanity check, we also looked into the typi-
cality ratings of the habitual activity when the non-
habitual utterance was present in the story. Simi-

ment (Cohen’s κ = 0.73 (p<.0001), 95% CI (0.52, 0.93))
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larly to human results, the ratings in this condition
were high and not significantly different from the
baseline for all three models. It shows that presence
of the non-habit. utterance does not affect the inter-
pretation of the habitual event typicality. In other
words, the fact that Mary got to see the kitchen
does not influence the typicality of her eating in the
restaurant.

Figure 2: Zero-shot, habitual activity analysis in the
ordinary context. Boxplots are omitted, due to high
skew in the data.

Discussion In the zero-shot setup, where the
models were put in the same settings as humans,
we observed no atypicality inferences, contrary to
human results. Those few explanations that showed
derivation were not associated with lower ratings.
So what might cause the observed discrepancy be-
tween LLMs and humans?

As the first step of deriving inferences requires
identifying the redundancy based on script knowl-
edge, an obvious first consideration is whether mod-
els have the relevant script knowledge. However, in
the baseline condition (no activity mentioned) typi-
cality ratings are high and the explanations refer to
script knowledge. This conclusion is further sup-
ported by reduced typicality ratings that were ob-
tained in a wonky context’s baseline that we present
in appendix B. In this context, the script knowledge
is overwritten by stating atypical behaviour, and
all models captured this changing lowering their
beliefs accordingly.

At that same first step, it is also possible that
models may fail to recognize that the observed ut-
terance is informationally redundant. Further, the
second step requires assessing that the redundancy
violates the conversational norms. A failure to
do either of these would be an explanation consis-
tent with the fact that model justifications for high
typicality ratings referred to event typicality (re-
inforced_utterance), a type of reasoning that was
typically not found in human justifications.

Experiments 2 and 3 below aim to investigate
what aspect of the reasoning the models have most
difficulty with.

4 Exp. 2: Few-Shot Prompting

Few-Shot prompting (Brown et al., 2020) is a popu-
lar technique in which the prompt is enriched with
a small number of examples that demonstrate how
to do the target task correctly. This has often been
found to improve model performance on other NLP
tasks (Schick and Schütze, 2020; Zhao et al., 2021).

We selected a total of 4 of the stimuli as exem-
plars: specifically, the stimuli with conv. activities
that were, respectively, rated most and least habit-
ual by the human participants. For each stimulus,
responses that follow the output template while
mimicking human behavior in the conv. habitual
utterance condition were crafted, i.e., the responses
showing a lower rating and providing a justification
that alluded to an atypicality inference being drawn.
The models were prompted twice with two exem-
plars each (paired according to their ratings) and
the instructions prompt was amended to reflect that
two examples would be demonstrated.5 We only
collected responses for the conv. habitual activity
(Q habitual in Table 1) in the ordinary condition,
and present the combined results collapsing across
exemplars, using the same analysis as in Exp. 1.

Results In the few-shot setting, we observed a
significant difference in typicality ratings between
the baseline and habitual utterance conditions for
GPT-4 (mean 96.2 →84.1; t(23) = 5.82, p < .0001)
and GPT-3.5-t (mean 96.5 →89.4; t(23) = 2.98, p <
.01). For Llama 3 there is no change (mean 85.0
→81.2). The ratings being on average lower for
GPT-4 and GPT-3.5-t when the habitual utterance
was present is in line with the derivation of an
atypicality inference – see Figure 3.

In contrast to Exp. 1, the presence of the non-
conv. habitual utterance (“She got to see their
kitchen!”) did not have an effect on the ratings
only for GPT-4 (mean: 96.2 →95.0). For GPT-3.5-
t, however, there was a significant change (mean
96.5 →84.0; t(23) = 3.50, p < .01), meaning that
the ratings were on average lower in the presence
of any utterance (even the one not related to the
activity mentioned in the question), indicating that
the model does not actually derive atypicality in-
ferences. Interestingly, we also see a significant

5See appendix A for exact prompt formulations.
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Table 4: Proportionate distribution in % of the annotations for all responses in habitual utterance condition with
ordinary context.

Annotation Human Zero-Shot Prompting Few-Shot Prompting
GPT-3.5-t GPT-4 Llama 3 GPT-3.5-t GPT-4 Llama 3

atypicality 45.6 4.13 4.17 8.33 11.36 65.9 6.82
no-atypicality normal 39.46 42.07 58.33 60.41 59.09 13.63 50.0

reinforced utterance - 48.62 41.67 29.16 45.45 2.27 40.91
unclear atypicality_reject 6.13 0.0 2.08 0.0 4.55 18.18 2.27

hallucination/
bad_reasoning - 6.88 6.25 0.0 2.27 0.0 9.09

other 8.81 1.8 0.0 4.16 0.0 0.0 0.0

rating change for Llama 3 (mean 85.0 →73.1; t(23)
= 2.61, p < .05), further solidifying the model’s
failure at deriving atypicality inferences.

Figure 3: Few-shot, habitual activity analysis

Next, the number of explanations in favor
of atypicality inference (atypicality) increased
strongly in GPT-4, where atypicality is the most
frequent annotation tag (there’s a small increase for
GPT-3.5-t and no for Llama 3, Table 4). We note
though that the atypicality justifications were some-
times inconsistent with the numerical ratings given
by the model: a very cautious explanation stating a
slightly decreased typicality would co-occur with a
large decrease in the typicality rating. For GPT-3.5-
t and Llama 3 the majority of responses are again
classified for exhibiting no_ atypicality.

Overall, the models now also show more re-
sponses that were classified as atypicality_reject,
where the atypicality is brought up but dismissed
in the justification.

Perturbation analysis In addition to the few-
shot experiment above, we aimed to test the ro-
bustness of the inferencing ability of GPT-4 in the
few-shot setting in order to determine whether the
model shallowly copies over and adapts the pro-
vided exemplars, or whether it uses the exemplars
to pick up on the task more deeply.6

6Results on the other models are provided in the appendix,
as these models failed to show the correct behaviour in the
basic few-shot setting.

Perturbation 1 Firstly, we prompted the models
using the same items as exemplars, but this time,
only one exemplar modeled the conv. habitual ut-
terance condition, while the second one modeled
the non-habitual utterance condition. This aimed
at the models ability to differentiate between the
utterances and apply only the relevant exemplar
to the problem it was presented with. This manip-
ulation meant that the results for GPT-4 became
less clear: ratings in the conv. habitual utterance
condition still vary significantly from the baseline
(mean: 96.2 →91.9, t(23) = 2.47, p < .05), but
the non-habitual utterance condition also varies sig-
nificantly from the baseline (mean: 94.8, t(23) =
2.49, p < .05), and the two utterance conditions
no longer vary significantly from each other. This
decline in atypicality inferences is supported by the
explanations, where we see no-atypicality for most
stimuli (atypicality is only classified 8 times).

Perturbation 2 We crafted intentionally mislead-
ing and incongruent exemplars where 100% ratings
paired with reasoning expressing atpicality. We
tried two variations of the reasoning: (A) expresses
atypicality due to the utterance implying a change
from habitual behavior, (B) simply states atypical-
ity without any reference to habitual behavior. No-
tably, GPT-4 matches the exemplars the majority of
the time in setting B, where we do not introduce the
concept of habituality due to script knowledge. In
setting A, however, it replicates the exemplar less
than half the time, and the remaining times rejects
the atypicality or assigns no atypicality. For the
latter it will frequently assign a different purpose
to the utterance, explicitly stating that it does not
imply atypicality.

Discussion While the results of the few-shot
prompting experiment on GPT-4 seem very promis-
ing, we were wondering about whether these re-
sponses are given for the “right reasons” (i.e.,
whether the examples provided in the prompt clari-
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fied the task to the model) or whether the model is
adapting aspects of the answers given in the prompt
in a shallow way, e.g., copying down a low rating
and adapting the explanation to the new target.

Our first perturbation analysis showed that GPT-
4 cannot consistently differentiate between redun-
dant and non-redundant utterances, or apply the
conversational norm leading to atypicality. With
the second analysis we observed two behaviors: (1)
matching both reasoning and rating to the exemplar
even if they are incongruent, and (2) copying of
the rating and adjusting the reasoning. While (1)
mostly implies some degree of blind copying, the
occurrence of (2) shows the model applying some
level of reasoning or knowledge. Interestingly, this
behavior is prevalent when the exemplars provide
the script knowledge and resulting habituality, and
how it is voided by the utterance, leading the model
to explicitly disagree with this modeled reasoning.
This leads us to hypothesize that model does not
see a problem with redundancies and hence does
not apply the conversational norm that leads to
the derivation of atypicality inferences, even to the
point of rejecting it.

In order to better understand the performance
of GPT-4 and to obtain better insights on the per-
formance of all models on the reasoning steps that
were previously hypothesized to be part of human
reasoning for this task, we tested the performance
of all models on the component steps of atypicality
reasoning in Exp. 3.

5 Exp 3: Analysing the steps of reasoning
process

In Exp. 3, we decomposed the atypicality inference
reasoning task into its sub-components as outlined
in Kravtchenko and Demberg (2022) and Ryzhova
et al. (2023): 1) identify the redundancy based on
script knowledge; 2) realize that redundancy is in-
felicitous, as it violates conversational norms; 3)
infer activity atypicality; 4) explicitly accommo-
date atypicality in situational context. Our goal
was to clarify how well the models perform on
each of these steps. The models were prompted
with adjusted instructions, telling them that they
were experts on human behavior and had the task
of answering a question based on a provided con-
text. As context, they were given each stimulus in
the conv. habitual utterance condition, and then one
question at a time.

Notably, this method of prompting the model

with questions that are aimed specifically at per-
forming each of the steps does not reliably show
whether or not a given model is actually able to
perform this step unprompted, or in a different con-
text. We do however believe in the merits of as-
sessing the models’ abilities and behaviors in this
controlled setting for providing initial insights into
potential points of failure.

Experimental results on the variations of the
prompts are presented in appendix E. Below, we
only report on the question formulations that most
successfully elicited what we were looking for
across models.

Step 1: Identifying Redundancy For identify-
ing the informational redundancy, we report the
results of the following two prompts:

• Q1: Does the direct speech contain any redun-
dancies?

• Q2: The direct speech contains redundant in-
formation. Can you identify the redundancy
and elaborate why it is one?

For Q1, where the presence of redundancy is open-
ended, GPT-4 and Llama 3 succeeded at explicitly
identifying the informational redundancies (18 and
14 times, respectively), while GPT-3.5-t did not.

For Q2, where the presence of a redundancy was
presupposed, GPT-4 identified it for all 24 stimuli
and the performance of GPT-3.5-t was also gener-
ally improved: it correctly reported the redundancy
in 13 stories. For Llama 3 there is no positive
effect as it reported the expected redundancy 13
times for this prompt. Overall, we take this finding
as evidence that the model successfully draws on
script knowledge and can in principle identify the
informational redundancy.

Step 2: Realizing that redundancy is infelici-
tous The drawing of an atypicality inference is
an accommodation process in which the compre-
hender ‘repairs’ an utterance that otherwise may be
viewed as infelicitous due to the redundancy. We
consequently wondered whether the conversational
norm under which redundancies should be avoided
(Maxim of Quantity) is known and accessible to
the model. However, this aspect proved to be very
difficult to assess via prompting, due to its subtlety
(explicit reasoning about them would also be hard
to elicit from humans, as pragmatic implicatures
can always be denied – see e.g., Garmendia, 2023).

When asking the model whether the utterance in-
cluding informationally redundant information was
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a good / acceptable way of communicating, GPT-
3.5-t and GPT-4 tended to respond that redundan-
cies could be a problem, but provided non-specific
albeit reasonable examples of why redundancies
can be ok. Llama 3’s outputs most of the time said
that redundancy was problematic and unacceptable,
while exhibiting an improved ability for correctly
identifying the informational redundancy.

Step 3: Inferring Atypicality Next, we tested
whether the model can infer atypicality based on
the mentioning of redundant information, using
prompt Q3:

• Q3: The direct speech contains seemingly re-
dundant information. Can you identify what I
mean and explain why the speaker made the
effort of conveying this information?

This wording improved the models’ ability to iden-
tify the informational redundancy. GPT-4 correctly
identified the redundancy for all stimuli, and pro-
vided lists of generic potential reasons (most com-
monly including emphasis, occasionally some level
of atypicality, i.e. forgetting, but also mentioning
humor or the wish to establish a connection). GPT-
3.5-t pointed towards undefined noteworthiness and
attributed it to a desire to emphasize this informa-
tion. Despite Llama 3 labelling redundancies as
problematic, the model provides reasonable and
specific reasons for the redundancy. For the most
part, the proposed reasons related to the conversa-
tional situation instead of the discussed activity.

We additionally experimented with further
prompt formulations in order to elicit more spe-
cific explanations from the models. Best results
were obtained when adjusting the question for each
stimulus and detailing the specific redundancy, as
shown in Q4:

• Q4: The second sentence in the direct speech
conveys seemingly redundant information, be-
cause eating is a usual part of going to a restau-
rant. However, since it was mentioned explic-
itly, it can be assumed that it is new or relevant
information. Why could Mary eating be new
or relevant information?

For this prompt, atypicality was more often pro-
vided as the reason, or was listed among the possi-
ble reasons. GPT-4 mentioned atypicality 20 times,
though often generically in form of the person po-
tentially forgetting sometimes. Answers from GPT-
3.5-t were consistent with atypicality inferences

11 times and mentioned information’s noteworthi-
ness as the reason, without elaborating any further.
Llama 3 gave very specific and logical explanations
of the noteworthiness for 22 stimuli, but only two
of those could be classified as atypicality.

Step 4: Explicitly Accommodating Atypicality
Finally, we were interested whether the model is in
theory capable of ‘completing’ the picture that is
caused by an atypicality by coming up with an alter-
native behavior or an explanation, i.e., whether the
atypicality of the action can be accommodated if it
is presupposed. The model was given the following
prompt (again adjusted for each stimulus):

• Q5: The second sentence in the direct speech
conveys seemingly redundant information, be-
cause eating is a usual part of going to a restau-
rant. However, since it was mentioned explic-
itly, it can be assumed that it is new or relevant
information. That probably means that Mary
doesn’t typically eat. What does she do in-
stead?

Here, GPT-4 provided sensible alternative behav-
iors for 13 stimuli while GPT-3.5-t managed to
provide an alternative behavior for 14 stimuli (7
of these answers only weakly specified the alterna-
tive, i.e., ‘uses alternative method’). In other cases,
the models either rejected the premise for atypical-
ity, provided alternatives that were not valid in the
given context, or stated that the alternative could
not be inferred from the text. Llama 3 again com-
mited to specific and reasonable alternative behav-
ior for most stimuli, only twice offering a weakly
specified alternative and once an illogical one.

6 Conclusions

Exp. 1 demonstrated that the tested models are un-
able to draw atypicality inferences when prompted
in a way that is similar to the instructions that
humans receive. On the other hand, Exp. 2
showed that GPT-4 (but not the other two mod-
els) could draw atypicality inferences sometimes
when prompted with examples, doing so in 65%
of our stimuli. However, we also saw that typi-
cality ratings were not always consistent with the
generated justifications and that GPT-4’s ability to
draw these inferences is inconsistent and not robust.
We conclude that performance improvements may
stem from successful template matching rather than
emulating the process correctly.
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Our experiments into decomposing the atypi-
cality inference task into different reasoning steps
revealed that all models have the relevant script
knowledge and can use this knowledge to identify
the informationally redundant utterance. However,
the models needed to be specifically prompted to
identify these utterances, supporting the idea that
the models’ failure may relate to inability to ap-
ply conversational norms. Further evidence comes
from the observation that Llama 3 fails to trans-
late its excellent performance in accommodating
explicit atypicality inferences and its claims about
redundancies never being acceptable into good per-
formance on Exp. 1 or Exp. 2.

Finally, we’d like to note that humans also do not
uniformly draw atypicality inferences – variability
exists at the level of items (some items exhibit a
larger rate of atypicality inferences than others) and
at the level of participants: Ryzhova et al. (2023)
showed that in humans, the ability to draw atypical-
ity inferences is correlated with reasoning ability.
These two factors provide interesting leads for fu-
ture research.

7 Limitations

One limitation from the NLP perspective of our
study is that the size of the dataset is small (only
24 stories) and only in English. This is a common
limitation of psycholinguistic studies due to the
costs of human experiments.

This work only tests Zero-, and Few-Shot
prompting and does not make use of any additional
prompting methods designed for reasoning tasks.
While we showed that the inferences are not de-
rived in a human like manner without further input,
it is therefore possible that the models could per-
form this task when prompted in a way that guides
their reasoning more directly (i.e Fei et al. (2023)
proposed a method called Three-hop Reasoning
that breaks a task down into distinct reasoning steps
that build on each other and increase in difficulty,
and we see potential for applying such a method to
our task in the future).

Another limitation lies in the selection of models,
as it is does not cover the full range of different
available architectures, due to not only the number
of different models, but also the frequency at which
they are released. For that reason we also do not
include the newest OpenAI model GPT-4o.

A major limitation stems from only analysing the
generated tokens and not their probabilities, as this

is not supported by the OpenAI API. Furthermore,
our efforts at testing a Likert scale in addition to 0%
to 100% scale and requesting self-calibration (see
appendix C) from the model through considering
multiple answers cannot fully mitigate the poten-
tial problems of having the models output concrete
values, and within our limited data we were unable
to satisfyingly assess how consistently the model
can actually adhere to any given scale. In that same
vein, the faithfulness of externalized model reason-
ing has been previously questioned, and we can
again not reliably assess the degree of faithfulness
exhibited in our experiments. While this opens up
avenues for further research, we believe that the
combination of concrete values and explanations
obtained, paired with our qualitative analysis of
the performance on different steps provide a solid
initial picture of the models abilities in terms of
deriving atypicality inferences.

Finally, we have treated each model as a black
box, only assessing their abilities through prompt-
ing, and only with a limited number of manually
engineered prompts. Further research aimed more
at the models’ internal mechanisms, i.e. by probing
and investigating the layer-wise capabilities, would
be recommendable.
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A Prompts: Exp. 1 & Exp. 2

For Exp. 1 and Exp. 2 each model was given a
system prompt that describes the task and provides
an output template, and then each stimulus was
appended in each setting individually. The system
prompt for Exp. 1 was engineered iteratively with a
small subset of stimuli using GPT-3.5-t, until arriv-
ing at prompt (1). The three main components we
tweaked were the scale, the output format, and the
behavioral directions. After optimizing the prompt
for the GPT-3.5-t, it worked equally well for GPT-
4 and Llama 3, hence the same prompt was used
across all models.

(1) You will receive a context (C) and
two questions (Q1, Q2). Answer the
questions by rating the frequency on a
scale from 0% of the time to 100% of the
time. Explain your answer in no more
than two sentences. Always give a defini-
tive answer, even if that means making
assumptions and speculating based on
common knowledge of human behavior.
Additionally, tell me how a person that
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knows the people mentioned in the con-
text would answer the below questions,
using the same scale and explaining their
answer in no more than two sentences.

Use the following template for your out-
put, where ’<>’ is a placeholder for con-
tent:

X: <Responder: AI or Human>

Q: <Question>

A: <Answer>

R: <Reasoning>

For the scale, the experiments by Kravtchenko
Demberg (2022) used a continuous sliding scale
from Never to Always, mapping to values of 0 and
100 respectively. Attempts at similar scale failed to
elicit consistent response categories, and ultimately
we needed the model to output its ratings directly
in values. Hence a scale of 0% o 100% of the
time was established, which closely corresponds to
the initial scale, but appeared more consistent and
accessible to the model.

The model output needed to be constrained to
a format from which the ratings and reasonings
could easily be retrieved. We experimented with
different instructions as well as template designs
(i.e. different placeholders, separators etc.) and
found the simple and concise variant presented in
(1) to be most consistently adhered to. While GPT-
3.5-t and Llama 3 somewhat frequently generated
output that did not fully adhere to this format, we
also found that this template constrained the output
enough that the majority of output could be parsed
automatically, hence minimizing the ratings that
needed to be extracted manually. GPT-4 generated
output that very closely adhered to the template.

For the behavioral instructions, we found that
the models needed to be explicitly told to speculate
and make assumptions, as they would else refuse
a response on the grounds of a lack of necessary
context or information. Telling the models that a
definitive answer was required further facilitated
their ability to commit to a response, though oc-
casionally a definitive answer was still not given.
We initially encountered frequent problems with
the model refusing to answer because it was “just
a language model”, which led us to additionally
request a second response, where the model pre-
tends to be a human who knows the characters in
the stimulus. Ultimately, the other tweaks to the
prompt improved this behavior to the point where

the model also consistently provided answers as
“itself”. Since a paired t-test revealed no significant
difference between the two types of responses (i.e.
responses as the model and responses pretending
to be a human), we did not uphold a distinction
between those data points in the further analysis.7

For Exp. 2 we used the same system prompt,
only adding the information that the model would
be provided with two examples (2). The two exam-
ples were appended prior to the stimulus, and were
crafted manually to mirror the atypicality response
we expected in the habitual utterance condition.
Notably, providing examples in the correct output
format increased GPT-3.5-t’s and Llama 3’s ability
to adhere to the template.

(2) You will receive a context (C) and
two questions (Q1, Q2).

Answer the questions by rating the fre-
quency on a scale from 0% of the time
to 100% of the time. Explain your an-
swer in no more than two sentences. Al-
ways give a definitive answer, even if that
means making assumptions and specu-
lating based on common knowledge of
human behavior.

Additionally, tell me how a person that
knows the people mentioned in the con-
text would answer the below questions,
using the same scale and explaining
their answer in no more than two sen-
tences.You will be provided with 2 ex-
amples (Ex1, Ex2).

Use the following template for your out-
put, where ’<>’ is a placeholder for con-
tent:

X: < Responder: AI or Human >

Q: <Q1 or Q2>

A: <Answer>

R: <Reasoning>

B Exp. 1: Additional Results

As noted, we obtained results from the Zero-Shot
prompting in a total of 6 conditions. The manip-
ulation of the context to state atypical behavior

7The data for the recently released Llama 3 was collected
after we had already deemed this distinction unecessary, hence
the relevant sentence was removed from the prompt when
prompting Llama 3 and we only collected one data point for
each stimulus.
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(wonky context) reduced the baseline typicality rat-
ings in all models. The rating change after encoun-
tering redundancies was minimal for GPT-3.5-t,
only somewhat higher for GPT-4 and almost dou-
ble for Llama 3 (cf. Table 5). Encountering only
a minor rating change is in line with the human
results obtained by KD. As indicated by a very
high standard deviation the effect of voiding script
knowledge did vary greatly across stimuli, i.e. not
all activities were equally strongly influenced by
the manipulated background.

Additionally, we also looked at the typicality
ratings in the non-conv. habitual utterance condi-
tion. At baseline the activity was indeed rated to be
very atypical, with a high standard deviation again
showing differences across the stimuli, and there
was a relatively high rating change in the utterance
condition (cf. Table 6). While the low baseline rat-
ing is in line with the observations in Kravtchenko
and Demberg (2022), the effect size is larger in the
models than in humans. While we did not anno-
tate the provided explanations for these conditions,
the observation that the typicality is higher in the
utterance condition appears to be in line with the
reinforced utterance reasoning that we observed
for habitual activity, i.e. something being rated as
typical because it was mentioned.

C Zero-Shot: Likert Scale and
Calibration

To increase our confidence in the validity of con-
crete values the model has been outputting, we also
collected ratings on the below 7-point Likert scale:

1. Never

2. Rarely, less than 10% of the time

3. Occasionally, 30% of the time

4. Sometimes, about 50% of the time

5. Frequently, about 70% of the time

6. Usually, about 90% of the time

7. Every time

Using this scale did once again not yield sig-
nificant rating change for GPT-3.5-t. For Llama
3 and GPT-4 the rating change is significant and
occurs, as previously seen, in the opposite direc-
tion, i.e the conv. habitual activity is judged to be
more frequent when the utterance is seen (GPT-4

6.58 →6.75; t(23) = -2.14, p < .05; Llama 3 5.62
→6.32; t(23) = -3.39, p < .005)

The same sanity check as performed above did
show that for all three models there is no significant
rating change for the conv. habitual utterance when
the non-habitual utterance is present. Furthermore
the results of using a wonky context, i.e. voiding
the script knowledge, and the typicality rating of
the non-habitual activity are in line with results
reported in appendix B.

Additionally, we tried an approach for asking
the model to self-calibrate its responses that was
introduced by Tian et al. (2023). They have taken
inspiration from human psychology showing that
considering multiple possible answers can mitigate
over-confidence, and consequently ask the mod-
els to provide multiple responses that they had to
assign likelihood to. We applied their strongest
approach of considering 4 responses and assigning
a probability p = (0.0, 1.0).

We were not able to adjust the proposed calibra-
tion method to our task in such a way that Llama 3
could consistently generate multiple responses, de-
spite the Tian et al. (2023) using Llama-2-70b-chat
for their experiments. We attribute this to our more
complex task and output format, and consequently
cannot report results for Llama 3. For GPT-3.5-
t and GPT-4 the results were indiscernible from
the regular zero-shot prompting presented in 3, i.e
for the conv. habitual activity the non-significant
rating change for GPT-3.5-t is in the opposite di-
rection (88.5 →94.0), and for GPT-4 we see very
high typicality ratings and no rating change in the
presence of the conv. habitual utterance.

D Perturbation Analysis: Further Results

Here we provide the results of the first and sec-
ond perturbation analysis for GPT-3.5-t and Llama
3, as well as the results of an additional prompt
perturbation experiment for all three models.

D.1 Perturbation 1

Both GPT-3.5-t and Llama 3 stopped drawing atyp-
icality inferences both in ratings and reasonings,
with a more drastic effect in Llama 3, which re-
verted back to assigning very high ratings in the
conv. utterance condition (mean: 84.5 →93.9) and
did not have atypicality represented in that ratings
at all. In the non-habitual utterance condition, the
ratings did not increase or decrease (mean: 83.2).
GPT-3.5-t did keep with the previous trend of lower
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Wonky baseline Wonky habitual utterance
model mean sd mean sd
GPT-3.5-t 52.71 37.34 50.20 41.84
GPT-4 35.89 39.19 41.46 40.29
Llama 3 16.2 24.8 31.9 38.9

Table 5: Typicality ratings for the habitual activity in the wonky context conditions

Baseline Non-conventional utterance
model mean sd mean sd
GPT-3.5-t 21.19 24.27 27.25 31.54
GPT-4 33.96 25.19 44.39 25.15
Llama 3 36.2 36.2 23.3 23.8

Table 6: Typicality ratings for the non-conventional activity in the normal context condition

ratings that were not statistically significant, and
exhibited atypicality twice in the provided reason-
ings.

D.2 Perturbation 2

For GPT-3.5-t the difference between A and B is
not as pronounced, and atypicality_reject is ob-
served much less frequently than in GPT-4. Both
the modeled rating with the modeled atyp reason-
ing (i.e. copying down), and the modeled rating
with an adjusted matching no_atypicality reason-
ing appear approximately equally frequently. For
(B) there is notably an increased number of the
modeled atypicality reasoning being paired with
an adjusted rating. Llama 3, on the other hand,
rarely emulated both the modeled reasoning and
rating. For (B) it matches the rating of 100% with
an appropriate reasoning more than half the time,
and for (A) this happens the majority of the time.
When the model does replicate the modeled atypi-
cality reasoning, it is most of the time paired with
a typicality rating of 0%. Notably, Llama 3 does
actually generate a few nonsensical or incongruent
responses in this setting.

D.3 Additional perturbation experiments

We also crafted a second set of intentionally mis-
leading and incongruent exemplars, modeling the
reverse behavior, i.e. pairing a low rating that im-
plies atypicality with a reasoning that models no
atypicality. We tried both providing a low rating
(<40%) and a rating of 0% . In these experiments,
all three models very consistently reproduce the
reasoning but ignore the modeled rating and assign
a high matching rating instead.

E Prompts: Exp. 3

Below we provide the alternative ques-
tions/wordings for the steps and discuss briefly
why they were less efficient than their counterparts.
Additionally, we adjusted the system prompt to
reflect the new instruction, telling them that they
were experts on human behavior and had the
task of answering a question based on a provided
context (3)8. The models were then given each
stimulus in the critical condition, and one question
aimed at identifying the redundancy at a time.

(3) You are an expert on human behavior
and communication who will be answer-
ing a question based on short contexts
(C). There is no right or wrong answer
to the questions you’ll see, and you are
willing to use your best judgement and
commit to a concrete, specific response,
even in cases where you can’t be sure
that you are correct.

Please keep your answer as short and
concise as possible. Use the following
template for your output, where ’<>’ is a
placeholder for content:

Q: <Question>

A: <Answer>

E.1 Step 1:

For this step, the following alternative questions
were tested:

8This system prompt is adapted from Han et al. (2024).
It was also tested as a system prompt for Exp. 1 during the
prompt engineering process but unlike here, it did not lead to
a more consistent performance.
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• A_Q1: Is any part of the direct speech super-
fluous or unnecessary?

• A_Q2: Does the context (C) contain any re-
dundancies?

With A_Q1 we replaced the word redundancy, as
we thought it might be too specialized, i.e. not
be the word a laymen would chose to describe the
phenomenon. For the most part this did however
perform on par with Q1 reported in the paper, ulti-
mately showing that this distinction did not matter
to the models. With A_Q2 we opted for an even
more open-ended approach by not restricting the
potential redundancies to the direct speech. This
did however, unsurprisingly yield even fewer iden-
tifications of the desired redundancy.

E.2 Step 2:

As explained before, identifying the models’ abil-
ity to perform this step was challenging through
a set of questions was challenging due to its sub-
tlety, and since humans might also not verbalize
their implicit understanding of the conversational
norm that is violated by redundancies (Maxim of
Quantity). Ultimately, we used the following ques-
tions to gauge a more general understanding of the
models’ awareness of conversational norms:

• A_Q3: The second sentence in the direct
speech provides redundant information, since
the action it talks about is already implied in
the first sentence. Do you think this was an
acceptable utterance?

• A_Q4: The direct speech contains redundant
information. Is providing redundant informa-
tion a good and efficient way of communica-
tion?

• A_Q5: The direct speech contains redundant
information. Do you see any issue with that?

For A_Q3 the utterance was mostly deemed ac-
ceptable by GPT-3.5-t and GPT-4, and when reason-
ing was provided in the model response, it would
be very general, usually suggesting that the redun-
dancy served the purpose of emphasizing or ex-
pressed general noteworthiness. Llama 3 on the
other hand found the utterance mostly not accept-
able, sometimes reasoning that it may serve as em-
phasis or to provide nuance, but mostly classifying
them as unnecessary or even awkward. For A_Q4

GPT-3.5-t answered no 24 times without elaborat-
ing further. GPT-4 and Llama 3 also agreed that it
is not acceptable and elaborated why (i.e. confus-
ing, waste of time), but the majority of time it was
then also stated that there still might be good rea-
sons (i.e. emphasizing, clarification). For A_Q5,
GPT-3.5-t saw no issue for most items, and the
remaining times it said there was an issue with
redundancy, though usually not the informational
redundancy we were investigating but one from the
broader context (i.e. “Don mentions that he took
a train with Jane, which is already implied by the
fact that he saw Jane at the subway station and they
took the train together”, which is arguably not a
redundancy because the character he tells this to
does not know that he saw her and that they took a
train). GPT-4 generally saw no issue, occasionally
stating the (correct informational) redundancy and
for each item elaborating reasons the redundancy
occurred. These reasons are however mostly very
general and broad (i.e. emphasis, enthusiasm, cre-
ating a relaxed atmosphere, establishing a connec-
tion). Similarly, saw either no issue, or no major
issue with the redundancy, and when elaborating on
the informational redundancy it provided a reason-
able purpose for expressing it. Finally, with A_Q5
Llama 3 did actually identify the informational re-
dundancy we were looking for for the majority of
the stimuli, and did proclaim that it was an issue.

E.3 Step 3:
Find below additional questions we tested for this
step:

• A_Q6: The second sentence in the direct
speech conveys seemingly redundant infor-
mation. Providing redundant information can
be unnecessary and inefficient for communica-
tion. Why was the redundant utterance made?

• A_Q7: The second sentence in the direct
speech conveys seemingly redundant infor-
mation. Providing redundant information can
be unnecessary and inefficient for communi-
cation. Consider only what you can tell about
the people from the provided context (C) and
tell me definitively: Why did the speaker still
choose to express the redundant information
in this specific situation?

• A_Q8: The second sentence in the direct
speech conveys seemingly redundant infor-
mation. Providing redundant information can
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be unnecessary and inefficient for communica-
tion. However, the speaker made the effort of
conveying this information. Since they have
no reason to be inefficient, this information
must actually be new or important. What new
or relevant information can you infer from the
second sentence?

A_Q6 and A_Q7 resulted in very general re-
sponses from GPT-3.5-t and GPT-4 that covered
the same potential reasons for redundancy that have
been stated in previous steps. Llama 3 also pro-
vided similar reason but once again did a better job
of applying them to the specific scenario rather than
keeping them general. Notably, atypicality was not
among the reasons that Llama 3 came up with. For
A_Q8, GPT-3.5-t defaulted to just stating the exact
contents of the sentence, while GPT-4 performed
slightly worse than with the for each item adjusted
Q4 reported in the paper (i.e. it gave appropriate
reasons, but not as specific to the item content, and
fewer explanations pointing towards atypicality).
Llama 3 unsurprisingly showed a similar perfor-
mance to the other questions as the model has less
of a tendency to generalize.

E.4 Step 4:
For step 4 we did not experiment further, and in-
stead just directly adapted the best performing ques-
tion from step 3 by inserting the desired atypicality
answer and then adding a simple question to elicit
alternative behavior.
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Abstract
Fluent speakers make implicit predictions
about forthcoming linguistic items while pro-
cessing sentences, possibly to increase effi-
ciency in real-time comprehension. However,
the extent to which prediction is the primary
mode of processing human language is widely
debated. The human language processor may
also gain efficiency by integrating new linguis-
tic information with prior knowledge and the
preceding context, without actively predicting.
At present, the role of probabilistic integra-
tion, as well as its computational foundation,
remains relatively understudied. Here, we ex-
plored whether a Delayed Recurrent Neural
Network (d-RNN, Turek et al., 2020), as an
implementation of both prediction and integra-
tion, can explain patterns of human language
processing over and above the contribution of
a purely predictive RNN model. We found that
incorporating integration contributes to explain-
ing variability in eye-tracking data for English
and Hindi.

1 Introduction

Languages are acquired and processed in real time.
The transient quality of spoken language is evident,
as it vanishes the moment it is spoken. And while
written words appear fixed on a page, skilled read-
ers assimilate them in sequence rapidly, seldom
needing to double-back and review past words, and
even skipping words entirely. This transitory aspect
of language, coupled with the remarkable efficiency
and speed at which humans use it, suggests that our
brains harness specialized processes for managing
information that fluidly unfolds in a sequence.

One proposed cognitive mechanism is predic-
tion, the process by which a listener or reader antic-
ipates upcoming linguistic information during lan-
guage comprehension. This anticipation is based
on internalized knowledge of language, previous
local context information, and accumulated world-
knowledge from semantic and episodic long-term

memory. Psycholinguistic research suggests that
individuals often implicitly predict elements such
as the next word or grammatical structure while
engaging with language, which allows for more ef-
ficient processing and understanding (Hale, 2016;
Pimentel et al., 2023; Wilcox et al., 2023a). Predic-
tion can occur at multiple levels, from anticipating
the completion of a familiar phrase to forecasting
the thematic content of a conversation or narrative.
Probabilistic word prediction has been explicitly
implemented in a class of cognitive recurrent mod-
els since the inception of the Recurrent Neural Net-
work (Elman, 1990).

However, an unresolved debate in psycholinguis-
tics centers around the extent to which the human
language processor anticipates upcoming informa-
tion (prediction) and how it assimilates incoming
linguistic information with existing knowledge (in-
tegration, Ferreira and Chantavarin, 2018; Kuper-
berg and Jaeger, 2016; Nieuwland et al., 2020).
A mechanism of probabilistic integration would
not necessarily try to predict upcoming material,
but instead increase efficiency by evaluating the
probability of the preceding context given each
heard/read linguistic item (e.g., the current word).
In recent work (Onnis and Huettig, 2021; Onnis
et al., 2022) this mechanism has been modeled
successfully using n-gram language models as the
backward transitional probability, P(prior context
| word) as a proxy for integration, as opposed to
prediction in the form of forward transitional prob-
ability, P(word | current word).

Here, we conducted an exploratory analysis to
determine whether a recurrent language model im-
plementing integration can explain patterns of hu-
man language processing (online reading times re-
vealed by eye movements from existing psycholin-
guistic datasets) over and above the contribution of
a purely predictive language model. We did so by
comparing two types of Recurrent Neural Networks
(RNNs), namely the classic RNN, and the Delayed
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RNN (d-RNN) as proposed by Turek et al. (2020).
The classic RNN can be considered an implemen-
tation of prediction, while the d-RNN implements
both prediction and integration (see details below).
To test the robustness of our method, we applied it
to reading data from two languages, English and
Hindi, that differ typologically in several ways, re-
flecting their distinct linguistic origins, families,
and structures. Our work has value in attempting to
model probabilistic integration explicitly, as an ad-
ditional important cognitive mechanism underlying
language processing that is currently underappreci-
ated in psycholinguistic modeling.

2 Model Architectures

We evaluate two Recurrent Neural Network ar-
chitectures: a vanilla Recurrent Neural Network
(RNN, Elman, 1990), and a variant that introduces
a processing delay (d-RNN, Turek et al., 2020).
The former has a long tradition in cognitive model-
ing (Elman, 1990; Rohde and Plaut, 1997; Chris-
tiansen and Chater, 1999; Cartling, 2008), as it is
naturally suited to implement forward prediction
over sequential inputs. The latter was first proposed
in the context of NLP, to incorporate sensitivity to
backward dependencies (i.e., approximating bidi-
rectional RNNs); however, it has also been used to
model language acquisition (Alhama et al., 2021).

RNNs are forward models by design because
they are trained to predict the upcoming word in a
sentence (xt+1) based on two sources of informa-
tion: the current word xt and the hidden state of
the network, computed in the previous step (ht−1).
The d-RNN implements next-word prediction in
the same way, but its key feature is the addition of
a processing delay d such that, for an input word
xt, its output is produced at time t + d (i.e. the
predicted word is ŷt+d). Thus, the weights of the
d-RNN are only updated after d extra words, de-
laying learning. Turek et al. (2020) showed that
a large enough delay approximates bidirectional
processing, suggesting that the delay allows the
network to capture backward dependencies. Im-
portantly, while bidirectional models do exploit
context to the left and right of a target word to be
predicted, they appear unsuited as cognitive mod-
els of real-time incremental language processing,
as they require entire sentences or paragraphs to
compute their predictions. Instead, and crucially,
the d-RNN combines classic forward prediction
for incremental input with sensitivity to backward

dependencies, making it a suitable cognitive model
of prediction and integration.

3 Data

Sources. The choice of English and Hindi is
based on three criteria. First, we required lan-
guages with different word order, to ensure enough
variability in forward and backward dependencies.
While English is strictly SVO, Hindi favours SOV
order. Second, we chose languages that differ in
terms of morphological typology. Our statistical
analysis is done at the word level, so we use this
criterion to ensure the languages are comprised of
words that cannot easily be separated into multiple
morphemes, as in agglutinative languages. English
is an analytic language that uses specific words
rather than inflection to express syntactic relations.
Generally, this entails having one morpheme per
word. Hindi is a fusional language: it ‘fuses’ mor-
phemes together in a word where it is not easy
to distinguish the individual morphemes (Ramoo,
2021).

Thirdly, for model training and validation against
human reading patterns (specifically, eye fixa-
tions on words), we sourced publicly accessible
datasets for each language, containing texts of a
uniform style. We utilized the Potsdam-Allahabad
Hindi Eye-tracking Corpus (PAC, Husain et al.,
2015; Vasishth, 2021) comprising word-level eye-
tracking data from 30 individuals reading 83 sen-
tences sourced from newspapers. For English, our
source was the Multilingual Eye-tracking Corpus
(MECO, Siegelman et al., 2022), which includes
eye-tracking data captured from 46 participants
reading 112 encyclopedic sentences. Both hu-
man reading datasets align with expository writ-
ing, prompting us to select Wikipedia articles for
training our language models. These articles pro-
vide a congruent encyclopedic text style and are
widely available across languages from Wikimedia
Foundation dumps.

Pre-processing. We pre-process the Wikipedia
articles and the PAC and MECO sentences using
the Stanza library (Qi et al., 2020) for tokeniza-
tion, Part-of-Speech annotation and lemmatization.
We use lowercased text and remove all punctua-
tion (but we process sentences separately). In the
case of Wikipedia texts, we remove article titles
using regular expressions, and randomly sample
200,000 sentences for each language. The chosen
corpora appear comparable in their mean sentence
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lengths: 18.73 and 21.07 words-per-sentence (wps)
for the English training set and MECO sentences,
respectively, and 18.94 and 16.2 wps for the Hindi
training set and PAC sentences, respectively.

We introduce an unknown token to handle out-
of-vocabulary (OOV) and rare words. When set-
ting low frequency words in the corpus to the un-
known token, we are reducing the vocabulary size
the RNNs need to train on. This simplifies the task,
reducing training time (Chen et al., 2019), but it
also reduces the amount of text in MECO and PAC
sentences. We find that a cut-off word frequency
of 24 leaves us with almost 90% of the data within
MECO and PAC, while the vocabulary of the train-
ing set in English and Hindi is reduced to some 11
thousand words.

The type-token ratio (TTR) calculated after the
vocabulary size reduction shows MECO and PAC
have a higher degree of lexical variety than the
RNN training sets1. This is as expected since
these datasets contain fewer sentences compared
to the amount sampled from Wikipedia. Moreover,
the similarity of the training sets’ TTRs indicates
that the RNNs’ task difficulty is similar across lan-
guages.

Finally, MECO and PAC require minor pre-
processing. In both human reading datasets, we
remove skipped words, as they do not help us
quantify the predictability of a word and the pro-
cessing effort required to read it. The code used
for preprocessing and the rest of our research is
available at https://github.com/ninadelcaro/
predict-integrate-cmcl.

4 Experimental Setup

Language Models. We use the code for the RNN
and d-RNN by Alhama et al. (2021), with a delay
of 1 for the d-RNN. Both networks have three lay-
ers: an embedding layer, a recurrent one, and a
fully connected layer with softmax activation. We
feed the networks with the tokenized sentences
described above, and we use cross-entropy loss
on next-word prediction objective. We update the
weights with Stochastic Gradient Descent. We train
until the loss becomes stable (around 45 epochs)
in the classic RNN and use the same number of
epochs to train the d-RNN (41 epochs for English
and 45 for Hindi).

Hyperparameter optimization is done using ran-

1MECO: TTR = .34; PAC: TTR = .25; English train-
ing set: TTR = .0023; Hindi training set: TTR = .0022

dom search (Bergstra and Bengio, 2012). We train
on 80% of the Wikipedia articles, using 10% as
the validation set and the other 10% as the testing
set. The hyperparameters we optimize are the word
embedding and hidden state dimensions as well as
the learning rate. We select the RNN model with
the lowest loss on the validation set and make sure
there is no overfitting by comparing the validation
loss to the training loss. Our final model has a hid-
den state size of 682, an embedding size of 426,
and a learning rate of 0.001. We use these same
hyperparameters across all models (i.e., for both
RNN variants and languages).

Predictor Variables from Language Models.
Following established computational psycholin-
guistics literature, we use per-word information-
theoretic measures of entropy and surprisal (Hale,
2016). Word surprisal is the negative log-
probability of said word, and it intuitively quan-
tifies its unexpectedness. This measure has been
linked to human sentence processing difficulty
and is predictive of eye movements (Levy, 2008;
Wilcox et al., 2023b; Aurnhammer and Frank,
2018; Boston et al., 2008; Ehrlich and Rayner,
1981; Merkx and Frank, 2021; Oh and Schuler,
2023; Demberg and Keller, 2008; Smith and Levy,
2013; Shain et al., 2020). Entropy, on the other
hand, quantifies the degree of uncertainty over pos-
sible outcomes (Shannon, 1948), and it has also
been shown to correlate with human sentence pro-
cessing effort (Keller, 2004; Linzen and Jaeger,
2014; Wilcox et al., 2023b; Hale, 2003; Linzen
and Jaeger, 2016; Roark et al., 2009). We com-
pute these metrics for each word in the MECO and
PAC datasets, using the probability distributions
predicted by our language models.

Outcome Variables: Eye gazes while reading.
Metrics of reading processing difficulty available
from MECO and PAC include: first fixation dura-
tion, first-pass reading time, and total fixation time.
Because no consensus exists on whether these mea-
sures underlie separate cognitive processes, these
reading times (RTs) were used as dependent vari-
ables in separate regression models (Agrawal et al.,
2017; Boston et al., 2008; Keller, 2004; Merkx
and Frank, 2021). RTs were log-transformed for
normalization, variance stabilization, and outlier in-
fluence reduction (Aurnhammer and Frank, 2018).

Statistical Inference Model. As in previous re-
search (Agrawal et al., 2017; Aurnhammer and
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Frank, 2018; Boston et al., 2008; Merkx and Frank,
2021), we analyze the relationship between the per-
word information-theoretic metrics of entropy and
suprisal from our language models as predictors,
and human reading times as outcomes, using Gen-
eralised Linear Mixed Effects Regression models
(GLMER) that incorporate both fixed and random
effects. The hierarchical structure of MECO and
PAC reading data makes the word-level observa-
tions non-independent, because the sentences con-
tain words that are embedded in sentences that are
read by specific participants. Therefore, we require
random intercepts for the participant and the word
read to be part of the linear regression models.

We use nested modelling to compare GLMER
models with additional independent variables to
a baseline GLMER model. Besides random ef-
fects, the baseline regresses the eye-tracking data
on these control fixed effects covariates known to
affect reading times: word length, and order of
appearance of each word within the sentence pre-
sented to the reader. Model comparison is per-
formed with a log-likelihood ratio test, allowing us
to test whether a single predictor added at each step
explains any more variance in the outcome variable
by improving the model fit.

Entropy and surprisal are not correlated (Pear-
son’s r(119306) = 0.36, p < 0.001) in the RNN
regression, but they are in the d-RNN regression
(Pearson’s r(119306) = 0.99, p < 0.001). There-
fore, we choose to separate these two metrics in
two sets of stepwise GLMER models, one using en-
tropy and another using surprisal as predictor vari-
ables. Each set consists of a) the baseline model, b)
a model adding the RNN’s metric, and c) a model
adding the d-RNN’s metric to the previous model.
We can thus rigorously evaluate our key theoretical
conjecture: does the d-RNN architecture, which
incorporates a form of language integration, con-
tribute incremental variance over and above an
RNN that operates solely on a predictive mech-
anism?

5 Results

Table 1 presents the core outcomes of our GLMER
analysis, with detailed model comparisons, log-
likelihood ratio tests, and α significance levels pro-
vided in Appendix A.

English. For the English reading dataset, word
entropy of the RNN did not improve the baseline
model for any of the three dependent variables,

English Hindi
Metric Model Ent. Surp. Ent. Surp.

FFD
RNN .39 .002 .02 .11
d-RNN .01 .13 .1 .19

TFD
RNN .22 <.001 <.001 <.001
d-RNN <.001 .07 .02 .3

FPRT
RNN .8 .002 .02 .08
d-RNN .08 .56 .02 .05

Table 1: Nested model comparison results for human
reading time outcomes. Each model comprises various
predictors—RNN Model with baseline predictors plus
RNN metric, and d-RNN Model with added d-RNN
metric. The table shows p-values from log-likelihood
ratio tests for model comparisons. FFD: First Fixation
Duration; TFD: Total Fixation Duration; FPRT: First
Pass Reading Time; Ent.: Entropy; Surp.: Surprisal.

whereas the d-RNN’s entropy did so when consid-
ering first fixation and total fixation duration as
dependent variables. Conversely, adding the sur-
prisal of the RNN improved model fit for all three
dependent variables, while adding the surprisal of
the d-RNN did not improve model fit further.

Hindi. In the Hindi reading dataset, adding the
RNN’s word entropy to the baseline model im-
proved the model, and so did adding the d-RNN’s
entropy when predicting total fixation duration and
first pass reading time. On the other hand, model
comparison revealed no model fit improvement
when entering word surprisal, with a notable ex-
ception: the addition of the RNN’s surprisal to the
model regressing total fixation duration.

6 Discussion

The ephemeral nature of language is evident, as
it rapidly vanishes from our sensory experience
upon its completion – being spoken or read. While
current psycholinguistics research primarily em-
phasizes probabilistic prediction as a mechanism
that facilitates efficient language learning and real-
time processing, the computational modeling of
integration and its interplay with prediction in hu-
man sentence processing remain less understood.
Addressing this, we used an RNN to model pure
prediction and a d-RNN for the combined processes
of prediction and integration, and assessed the rela-
tionship between language model-derived entropy
and surprisal measures and eye-tracking data.

The d-RNN’s entropy contribution across lan-
guages suggests that language models incorporat-
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ing integration explain variability in eye-tracking
data beyond prediction alone, although surprisal
did not yield similar results. A tentative interpreta-
tion is that the time course of integration is better
reflected in a metric like entropy, which measures
uncertainty based on the current state of knowl-
edge of the model, rather than in an a-posteriori
and word-specific metric like surprisal. This may
be a consequence of the specific operationaliza-
tion of integration provided by the d-RNN, which
delays learning until subsequent words have been
processed. Such operationalization is in fact rem-
iniscent of the lookahead mechanism used in the
parsing literature, which peeks at a number of up-
coming tokens in a sentence in order to decide be-
tween alternative syntactic analyses (Marcus, 1980;
Stabler, 1983; Nozohoor-Farshi, 1986).

The different outcomes in English and Hindi
data could suggest that integration and prediction
may be employed differently in various languages,
possibly influenced by the distinct word orders of
the languages we examined—English being SVO
and Hindi SOV— and how they interact with RNN
model metrics and eye-tracking measures. These
observations call for additional investigations into
a broader spectrum of languages to discern how
language structure might tip sentence processing
toward either integration or prediction.

Note that in modeling reading processes, we
strived for cognitive plausibility. While more
recent and powerful architectures such as bidi-
rectional recurrent networks and encoder-decoder
transformers could potentially implement integra-
tion, they also do it using text from the future, i.e.
they require entire sentences or passages to pre-
dict a masked word and train its algorithm. Since
relying on future words is not cognitively plausi-
ble when processing language word-by-word incre-
mentally, we opted for classic RNN implementa-
tions. Other models like Long-Short Term Memory
Networks (Hochreiter and Schmidhuber, 1997) and
decoder-only transformers trained unidirectionally
(Radford et al., 2019) meet our requirements, and
we leave the investigation of their suitability to
future work.
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A Appendix

English Hindi
Outcome Predictors AIC χ2 p-value AIC χ2 p-value

First fixation duration
Baseline 55443 23932
RNN entropy 55444 0.74 .39 23928 5.8 .02
d-RNN entropy 55440 6.36 .01 23927 2.75 .1

Total fixation duration
Baseline 94736 37375
RNN entropy 94737 1.52 .22 37366 11.16 <.001
d-RNN entropy 94727 12.08 <.001 37363 5.23 .02

First pass reading time
Baseline 72201 32505
RNN entropy 72203 0.06 .8 32502 5.84 .02
d-RNN entropy 72202 2.97 .08 32499 5.06 .02

Table 2: Results of stepwise nested model comparisons predicting human reading time outcomes. Each inference
model includes different predictors: Baseline Model (word length, sentence position, and subject and word random
intercepts), RNN Entropy Model (Baseline predictors plus RNN word entropy), and d-RNN Entropy Model (RNN
Model predictors plus d-RNN word entropy). Models are assessed using log-likelihood ratio tests.

English Hindi
Outcome Predictors AIC χ2 p-value AIC χ2 p-value

First fixation duration
Baseline 55443 23932
RNN surprisal 55436 9.22 .002 23931 2.54 .11
d-RNN surprisal 55436 2.27 .13 23932 1.74 .19

Total fixation duration
Baseline 94736 37375
RNN surprisal 94709 28.96 <.001 37360 17.7 <.001
d-RNN surprisal 94708 3.23 .07 37360 1.08 .3

First pass reading time
Baseline 72201 32505
RNN surprisal 722194 9.84 .002 32504 3.1 .08
d-RNN surprisal 722195 0.34 .56 32503 3.72 .05

Table 3: Results of stepwise nested model comparisons predicting human reading time outcomes. Each inference
model includes different predictors: Baseline Model (word length, sentence position, and subject and word random
intercepts), RNN surprisal Model (Baseline predictors plus RNN word surprisal), and d-RNN surprisal Model (RNN
Model predictors plus d-RNN word surprisal). Models are assessed using log-likelihood ratio tests.
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Abstract

Motivated by human cognitive processes, atten-
tion mechanism within transformer architecture
has been developed to assist neural networks
in allocating focus to specific aspects within
input data. Despite claims regarding the inter-
pretability achieved by attention mechanisms,
the extent of correlation and similarity between
machine and human attention remains a subject
requiring further investigation. In this paper,
we conduct a quantitative analysis of human
attention compared to neural attention mecha-
nisms in the context of the anaphora resolution
task. We collect an eye-tracking dataset based
on the Winograd schema challenge task for the
Russian language. Leveraging this dataset, we
conduct an extensive analysis of the correla-
tions between human and machine attention
maps across various transformer architectures,
network layers of pre-trained and fine-tuned
models. Our aim is to investigate whether in-
sights from human attention mechanisms can
be used to enhance the performance of neural
networks in tasks such as anaphora resolution.
The results reveal distinctions in anaphora reso-
lution processing, offering promising prospects
for improving the performance of neural net-
works and understanding the cognitive nuances
of human perception.

1 Introduction

The term attention describes both human cognitive
processes, crucial for tasks like reading and com-
prehension, and the attention mechanism in neural
networks (Bahdanau et al., 2016), which dynami-
cally adjusts focus to specific input data. Despite
their apparent differences, this paper aims to ana-
lyze the correlations between transformer attention
and human attention during anaphora resolution
task.

Successful language comprehension requires un-
derstanding the discursive connections in the sen-
tences and the logical relationships between dis-

course structures in the text. Coreference resolu-
tion, a standard NLP task, determines which men-
tions in a text refer to the same entity. Two men-
tions (i.e., textual phrases) are called coreferent if
they refer to the same real-world objects or events.
Anaphora, one of the types of coreference reso-
lution, highlights this challenge by requiring the
matching of an anaphor (typically a pronoun) in a
sentence with its antecedent (noun) in the preceding
sentence. The Winograd Schema (Levesque et al.,
2012) is a well-established method for evaluating
language model performance in anaphora resolu-
tion tasks, assessing the model’s logical reasoning
and real-world knowledge in resolving coreference
ambiguities. It is an evaluation dataset within the
SuperGLUE (Wang et al., 2019) suite across vari-
ous languages.

Video oculography, known as eye-tracking, is
a prevalent psycholinguistic method for study-
ing reading processes. It involves recording the
reader’s eye movements via video and subsequent
interpolation of their gaze onto a display screen.
This method breaks down the reading process into
fixations (periods of steady gaze) and saccades
(rapid eye movements) between them with preci-
sion up to milliseconds. This approach enables a de-
tailed examination of reading acquisition. We used
eye-tracking techniques to gather information on
human fixations and focuses during the anaphora
resolution and create the eye-tracking Winograd
schema dataset.

Leveraging the dataset, we investigate the corre-
lation between machine and human attention across
various transformer architectures and network lay-
ers. The research aims to confirm whether inte-
grating insights from human attention patterns can
significantly improve the language model’s ability
to resolve anaphoras effectively.

The contributions of the current study are the
following:
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• we collect and propose the new dataset 1

based on the data from human eye-tracking
for anaphora resolution;

• we conduct a set of experiments on different
models fine-tuned on the data to explore the
attention mechanisms;

• we provide a detailed comparative analysis of
human and neural attention mechanisms;

• we integrate the human gaze into the trans-
former’s attention mechanisms.

2 Related Work

In the subsequent sections, we outline related
works encompassing attention mechanisms in trans-
formers, human attention datasets of eye-tracking
data, methods of correlation analysis between hu-
man and machine attention, and the incorporation
of eye-gaze data into models during training.

2.1 Attention Mechanisms in Transformers
The machine attention determines the degree of
attention allocated to other segments of the input
sentence during the encoding process of a word
at a particular position. The attention mechanism
in transformers is initially described in Vaswani
et al. (2017) as a process of mapping input vectors
– a query and a set of key-value pairs, to yield an
output. The attention function for each word of the
input sentence against a single word is computed
as follows:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

The input consists of the query and the key vec-
tors, each with a dimension of dk, and the values
vectors of dimension dv. The output is computed
as a weighted sum of the values, where the weights
(attention score) are calculated as a softmax of dot
products of the query with the corresponding keys,
scaled by 1√

dk
. The attention function is computed

over a set of input vectors, enabling their aggrega-
tion into a matrix structure for queries Q, keys K,
and values V .

In performing multi-head attention, the singular
attention function is computed h times (a number of
attention layers, or heads) in parallel with different
linear projections of the queries, keys, and values.

headi = Attention(QWQ
i ,KWK

i , V W V
i ) (2)

1https://huggingface.co/datasets/RussianNLP/EyeWino

where the projections are parameter matrices
WQ

i ∈ Rdmodel×dk , WK
i ∈ Rdmodel×dk , W V

i ∈
Rdmodel×dv . Subsequently, the concatenated out-
puts, each possessing a dimension of dv, undergo
further projection with parameter matrices WO ∈
Rhdv×dmodel .

This mechanism enables the model to jointly at-
tend to information across various representation
subspaces at different positions. The transformer
uses multi-head attention in three ways based on its
architectural design. In the first configuration, de-
noted as the "encoder-decoder" layers, the queries
come from the previous decoder layer, and the
memory keys and values come from the output of
the encoder. In the second configuration, referred to
as the encoder self-attention layer, all of the keys,
values, and queries come from the output of the
previous layer in the encoder. Analogously, self-
attention layers in the decoder enable each position
to attend to all positions in the decoder, encom-
passing those up to and including the respective
position.

2.2 Human Attention
Eye-tracking datasets have emerged as invalu-
able resources for investigating various aspects
of human cognition and behavior. These datasets
provide researchers with fine-grained information
about eye movements. The PROVO corpus (Luke
and Christianson, 2017) includes eye-tracking data
of passages taken from online news articles, maga-
zines, and works of fiction. This dataset offers de-
tailed information on participants’ eye movements,
fixations, and regressions, allowing researchers to
explore phenomena such as syntactic ambiguity
resolution and semantic processing during read-
ing. Another widely utilized monolingual dataset
is the ZuCo corpus (Hollenstein et al., 2018), which
contains eye-tracking data of full sentences from
movie reviews and Wikipedia articles in English.
It includes features like a total number of gaze
fixations and different fixation duration data col-
lected from native English speakers during the exe-
cution of reading tasks. As for the Russian mono-
lingual dataset, the Russian Sentence Corpus (Lau-
rinavichyute et al., 2019) introduces a corpus of
eye movements of silent reading by skilled Russian
readers.

In addition to these established datasets, recent
efforts have focused on collecting eye-tracking
data from diverse populations and linguistic back-
grounds to facilitate cross-cultural and multilingual
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research, for example, the corpus GECO (Cop et al.,
2016). In particular, it includes five word-level
reading time measures from English and Dutch
monolinguals reading an entire novel. Further-
more, the MECO corpora (Siegelman et al., 2022;
Kuperman et al., 2022) provides comparable cross-
linguistic eye-tracking data and includes 13 differ-
ent languages. Furthermore, numerous studies have
utilized eye-tracking to investigate anaphora res-
olution across various languages and populations
during reading (Wolna et al., 2024; Naido and Jaa-
far, 2022; Costa et al., 2011; Duffy and Rayner,
1990).

Additionally, datasets are utilized to enhance
model performance by incorporating eye-gaze in-
formation to solve NLP tasks. For example, the eye-
tracking dataset MQA-RC (Sood et al., 2020a), in
which participants read movie plots taken from the
MovieQA (Tapaswi et al., 2015) and answered pre-
defined questions. In addition, the eye-gaze dataset
from Mishra et al. (2016), where eye-movement
parameters enhance the quality of models to solve
a sarcasm detection task.

2.3 Eye-Tracking and Transformers
Recent research has focused on the correlation be-
tween attention mechanisms in transformer models
and human eye-gaze patterns. The notable stream
of the studies is to investigate the correlation be-
tween eye-gaze features and attention layers dur-
ing reading tasks (Bensemann et al., 2022; Morger
et al., 2022; Toneva and Wehbe, 2019). The results
show a high correlation, primarily in the first atten-
tion layer. The paper (Sood et al., 2020b) evaluated
correlations on the reading comprehension task for
fine-tuned XLNet. They compared attention from
the last encoder layer with eye-gaze features and
reported a non-significant correlation. Moreover,
the studies conduct experiments to explore whether
task-specific fine-tuning influences the correlation
with human reading attention (Eberle et al., 2022).

Another notable stream of research is a cross-
lingual comparison of correlations. For example,
due to results from Brandl and Hollenstein (2022),
the correlation analysis across languages shows
that considerable differences between languages,
individual reading behavior, and vocabulary knowl-
edge (LexTALE) influence the alignment between
humans and models. In addition, the papers (Sen
et al., 2020; Morger et al., 2022) provide methods
to analyze word importance correlations between
machines and humans. The paper (Morger et al.,

2022) compares human and model relative word
importance to investigate whether models focus on
the same words as humans cross-lingually.

Furthermore, a promising area of research has
explored the integration of eye-gaze data into the
models to enhance task performance (i.e., sarcasm
detection, question answering) and to deepen the
understanding of language processing and human
cognition (Sood et al., 2020b; Mishra et al., 2016;
Zhang and Hollenstein, 2024).

3 Eye-tracking Data

Objective The anaphora resolution task was cho-
sen to investigate the distinction between attention
mechanisms in neural networks and humans. This
study explores the potential benefits of integrating
human-inspired attention mechanisms into trans-
former architectures. The research question seeks
to confirm whether the language model’s incorpo-
ration of information regarding human attention
distribution during text reading improves its perfor-
mance in the anaphora resolution task.

Experimental Setup For the experiment, we em-
ployed eye-tracking via video oculography, utiliz-
ing the EyeLink 1000 Plus device. Participants’
gaze was calibrated until validation error values
reached less than 1 (maximum) and 0.5 (average).
The indication 0.5 is the maximum average devi-
ation. When calibrating at 9 points, the error of
each point is calculated. If the average is not more
than 0.5 and the total error is not more than 1,
then the calibration is considered successful, and
incentives are presented to the participants. The
EyeLink 1000 Plus device is one of the most ac-
curate systems, with a validation error of about
0.2-0.5, within the standard protocol according to
the system manual (Holmqvist et al., 2011).

The Russian Winograd Schema Challenge
dataset from TAPE (Taktasheva et al., 2022) was
utilized for the anaphora resolution task to gather
information on participants’ eye movements. The
experiment comprised 150 complex or compound-
complex sentences extracted from the Winograd
schema challenge dataset, each containing an
anaphoric pronoun and its antecedent.

Each participant was shown a sentence with an
anaphoric pronoun highlighted in red on the screen,
followed by a question about the presumed an-
tecedent of the anaphora. The question was the
following: “Does the highlighted pronoun refer to
<antecedent> ?”. An example of the participants’
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screen is presented in App. A. For each sentence,
two presumed antecedents (one correct, one incor-
rect) were identified for each sentence. Thus, each
screen was read by fifty participants. The sentences
were randomized for each participant to ensure bal-
anced conditions.

One hundred people (81 women, average age
– 22.68, standard deviation – 4.27) who are na-
tive speakers of Russian participated in the ex-
periment. They were instructed to read the pro-
vided sentences carefully and answer the question
using the keyboard (key 1 for agreement, key 0
for disagreement). Participants completed three
training sentences to ensure task comprehension
before proceeding to three blocks of 50 sentences
each, with breaks provided between blocks. To
enhance recording quality, each trial began with a
calibration check, requiring participants to focus
precisely on the point where the first word of the
text would appear. Upon successful calibration, the
text was displayed; otherwise, recalibration com-
menced. After responding to each question, partici-
pants automatically advanced to the next trial. The
experiment duration averaged 45 minutes.

Dataset statistics Observations with missing val-
ues and parsing errors were excluded from the
dataset. The final dataset consists of 296 sentence-
question pairs, which contain 9319 words and 148
unique sentences. The average number of partic-
ipants per word is 48. The total number of obser-
vations for each variable is 448047. The resulting
fields of the dataset are presented in the App. B.

4 Comparative analysis of attention
mechanisms

In order to investigate the potential advantages of
incorporating attention mechanisms similar to hu-
man processes into transformer architecture, we
first need to examine and compare different atten-
tion mechanisms. We carried out a set of exper-
iments on various architectures, fine-tuned using
the data, and compared them with data on human
attention. Our aim was to provide a detailed com-
parative analysis of human and neural attention
mechanisms on the Winograd schema challenge.

4.1 Human Attention

We use the three word-level gaze measures ex-
tracted from the eye-tracking dataset (see Sec. 3)
to quantify human attention:

• Total reading time, TRT, the sum of all fixa-
tion durations on the current word, ms;

• Gaze duration, GD, the sum of all fixation
durations on the current word in the first-pass
reading, ms;

• Fixations, F, the number of all fixations on
the current word.

We use TRT because it highly correlates with
model attention in similar works (Eberle et al.,
2022; Bensemann et al., 2022; Morger et al., 2022).
GD and F reflect which words attracted the most
attention. We use these measures to determine the
relative importance of words in a sentence. Each
word is assigned a value between 0 and 1, which
is normalized for each participant. The sum of the
values of all words in a sentence is 1. These values
are averaged across all participants to obtain the hu-
man relative importance of the word in a sentence
(wi):

wi =
1

N

N∑

j=1

mij∑T
i=1mij

(3)

where mij is the gaze observation of the j-th par-
ticipant for the i-th word, N – a number of partici-
pants, T – a number of words in a sentence.

For each example, we aggregate participants’
responses using majority voting. The percentage
of correct answers is 97.97%.

4.2 Transformer Attention

We use attention scores from the encoder layers
of pre-trained and fine-tuned models across var-
ious transformer architectures to describe model
attention.

4.2.1 Models
Multilingual models represent multiple languages
within a shared space, aiming for a more universal
understanding of language. The Russian language
is well-represented in the pre-training corpus of
various multilingual language models. To evaluate
the impact of multilingual data in the training set
on the model’s attention distribution, we compare
the performance of monolingual and multilingual
models that have the same architecture and similar
size. We use six publicly available language models
from 3 model families:

BERT-based models include ruBERT-
base (Zmitrovich et al., 2023) and mBERT-
base (Devlin et al., 2019)

112



RoBERTa-based models include ruRoberta-
large (Zmitrovich et al., 2023) and XLM-R-
large (Conneau et al., 2020).

T5-based models include ruT5-base (Zmitro-
vich et al., 2023) and mT5-base (Xue et al., 2021).

Refer to Tab. 1 for the statistical details.

4.2.2 Datasets
Fine-tuning datasets The fine-tuning data rep-
resents a collection of Winograd schemas from
various data sources.

For the Russian-language models, we used data
from the RWSD task from the MERA bench-
mark (Fenogenova et al., 2024) and the Winograd
task from the TAPE benchmark (Taktasheva et al.,
2022). From the TAPE dataset, we exclude dupli-
cates that were included in the eye-tracking dataset.

For the multilingual models, we com-
bined Russian-language data and the XWINO
dataset (Tikhonov and Ryabinin, 2021) without
Russian to avoid duplication. Japanese and
Chinese languages were excluded due to the
special preprocessing required for this task.

For the comparative experiments of models on
the anaphora task, we use the eye-tracking dataset
for evaluation and the RWSD test set from the
MERA benchmark.

Preprocessing Since we conducted an evaluation
process for both the model and humans under the
same conditions, all datasets were preprocessed
to replicate the human experiment. For each sen-
tence, an antecedent and an anaphoric pronoun
were identified. The corresponding pronoun was
highlighted in the text using uppercase. We formu-
lated the question about the presumed antecedent
of the anaphora using the human experiment design
described in Sec. 3 and the answer for this ques-
tion (“Yes” or “No”). The question and the answer
were formulated in the language of the text. Each
example also contains information about whether
the question is about the correct or incorrect an-
tecedent, with labels equal to 1 and 0, respectively.

• text: “Bob collapsed on the sidewalk. Soon
he saw Carl coming to help. HE was very
concerned.”

• question: “Does the highlighted pronoun re-
fer to Carl ?”

• antecedent: “Carl”

• reference: “He”

• answer: “Yes”

• label: 1

The datasets were filtered so that the reference
attribute was a pronoun and contained no more than
one word. For example, “there” and “he does/did”
were excluded from the dataset.

Finally, the training dataset was balanced with
respect to the labels and filtered from duplicates.
Tab. 2 provides the number of examples by lan-
guage in the final datasets.

4.2.3 Fine-tuning
We fine-tune pre-trained models using train sets
presented in Sec. 4.2.2. The original case of the
input text is preserved during tokenization.

The encoder-only models are fine-tuned using
a sequence classification head on top. We add a
[SEP] token between the text and the question to
get the input text for the models during the training
process.

The encoder-decoder models are fine-tuned us-
ing a language modeling head on top. The text was
concatenated with the question about antecedent to
get the input text for the models.

Implementation The models are fine-tuned us-
ing AdamW optimizer (Loshchilov and Hutter,
2017) and a linear learning rate scheduler.

For the encoder-only models, we use a context
window of 256, learning rate of 1e−5, batch size of
8, and 12 epochs.

For the encoder-decoder-based models, we use a
context window of 200 and a batch size of 8. We
also use a learning rate of 1e−5 and 35 epochs for
ruT5-base, a learning rate of 1e−4 and 25 epochs
for mT5-base. We use the generation hyperpa-
rameters: max_length = 20, temperature = 1,
top_k = 50, top_p = 1.

Metrics Models’ performance is evaluated using
the Accuracy score. Accuracy measures the per-
centage of correct predictions. This metric was
chosen due to the balance of classes.

Results We take the checkpoints with the best
performance on the validation set to evaluate
them on the eye data test, and RWSD test set
from Sec. 4.2.2. The results are presented in Tab. 3.
The models demonstrate higher accuracy after fine-
tuning, especially ruBERT-base, ruRoberta-large,
ruT5-base and mT5-base. The encoder-decoder
model mT5-base appears to outperform other mod-
els in solving the question-answering task.
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Model Architecture Language Parameters Layers Heads Hugging Face Hub
ruBERT-base Encoder-only Russian 178M 12 12 ai-forever/ruBert-base
mBERT-base Encoder-only Multi 178M 12 12 google-bert/bert-base-multilingual-cased
ruRoberta-large Encoder-only Russian 355M 24 16 ai-forever/ruRoberta-large
XLM-R-large Encoder-only Multi 560M 24 16 FacebookAI/xlm-roberta-large
ruT5-base Encoder-decoder Russian 222M 12 12 ai-forever/ruT5-base
mT5-base Encoder-decoder Multi 580M 12 12 google/mt5-base

Table 1: Summary of the model architecture configurations.

Language Train Val Test
English 2846 1216 -
French 108 56 -
Portuguese 358 116 -
Russian 872 326 260*
Total 4184 1714 260

Table 2: The sets statistics. The sizes of the set in the
number of examples. * – the RWSD test set.

Model Checkpoint Eye data RWSD

ruBERT-base pre-trained 49.7 51.2
fine-tuned 63.2 58.5

mBERT-base pre-trained 49.0 52.3
fine-tuned 50.0 50.0

ruRoberta-large pre-trained 50.3 49.6
fine-tuned 61.5 51.5

XLM-R-large pre-trained 50.0 50.0
fine-tuned 50.0 50.0

ruT5-base pre-trained 50.0 50.0
fine-tuned 57.4 55.8

mT5-base pre-trained 50.0 50.0
fine-tuned 71.3 56.2

Table 3: The models’ performance (Accuracy) on the
Winograd schema challenge task for the Russian lan-
guage. The best score is in bold, and the second score
is underlined.

4.2.4 Word-level attention
We use attention weights from the encoder layers
to obtain the importance of a word in a sentence for
the model. The decoder attention layers are only
allowed to process earlier positions in the sequence,
so we exclude them from the analysis.

We convert the texts into the format presented
in Sec. 4.2.3 and tokenize them, preserving the
original case of the words. The tokenized data is
fed into the model. We extract the attention weights
for each layer and average them across all attention
heads.

A′ = Average(A1, . . . ,Ah)

Ai = softmax(
QKT

√
dk

)
(4)

where Ai is an attention score of the i-th head with

a dimension of n × n, n – a length of the input
sequence, h – a number of attention heads.

Each row a(t) of matrix A
′

is an attention vector
for token t. We use the following matrix aggrega-
tions to obtain a vector of token importance:

• mean – the average of all the rows in each
column.

• row – the average of pronoun tokens in each
column: we extract only the rows correspond-
ing to pronoun tokens from matrix A

′
and

average these rows.

The special tokens are used for the attention cal-
culations but are excluded from the final vector.
During tokenization, some words are encoded as
multiple tokens. The weights of the tokens that
make up each word are summed to obtain word-
level attention weights. The final vector is inter-
preted as a relative word importance for the model.

4.3 Correlation Analysis
We matched human and model attention scores so
that each word had a normalized attention score
from both sources.

Since we assume a monotonic relationship be-
tween variables but do not assume that the vari-
ables are normally distributed, we calculate the
Spearman’s rank correlation coefficient ρ (Hollan-
der et al., 2013) to analyze the correlation between
human attention and model attention. The correla-
tion coefficient quantifies the strength and direction
of the relationship between two variables. It ranges
from −1 to +1, where 0 indicates no correlation.

The p-value is used to determine the statistical
significance of the correlation coefficient. It indi-
cates the probability of observing the calculated
correlation coefficient under the assumption that
the variables are actually uncorrelated in the pop-
ulation. If the p-value is less than the significance
level, the hypothesis of no correlation is rejected.
This suggests that there is a statistically significant
correlation between the variables. We use a signifi-
cance level of 0.05.
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5 Results

Correlations of human attention with model atten-
tion are reported in Tab. 4. We found significant cor-
relations (p > 0.05) for all experiments. There are
moderate correlations for T5-based and RoBERTa-
based models and strong correlations for BERT-
based models on the first layer.

The comparison of different aggregation setups
for T5-based architectures underscores the preva-
lence of the mean aggregation with high correla-
tions. Conversely, for other architectures, we noted
a contrasting trend where row aggregation predom-
inates.

The first layers have high correlations in com-
parison to the last layer in most setups. For ex-
ample, there are extremely small correlations for
ruRoberta-large on the last layer; meanwhile, the
maximum correlation is almost even with other
values. For several models, the highest correla-
tion is noted on a particular layer. Moreover, the
layer demonstrating the highest correlation varies
notably across different architectures.

For most of the models, there is no difference be-
tween pre-trained and fine-tuned versions, except
for a slight correlation decrease for multilingual
mT5-base after tuning on the Winograd schemas.
Furthermore, we can compare the outcomes across
different eye-gaze metrics and observe minimal dis-
crepancies among them in terms of correlation anal-
yses. Finally, we highlight the model mBERT-base,
which demonstrates the highest correlation with
human attention. We conclude that task-specific
fine-tuning did not enhance the correlation between
human attention and machine attention.

The analysis suggests that encoder-only models
provide more significant insights for evaluating
attention correlation. A detailed visualization of the
correlation between human attention and models’
attention on different layers is presented in App. C.
Additionally, App. D provides a visualization of
the important words for the human and the models
for one example from the eye-tracking dataset.

6 Integrating Human Gaze into
Transformers

Based on the results obtained in Sec. 5, there
are significant correlations between human atten-
tion and the models’ attention during the task of
anaphora resolution. It can be assumed that using
eye movement data when training models for this
task will increase their performance. We conducted

experiments to integrate eye movement data into
the model training process by using an additional
term in the loss function to bring the model’s atten-
tion closer to human attention.

6.1 Experimental setup
Data for human gaze integration For the ex-
periments with human gaze integration during
model training, we use the eye-tracking dataset
as a training set. We use the Russian language sets
from Sec. 4.2.2 as validation and test sets.

Method We use the procedure proposed
by Bensemann et al. (2022) to investigate the effect
of injecting human eye-gaze bias during training
as the baseline. We introduce an additional loss
function to align the distribution of model attention
on a given layer with the distribution of human
attention. The final loss function is calculated
according to the following formula:

L = H(y, ŷ) + αH(p, p̂) (5)

Where H(y, ŷ) is the cross-entropy loss that
measures the model’s performance on the anaphora
resolution task. H(p, p̂) is the cross-entropy loss
that measures the difference between two proba-
bility distributions: the distribution of the model’s
attention values on a particular layer (p) and the
distribution of the human relative word importance
(p̂). The hyperparameter α controls the weight of
the second term in the loss function. We use the
hyperparameter α of 0.05. The remaining hyper-
parameters for fine-tuning models are contained
in Sec. 4.2.3.

We use the average of all the rows in each col-
umn (mean) and the average of all pronoun tokens
in each column (row) to obtain the models’ atten-
tion values. We conduct experiments with different
layers: the first, the last, and the layers where the
highest correlation values between model attention
and human attention are observed.

6.2 Results
The findings on incorporating human gaze data
into models are presented in Tab. 5. Based on
the results, we can conclude that using an addi-
tional loss does not usually improve the model’s
performance. However, a significant increase in
Accuracy is observed for the tuned mT5-base and
tuned ruRoberta-large models with row aggrega-
tion when using human attention on layers 1 and
14, respectively. It can be concluded that, in most
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Model Agg. Checkpoint Layer Fixations Gaze duration Total reading time
(max) first max last first max last first max last

ruBERT-base
mean pre-trained 1 0.601 ← 0.382 0.606 ← 0.394 0.592 ← 0.376

tuned 1 0.603 ← 0.364 0.608 ← 0.373 0.595 ← 0.355

row pre-trained 1 0.722 ← 0.578 0.71 ← 0.568 0.719 ← 0.581
tuned 1 0.723 ← 0.487 0.711 ← 0.472 0.719 ← 0.485

mBERT-base
mean pre-trained 1 0.684 ← 0.581 0.683 ← 0.585 0.674 ← 0.575

tuned 1 0.684 ← 0.59 0.683 ← 0.592 0.673 ← 0.582

row pre-trained 1 0.771 ← 0.54 0.758 ← 0.536 0.764 ← 0.54
tuned 1 0.771 ← 0.601 0.758 ← 0.597 0.765 ← 0.598

ruRoberta-large
mean pre-trained 16 0.485 0.543 0.076 0.495 0.551 0.088 0.475 0.538 0.067

tuned 16 0.487 0.542 0.154 0.496 0.555 0.166 0.477 0.542 0.146

row pre-trained 16 0.452 0.653 0.064 0.453 0.641 0.067 0.445 0.652 0.058
tuned 14 0.453 0.608 0.115 0.454 0.602 0.116 0.446 0.611 0.11

XLM-R-large
mean pre-trained 14 0.498 0.592 0.394 0.506 0.605 0.404 0.491 0.593 0.385

tuned 17 0.497 0.588 0.427 0.505 0.595 0.44 0.489 0.582 0.421

row pre-trained 11 0.556 0.703 0.424 0.554 0.688 0.414 0.551 0.701 0.418
tuned 11 0.553 0.717 0.45 0.551 0.706 0.449 0.548 0.713 0.446

ruT5-base
mean pre-trained 1 0.593 ← 0.31 0.605 ← 0.32 0.587 ← 0.308

tuned 1 0.594 ← 0.323 0.606 ← 0.333 0.588 ← 0.321

row pre-trained 8 0.552 0.562 0.407 0.544 0.548 0.4 0.549 0.56 0.411
tuned 8 0.552 0.577 0.442 0.544 0.563 0.434 0.549 0.576 0.445

mT5-base
mean pre-trained 9 0.575 0.619 0.522 0.583 0.63 0.538 0.563 0.611 0.516

tuned 1 0.573 ← 0.471 0.58 ← 0.484 0.561 ← 0.468

row pre-trained 8 0.543 0.621 0.5 0.527 0.615 0.491 0.534 0.619 0.495
tuned 7 0.535 0.569 0.437 0.518 0.561 0.436 0.526 0.569 0.436

Table 4: Spearman’s rank correlations between human attention and models’ attention on the first, last, and the
layer with the highest correlation values. Model – the model’s architecture. Agg. – the attention scores aggregation:
the average of all the rows in each column (mean) and the average of all pronoun tokens in each column (row).
Checkpoint – the configuration of the Model before (pre-trained) and after (tuned) tuning on the Winograd schema
task. Layer (max) – the model’s layer with the highest correlation value. Fixations, Gaze duration, Total reading
time – the human attention characteristics. first, max, last – the model’s layers. ← means that the first layer has the
highest correlation value (see column first). The highest correlation values for each architecture are in bold.

cases, the Accuracy of the pre-trained model is
lower than that of fine-tuned models. There are
several exceptions for ruRoberta-large, ruT5-base,
and XLM-R-large models with incorporated total
reading time. The findings from comparing Ac-
curacy between various eye-gaze measurements
(Fixations, Gaze duration, Reading time) do not
reveal a consistent trend, making it challenging to
identify the optimal human signal for incorporating
into loss functions.

7 Conclusion

In summary, this paper examines the transformer
and human attention mechanisms in the anaphora
resolution task. We collected a dataset for the
anaphora resolution task using video oculography
and released it under the MIT license 2. We used
this dataset to analyze the correlation between ma-
chine and human attention across various trans-
former architectures and network layers. The re-
sults show a strong correlation between human
and machine attention, but fine-tuning did not en-

2https://huggingface.co/datasets/RussianNLP/EyeWino

hance this correlation. Therefore, we conducted
experiments integrating eye movement data into
the model training process. This was done by
adding an extra term to the loss function to align the
model’s attention more closely with human atten-
tion. However, the results did not show a consistent
trend in the proposed setup, indicating that further
research is needed for incorporation approaches.

Limitations

Data Specificity The study relies on an eye-
tracking dataset limited to one specific coreference
type with a relatively small number of instances.
We investigate the results based on data specifi-
cally tailored to the Russian language. Therefore,
the findings may not be generalizable to other lan-
guages or datasets with different linguistic struc-
tures and nuances.

We take the privacy and confidentiality of partic-
ipants seriously when collecting eye-tracking data.
All participants provided informed consent, fully
understanding the nature of the study and how their
data would be utilized. However, we acknowledge
that such data may introduce linguistic biases that
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Model Agg. Checkpoint Layer Without Fixations Gaze duration Total reading time
(max) integration first max last first max last first max last

ruBERT-base
mean pre-trained 1 55.77 55.77 ← 59.23 56.15 ← 58.08 55.77 ← 58.46

tuned 1 58.08 58.08 ← 58.08 58.08 ← 58.08 58.08 ← 58.08

row pre-trained 1 55.77 55.77 ← 57.69 55.77 ← 55.77 55.77 ← 56.92
tuned 1 58.08 58.08 ← 58.08 58.08 ← 58.46 58.08 ← 58.08

mBERT-base
mean pre-trained 1 54.62 56.15 ← 56.92 53.08 ← 50.00 56.15 ← 53.08

tuned 1 56.15 56.92 ← 55.38 55.38 ← 56.54 55.00 ← 56.54

row pre-trained 1 54.62 53.85 ← 53.85 55.00 ← 54.62 54.62 ← 52.69
tuned 1 56.15 55.38 ← 57.31 55.38 ← 56.92 55.38 ← 55.77

ruRoberta-large
mean pre-trained 16 56.92 58.08 59.23 55.38 53.85 57.31 57.69 56.92 59.23 58.46

tuned 16 55.38 55.38 54.23 53.85 55.38 58.08 54.23 55.77 56.92 60.77

row pre-trained 16 56.92 58.08 59.62 59.62 55.00 59.23 59.23 56.54 60.0 56.54
tuned 14 55.38 53.08 59.62 56.54 58.46 59.23 55.77 54.23 56.54 56.54

XLM-R-large
mean pre-trained 14 55.00 55.38 48.85 55.00 50.38 52.69 50.00 54.23 56.92 54.23

tuned 17 54.62 52.31 55.77 56.54 53.46 56.54 55.00 56.92 51.54 56.92

row pre-trained 11 55.00 51.15 55.38 54.23 51.15 56.15 54.62 54.23 54.23 51.15
tuned 11 54.62 53.46 56.54 56.15 54.23 59.62 58.85 55.00 55.0 56.92

ruT5-base
mean pre-trained 1 52.69 61.15 ← 53.46 56.54 ← 58.46 57.31 ← 63.46

tuned 1 55.77 54.62 ← 57.31 54.62 ← 51.92 52.31 ← 50.77

row pre-trained 8 52.69 57.69 58.46 51.92 56.54 60.0 53.08 58.08 56.15 49.23
tuned 8 55.77 53.08 48.08 54.23 53.46 53.46 53.85 51.92 53.85 48.08

mT5-base
mean pre-trained 9 53.08 53.08 54.23 54.62 54.23 51.54 54.62 54.62 52.69 54.62

tuned 1 58.46 58.85 ← 59.62 58.08 ← 57.31 59.23 ← 58.46

row pre-trained 8 53.08 54.62 54.62 52.69 57.31 51.15 53.46 55.38 52.69 53.08
tuned 7 58.46 64.23 56.54 58.85 59.23 60.0 58.08 62.31 62.31 61.54

Table 5: Accuracy of the experiments with human gaze integration during model training on the first, last, and the
layer with the highest correlation values. Model – the model’s architecture. Agg. – the attention scores aggregation:
the average of all the rows in each column (mean) and the average of all pronoun tokens in each column (row).
Checkpoint – the configuration of the Model before (pre-trained) and after (tuned) tuning on the Winograd schema
task. Layer (max) – the model’s layer with the highest correlation value. Without integration - the Accuracy of the
experiments without human gaze integration. Fixations, Gaze duration, Total reading time – the human attention
characteristics. first, max, last – the model’s layers. ← means that the first layer has the highest correlation value
(see column first). The best scores for each architecture are in bold.

can be further transmitted to the neural model by
incorporating the attention mechanisms.

Experimental setup The analysis was based on
various transformer architectures, but it is impor-
tant to note that we could not cover all possible
attention mechanisms and neural approaches. We
focused on the encoder attention layers in the paper,
as these layers capture context from the entire input
sequence. In contrast, the decoder attention layers
can only process earlier positions in the sequence.
Investigating the decoder’s attention is an issue
for future research. Additionally, the quantitative
comparison between human and machine attention
may be influenced by the intrinsic limitations of
the experimental setups, such as the weaknesses of
eye-tracking technology, the design of the Wino-
grad schema tasks and the collected dataset, and
the interpretability techniques applied to the neural
models.

Human attention complexity is a multifaceted
phenomenon influenced by numerous cognitive,
cultural, and situational factors that have not been

investigated. Thus, the current machine attention
mechanisms are artificial approximations that are
hard to compare. Our study, while comprehensive,
only captures a subset of these factors, particularly
those that are quantifiable through eye-tracking.
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Appendix

A Participant Instructions

Fig. 1 contains an example format of a task for
participants, consisting of the following parts: a
text, a question about the text, and an instruction
for the task.

Figure 1: The example of a task shown to participants
on the screen.

B Eye-movement Measures

The eye-tracking dataset contains the following
fields:

• word, a word in a sentence;

• example_id, id of the example in the dataset;
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• text_id, id of the unique text in the dataset;

• position_id, position of the word in the sen-
tence;

• annotator_id, experiment participant id;

• is_answer_correct, the correctness of the ex-
periment participant’s answer;

• reading_time, the sum of all fixation dura-
tions on the current word, ms;

• gaze_duration, the sum of all fixation du-
rations on the current word in the first-pass
reading, ms;

• fixations, the number of all fixations on the
current word;

• first_fixation_duration, the duration of the
first fixation on the word, ms;

• x_coordinate_first_fixation, the coordinate
of the first fixation on the word along the x
axis, where the screen is the coordinate plane;

• y_coordinate_first_fixation, the coordinate
of the first fixation on the word along the y
axis, where the screen is the coordinate plane;

• amplitude_first_saccade, the amplitude of
the first saccade, deg;

• correct_antecedent, the correct antecedent
for example_id;

• incorrect_antecedent, the incorrect an-
tecedent for example_id;

• pronoun, an anaphoric pronoun for exam-
ple_id;

• is_pronoun, an indicator of whether the word
is the anaphoric pronoun;

• label, an indicator of whether the question is
about the correct antecedent.

C Visualization of Correlations

Fig. 2 provides the correlations between the atten-
tion of different model architectures, aggregated
using the mean approach, and eye-tracking data.

D Visualization of Attention Maps

Fig. 3 provides a visualization of the important
words for the human and the models.

Human attention is characterized by the relative
importance of words based on Fixations. Check-
points, layers, and aggregations with the highest
correlations with the relative importance of words
for humans are used to describe the relative impor-
tance of words for the models.

The original examples and relative importance
of words are in Russian. Below the Russian texts
are the English translations of these texts and an
adapted visualization of the relative importance of
words.
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Figure 2: The correlations between models’ attention on different layers and eye-tracking data.
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Figure 3: Visualizations of human and models’ attentions. The words with high relative importance for Russian
texts are highlighted in green. The third quartile is used to determine a word’s importance.
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Abstract

In this study, we explore the proficiency of large
language models (LLMs) in understanding two
key lexical aspects: duration (durative/stative)
and telicity (telic/atelic). Through experiments
on datasets featuring sentences, verbs, and verb
positions, we prompt the LLMs to identify as-
pectual features of verbs in sentences. Our
findings reveal that certain LLMs, particularly
those closed-source ones, are able to capture
information on duration and telicity, albeit with
some performance variations and weaker re-
sults compared to the baseline. By employing
prompts at three levels (sentence-only, sentence
with verb, and sentence with verb and its po-
sition), we demonstrate that integrating verb
information generally enhances performance in
aspectual feature recognition, though it intro-
duces instability. We call for future research to
look deeper into methods aimed at optimizing
LLMs for aspectual feature comprehension.

1 Introduction

Aspect is a verbal category that is closely linked
to concepts such as tense, temporality, verbal se-
mantics, and quantification. In linguistics, as-
pect refers to different perspectives on the inter-
nal temporal constitution of a situation (Comrie,
1976; Leiss, 1992; Klein, 1994; Xiao and McEnery,
2004). There is two main sub groups of aspect,
the grammatical aspect which refers to the verbal
flexion in languages such as Slavic Languages, and
the lexical aspect which contains the semantics of
the event or state of a verb phrase situated in time.

In this paper, we focus on the lexical aspect with
two important aspect features: duration and telicity.
Duration (durative/stative) is the property of a verb
or verb phrase that presents a state or an action,
regardless of their endpoints. Durative aspect de-
notes the reading of an action, while stative aspect
denotes the reading of a state. Telicity (telic/atelic)
distinguishes between verbs that describe an action

Label Sentence

durative The boxer is hitting his opponent.
stative Bread consists of flour, water and yeast.

telic I ate a fish for lunch.
atelic Cork floats on water.

Table 1: Examples of the two aspect features: duration
(durative/stative) and telicity (telic/atelic) (Metheniti
et al., 2022).

or event as having a specific endpoint. Telic aspect
denotes the reading of the endpoint of an action or
event, while atelic aspect denotes the reading of no
endpoint. Table 1 shows examples for each feature
in English.

The identification of the aspectual features of
the verbs in the sentence could be difficult as other
verb categories or sentence elements such as tense,
temporal adverbials, and context could affect the
reading of the aspect (Zhang, 1995). Using com-
putational models to identify the aspectual features
could be therefore more challenging. There are var-
ious existing works on building datasets for lexical
aspect and training models to classify the sentences
in terms of their aspectual features (Friedrich and
Palmer, 2014; Friedrich and Pinkal, 2015; Friedrich
et al., 2016; Friedrich and Gateva, 2017; Kober
et al., 2020; Metheniti et al., 2022). Nowadays, the
vast expanse of LLMs has also opened the chance
to study linguistics using LLMs (Opitz et al., 2024).
Therefore, it is interesting to probe the proficiency
of LLMs on aspectual features.

In this paper, based on a dataset on duration and
telicity (Metheniti et al., 2022), we evaluate the
ability of 6 different LLMs to identify the two as-
pectual features of sentences by zero-shot prompt-
ing the LLMs in three different levels: sentence-
only, sentence with verb, and sentence with verb
and its position. Our experimental results show
that some LLMs are capable of capturing aspectual
information, while there are some variations and
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weaker performance compared to the fine-tuning
baseline. In addition, adding verb information
generally improves the prediction performance of
LLMs. Overall, our study provides valuable in-
sights into the challenges and opportunities in lever-
aging LLMs for evaluating lexical aspect.

2 Related Work

The evaluation and classification of aspectual fea-
tures of verbs using NLP have been explored exten-
sively in previous research. Siegel and McKeown
(2000) are the first to employ supervised machine
learning methods for aspectual classification.

Friedrich and Palmer (2014) introduced a semi-
supervised approach that combined linguistic and
distributional features to predict a verb’s stativ-
ity/duration, also providing two annotated datasets
for stativity. Furthermore, Friedrich and Pinkal
(2015) focused on classifying clauses based on
their aspectual properties, and expanded the scope
to include situation entity types in Friedrich et al.
(2016). Friedrich and Gateva (2017) contributed
two English datasets with gold and silver anno-
tations of telicity and duration, utilizing an L1-
regularized multi-class logistic regression model.

Hermes et al. (2015) computationally modeled
Vendler classes (Vendler, 1957) for 95 German
verbs, combining distributional vectors with su-
pervised classification. Additionally, Ramm et al.
(2017) developed the first open-source tool for an-
notating morphosyntactic tense, mood, and voice
for verbal complexes in multiple languages. Kober
et al. (2020) introduced a dataset for tense and
aspect concepts using natural language inference
and proposed modeling aspect of English verbs in
context using compositional distributional models.

In a more recent study by using a bunch of
transformer-based models, Metheniti et al. (2022)
conducted experiments on transformer models to
identify aspectual features, revealing biases to-
wards verb tense and word order. However, in
the current era of the advances of LLMs, it is still
unexplored whether the LLMs are able to capture
the aspectual features.

A more detailed introduction to aspect concepts
and their computational approaches can be found
in this survey (Friedrich et al., 2023).

3 Experiments

Dataset. We use the dataset with telicity and
duration-annotated sentences created by Metheniti

et al. (2022). The dataset was built upon two pre-
vious datasets from Friedrich and Gateva (2017)
and Alikhani and Stone (2019). It has two main
subsets, one for duration and the other for telicity.
Each subset contains sentences with the main verbs
and their positions in sentences, as well as binary
labels for durative (‘1’) or stative aspect (‘0’) in the
duration subset, and telic (‘1’) or atelic (‘0’) aspect
in the telicity subset. The label distribution in the
test sets is presented in §A.1.

Prompt. Each question consists of a general in-
struction with a choice of answers (e.g. durative
or stative) and the example sentence. We include
the sentence, verb and verb information into the
prompt. In addition, to test the robustness of the
models as well as the ability of the models to com-
prehend the aspectual features both in the sentence
level (without explicitly mentioning the verb) and
the verb level (with explicitly mentioning the verb),
we conduct the experiments in three different levels
with different prompt formats. Table 2 shows the
prompt formats of the three levels in the examples
of duration subset with durative and stative aspects.
In level 1, we only provide the sentence and ask
for the aspect features. In level 2, we include the
verb into the prompt. In level 3, we include the
verb along with its position in the sentence into the
prompt. The prompts are outlined in Table 2.

Models. We evaluate the aspect tasks with the
following close- and open-source instruction-tuned
LLMs: GPT-3.5 (Brown et al., 2020) and GPT-4
(OpenAI et al., 2024), Llama-2-13b-chat-hf
and Meta-Llama-3-8B-Instruct (Touvron et al.,
2023), Gemma-7b-it (Team et al., 2024), and
Mixtral-8x7B-Instruct-v0.1 (Jiang et al.,
2024).

Baseline. We compare our zero-shot prompting
of LLMs with the baselines of fine-tuning BERT-
based models (Devlin et al., 2019) on the training
data with and without adding information on the
verb position as in Metheniti et al. (2022). We se-
lect the best performing model bert-large-cased
in their work for fine-tuning as baseline.

LLM Output Extraction. Although we prompt
the LLMs to give answers with single tokens of
telic/atelic and durative/stative, in most cases, the
LLMs respond with more tokens in different for-
mats, and sometimes with explanation of their
choices. We use a string matching method us-
ing RegEx to map the responses to the categories,
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Level Prompt

Level 1 Does this sentence have durative aspect or stative aspect? Answer with durative or
stative.\n Sentence:\n {sentence}

Level 2 Does the verb {verb} in this sentence have durative aspect or stative aspect? Answer
with durative or stative.\n Sentence:\n {sentence}

Level 3 Does the verb {verb} in position {position} of this sentence have durative aspect or
stative aspect? Answer with durative or stative.\n Sentence:\n {sentence}

Table 2: Instruction prompt in three different constraint levels for the durative and stative aspects. Level 1 only
shows the sentence, level 2 shows the sentence and the main verb of the sentence, level 3 shows the sentence, the
main verb and its position of the sentence.

which is commonly used in extracting LLM out-
puts (Argyle et al., 2023). Afterwards, we manually
evaluate the coded outputs and in case of uncertain
responses, we note them accordingly.

4 Results

4.1 Main Results

We summarize the main results of the six LLMs
in Table 3 on the duration test set and the Telicity
test set, as well as the performance of the fine-
tuned model bert-large-cased as the baseline
for comparison.

On the duration test set, GPT-4 achieves the high-
est performance among the LLMs with an accuracy
of 0.74 and an F1 score of 0.76. This is followed by
GPT-3.5 and Llama-2, which both show compara-
ble results in the 0.67 to 0.69 range for both metrics.
The Llama-3 and Mixtral models also perform simi-
larly with slightly lower scores. The Gemma model
demonstrates the lowest performance among the
LLMs with an accuracy of 0.54 and an F1 score
of 0.42. Notably, the baseline large bert model
significantly outperforms all LLMs, achieving an
accuracy and F1 score of 0.96.

On the telicity test set, GPT-4 again leads among
the LLMs with an accuracy of 0.71 and an F1 score
of 0.72. GPT-3.5 and Llama-3 also show strong
performances with scores around the 0.65 to 0.67
range for both metrics. The Mixtral model has
slightly lower scores, and Llama-2 and Gemma ex-
hibit the lowest performance. The fine-tuning bert-
large-cased baseline still outperforms all LLMs.

We show that prompting LLMs to recognize the
two aspectual features in verbs results in lower
performance compared to the fine-tuning baseline,
which exhibits high performance. This suggests
that LLMs might lack the capability to probe the
deep linguistic features of given words and may re-

quire adaptation (i.e., fine-tuning) to effectively per-
form the task. When comparing the two aspectual
features, we observe that the performance of most
models is slightly lower on the telicity test set than
on the duration test set, indicating that recognizing
a/telic aspects is more challenging. Additionally,
among the LLMs, the closed-source models (GPT-
3.5 and GPT-4) demonstrate better performance
than the open-source models.

Model Duration Telicity
Acc F1 Acc F1

Gemma 0.54 0.42 0.52 0.41
GPT-3.5 0.68 0.69 0.67 0.65
GPT-4 0.74 0.76 0.71 0.72
Llama-2 0.67 0.67 0.53 0.42
Llama-3 0.64 0.63 0.65 0.65
Mixtral 0.62 0.63 0.59 0.60

bert-large-cased 0.96 0.96 0.88 0.87

Table 3: Accuracy and F1 scores for various zero-shot
prompted LLMs vs. the fine-tuned baseline model
bert-large-cased on duration and telicity test sets.

4.2 Verb and Verb Position Can Influence the
Evaluation

In this section, we analyze the impact of including
the verb and its position in the sentence on the
evaluation of aspectual features by LLMs in the
duration and telicity test sets. we present F1 scores
across three levels of prompting (sentence-only,
sentence with verb, and sentence with verb and its
position) in the bar plots in Figure 1 and they reveal
significant insights partially.

In the duration set, Gemma’s performance re-
mains consistent across different levels of context,
while GPT-3.5 and GPT-4 show substantial im-
provements with additional contextual information,
although GPT-3.5 experiences a slight drop at the
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Figure 1: F1 results of models in three different levels
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Figure 2: Count of prediction differences in three different levels. The dark bars represent the count of correct
predictions in level 1 which are falsely predicted in level 2&3. The light bars represent the count of false predictions
in level 1 which are correctly predicted in level 2&3.

highest level. Llama-2 and Llama-3 generally ben-
efit from more context, but Llama-3’s performance
slightly decreases at the highest level. Mistral
demonstrates modest but consistent improvements.
In the telicity set, Gemma again shows minimal
variation, and GPT-3.5 and GPT-4 improve with
more context, although GPT-4 has a slight decline
at the highest level. Llama-2 struggles with ad-
ditional context, while Llama-3 shows significant
improvement. Mistral exhibits stable performance
with slight gains.

We further examine the count of prediction dif-
ferences across the three levels for both the dura-
tion and telicity sets in Figure 2. For the duration
set, models like GPT-4 and GPT-3.5 showed sub-
stantial improvements with more corrections than
regressions when additional context was provided,
indicating a positive impact from including the verb
and its position. For instance, GPT-4 had 106 cor-
rections at both Levels 2 and 3, compared to 25 and
24 regressions. Llama-2 and Llama-3 also bene-
fited from the additional context, though to a lesser

extent., with Llama-2 showing 94 and 107 correc-
tions versus 66 and 62 regressions. Mistral saw
steady but modest improvements, while Gemma
displayed minimal changes, suggesting limited sen-
sitivity to the added information. On the telicity set,
GPT-4 and GPT-3.5 again demonstrated significant
improvements with more corrections (151 and 129)
than regressions (55 and 95). However, Llama-2
struggled with additional context, showing more
regressions than corrections, indicating potential
confusion. Llama-3 and Mistral exhibited notable
but smaller benefits from the detailed prompts.

Overall, our analysis underscores that while ad-
ditional context including the verbs and verb posi-
tions generally enhances performance, the degree
of improvement varies across models.

4.3 Error Analysis

In this section, we conduct a brief analysis of cer-
tain specific error predictions we observed during
inference, which are outlined in Table 4.

Case 1 illustrates instances at prompt level 1,
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Case, Input, Output

Case 1, Mistral on duration set, in level1
Sentence: Should be alright then .
Label: durative
Output: This sentence is stative in nature. It expresses a state of being or a condition, rather than an ongoing action. The
word ""then"" suggests a conclusion or a result, which is also indicative of a stative aspect.

Case 2, Llama-2 on duration set, in level3
Sentence: Bake at 180 degrees of 40 - 50 minutes . Do n’t think highly too that cheese was n’t overroasted .
Label: durative
Output: The verb "think" in position 12 of the sentence does not have a durative or stative aspect. It is a stative aspect.

Case 3, Gemma on telicity set
Sentence: I was born here , and I was lucky enough not to get attached to any particular river .
Label: telic
Output (level1): The sentence is telic because the verb ""was born"" is telic and the verb ""get attached"" is also telic.
Output (level2): The verb ""attach"" in this sentence has telic aspect because the verb is completed with a specific object,
which is ""river"".
Output (level3): The verb attached in position 13 is ""attach"". The answer is atelic.

Case 4, GPT-4 on telicity set, level3
Sentence: A TV mounted above a fireplace in a nicely furnished living room .
Label: telic
Output: The verb ""mounted"" in position 2 in the sentence ""A TV mounted above a fireplace in a nicely furnished
living room"" does not by itself convey a clear aspect because the sentence is a noun phrase, not a complete sentence with
a tense that would allow us to determine aspect.

Table 4: Example error cases.

where the absence of verb (“be alright”) or verb
position information leads the model to predict the
aspect for the entire sentence, resulting in inaccu-
rate predictions.

Case 2 highlights instances of model hallucina-
tions, where initially, the model denies the presence
of probed aspects in the verb but subsequently pro-
vides an aspect in the following sentence.

Case 3 demonstrates the prediction disparity
across the three prompt levels. While the predic-
tions are accurate and nuanced in the first two lev-
els, they become nonsensical and incorrect in level
3, underscoring the model’s tendency towards hal-
lucinations and instability.

Case 4 presents a scenario where the model fails
to provide an aspectual feature, incorrectly con-
cluding that the verb lacks an aspect.

These error cases underscore that employing
LLMs may introduce unexpected errors due to
model complexity and hallucinations. Addition-
ally, the inconsistency of model output remains a
pertinent question for further investigation.

5 Discussion & Conclusion

This preliminary study evaluates the performance
of various LLMs in recognizing lexical aspects,
specifically duration and telicity, in zero-shot sce-
narios. We notice while LLMs, especially the
closed-source ones (GPT-3.5 and GPT-4), are ca-

pable of recognizing the lexical aspects of verbs in
sentences, they lie behind the fine-tuned baselines,
indicating the potential need for further adaptation
to effectively probe deep linguistic features. We
conduct experiments across three levels of prompt-
ing to assess the impact of including the verb and
its position in the sentence. Our results reveal that
LLMs, particularly the closed-source ones, bene-
fit from the additional context of verbs. However,
this added complexity sometimes introduced re-
gressions, indicating that while context aids com-
prehension, it can also pose challenges. The case
analysis also introduces concerns about the com-
plexity of hallucinations within the models.

Future research could explore methods to opti-
mize LLMs for aspectual feature recognition, such
as fine-tuning LLMs or incorporating additional lin-
guistic knowledge into model training. Currently,
we only conduct the prompt in zero-shot settings,
i.e. without context information. Previous work
showed that prompt-based methods may underes-
timate the linguistic knowledge of LLMs (Hu and
Levy, 2023). Therefore, we call for future explo-
ration in different settings, such as few-shot prompt-
ing and Chain-of-Thought (CoT, Wei et al., 2023)
prompting.

Overall, our study offers valuable insights into
the challenges and opportunities of utilizing LLMs
for linguistic feature recognition.
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Limitations

The primary limitation of our preliminary work
lies in the complexity and instability of LLMs,
as detailed in §4.3. The models exhibit sensitiv-
ity to prompts and parameter settings. Our study
tested only three curated prompts with varying in-
formation levels and observed significant variations
across these conditions. Future research should
delve deeper into these variations to provide expla-
nations for these changes.

Additionally, as noted in previous work (e.g.,
Zhang, 1995), aspectual readings are sensitive to
the context surrounding the verb. Our current study
tested aspectual features using a single curated
dataset with individual sentences and labels. Future
research should explore data with longer texts con-
taining more verbs and possibly provide sequential
predictions on verbs within context. This would
help to better understand the deeper linguistic com-
prehension capabilities of LLMs.
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A Appendix

A.1 Label Distribution in Test Sets
We present the label distributions from the original
test sets (Metheniti et al., 2022) in Table 5.

Test Set Label ‘0’ Label ‘1’ Total

Duration 186 223 409
Telicity 315 292 607

Table 5: Test set statistics for duration and telicity. In
the duration subset, ‘0’ and ‘1’ stand for stative and
durative aspects, respectively. In the telicity subset, ‘0’
and ‘1’ stand for atelic and telic aspects, respectively.

A.2 Label Distribution in Predictions
Table 6 shows the label distribution from the model
predictions. We notice some imbalanced label dis-
tribution especially in model Gemma on both du-
ration and telicity sets across three prompt levels.
This great imbalance also results in low prediction
accuracies, as shown in §4.1. This indicates that
the Gemma model might not be adequate to probe
the aspectual features. The same imbalance can be
found in Llama-2 in level3 on the telicity set.
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Model Level ‘0’ ‘1’ ‘2’ ‘3’ ‘-99’

Gemma
level1 27 382 0 0 0
level2 14 395 0 0 0
level3 20 389 0 0 0

GPT-3.5
level1 211 195 1 0 2
level2 194 214 0 0 1
level3 193 215 0 0 1

GPT-4
level1 150 196 36 21 6
level2 208 189 11 0 1
level3 213 177 18 0 1

Llama2
level1 265 144 0 0 0
level2 176 230 0 3 0
level3 180 229 0 0 0

Llama3
level1 202 190 13 4 0
level2 238 171 0 0 0
level3 259 149 1 0 0

Mistral
level1 141 252 10 4 2
level2 122 267 17 2 1
level3 150 237 15 1 6

(a) Duration

Model Level ‘0’ ‘1’ ‘2’ ‘3’ ‘-99’

Gemma
level1 558 49 0 0 0
level2 575 32 0 0 0
level3 566 40 0 1 0

GPT-3.5
level1 252 348 0 0 7
level2 454 147 0 0 6
level3 450 153 0 0 4

GPT-4
level1 213 295 71 16 12
level2 344 243 14 0 6
level3 353 227 22 1 4

Llama2
level1 350 255 0 2 0
level2 586 19 0 2 0
level3 565 41 0 0 1

Llama3
level1 73 523 8 3 0
level2 194 412 1 0 0
level3 260 346 1 0 0

Mistral
level1 280 314 4 8 1
level2 401 193 3 5 5
level3 334 263 1 4 5

(b) Telicity

Table 6: Label distribution from the model predictions on duration and telicity set. ‘0’ and ‘1’ are the original binary
labels of the dataset. ‘2’ means model cannot find an aspect or thinks the verb doesn’t have an aspect. ‘3’ means
nonsense output. ‘-99’ means model refusal.
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Abstract

Babies’ daily auditory environment plays a
crucial role in language development. Most
previous research estimating the quantitative
and qualitative aspects of early speech inputs
has predominantly focused on English- and
Spanish-speaking families. In addition, vali-
dation studies for daylong recordings’ analysis
tools are scarce on French data sets. In this
paper, we present a French corpus of daylong
audio recordings longitudinally collected with
the LENA (Language ENvironment Analysis)
system from infants aged 3 to 24 months. We
conduct a thorough exploration of this data set,
which serves as a quality check for both the data
and the analysis tools. We evaluate the reliabil-
ity of LENA metrics by systematically compar-
ing them with those obtained from the Child-
Project set of tools and checking the known
dynamics of the metrics with age. These met-
rics are also used to replicate, on our data set,
findings from Warlaumont et al. (2014) about
the increase of infants’ speech vocalizations
and temporal contingencies between infants
and caregivers with age.

1 Introduction

Infants rely on their daily auditory environment to
develop language and other cognitive skills. Pio-
neering studies interested in these early auditory
inputs used observatory experiments in laboratory
settings or short recordings that were manually an-
notated (Hart and Risley, 1992; Keller et al., 2004).
In the last decades, technological advances brought
new tools that allowed the collection and analysis
of more considerable and ecological datasets. Day-
long recordings are now increasingly used in devel-
opmental studies (Ganek and Eriks-Brophy, 2018;
Bergelson et al., 2023), especially since the release
of the Language Environment Analysis (LENA)
system in 2004.
Daily auditory environments have been described
in a variety of populations (Christakis et al., 2009;

Aragon and Yoshinaga-Itano, 2012; Caskey et al.,
2014; Warren et al., 2010), highlighting the posi-
tive effects of early caregiver-infant interactions on
language development (Warlaumont et al., 2014;
Gilkerson and Richards, 2008; Bergelson and Aslin,
2017). Nonetheless, only two datasets were col-
lected in French-speaking households (Canault
et al., 2016; Orena et al., 2019). Here, we expand
the literature by describing an original dataset of in-
fants’ daylong audio recordings gathered in twenty
French-speaking families.
We focused on 3-to-24-month-old babies for sev-
eral reasons: (1) it allows a direct comparison with
Canault et al. (2016)’s and Warlaumont et al. (2014)
results ; (2) it includes crucial steps for language
development, including the emergence of phone-
mic categories between 6 and 10 months (Werker
and Tees, 1984; Cheour et al., 1998), and the vo-
cabulary spurt between 18 and 24 months (Bene-
dict, 1979; Goldfield and Reznick, 1990; Nazzi and
Bertoncini, 2003) ; (3) the two first years of life
constitute a critical period where caregiver-infant
interactions are early precursors of later language
outcomes and cognitive skills (Warlaumont et al.,
2022; Gilkerson and Richards, 2009; Weisleder and
Fernald, 2013; Bergelson and Aslin, 2017).
LENA’s output correlation with human annotations
has been assessed in several languages, suggesting
good reliability (Xu et al., 2008b; Weisleder and
Fernald, 2013; Gilkerson et al., 2015; Busch et al.,
2018; Pae et al., 2016; Ganek and Eriks-Brophy,
2017). However, only one study provided evidence
for LENA system reliability in European French,
yielding relatively good results (Canault et al.,
2016). Moreover, LENA validation studies implied
listening to the continuous raw audio recordings. In
addition to being highly time-consuming, this ap-
proach raises critical ethical issues associated with
data privacy (Casillas and Cristia, 2019; Cychosz
et al., 2020). Here, we override these difficulties by
comparing the LENA metrics outputs with other
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annotation systems.
The paper has the following contributions: (i) de-
scribe a new French corpus of auditory LENA-
recorded data, (ii) compare different automatic an-
notation tools, (iii) provide a picture of the daily
auditory environment in French-speaking families
in 3-to-24-months infants, (iv) show the potential
of the data set by replicating daylong recordings-
based results on developmental trajectories.

2 Related Work

This section is a brief overview of the existing lit-
erature regarding daylong recording studies in de-
velopmental populations. We identified two main
types of studies: (i) experimental studies that used
daylong recordings as a tool to answer a specific
research question and (ii) validation studies that
focused on assessing the reliability of the recording
and analysis tools themselves.

2.1 Experimental studies

Daylong recording studies in infants often involved
the LENA system. Four years after its release, the
first LENA normative study, the “Natural Language
Study (NLS)” was conducted by the LENA Re-
search Foundation (Gilkerson and Richards, 2008).
This report relied on the three main LENA met-
rics (Adult Word Count: AWC; Child Vocaliza-
tion Count: CVC; Conversational Turn Counts:
CTC) to describe daily auditory environments in
329 English-speaking infants aged 2 to 48 months.
Then, more experimental works involving daylong
recordings in infants began to emerge (see Ganek
and Eriks-Brophy (2018) for a review).
Studies that focused on the characteristics of the
daily auditory environment in typically develop-
ing infants revealed that children’s vocalizations
and child-caregiver interactions increased with age
within the first two years of life (Gilkerson and
Richards, 2008; Pae et al., 2016). Warlaumont et al.
(2014) proposed a "social feedback loop" in which
contingencies between adult-child and child-adult
speech-like vocalizations contribute to increasing
interactions between infants and adults through
age. Additionally, a higher proportion of adult-
child interactions has been associated with larger
vocabulary size (Weisleder and Fernald, 2013).
The impact of various factors like multilingualism
(Oller et al., 2010; Orena et al., 2019; Ramírez
and Hippe, 2024), socio-economic status (Bergel-
son et al., 2023), exposure to TV Christakis et al.

(2009); Zimmerman et al. (2009), musical inputs
(Mendoza and Fausey, 2021), activity during the
day (Soderstrom and Wittebolle, 2013) and tempo-
ral dynamics of the surrounding sounds (Warlau-
mont et al., 2022) have been investigated as well.
Daylong recording studies in clinical populations
showed the importance of understanding infants’
daily soundscape for early language intervention
(Caskey et al., 2011; Warren et al., 2010; Warlau-
mont et al., 2014; Aragon and Yoshinaga-Itano,
2012).

Overall, age ranges, sample sizes, and recording
spans varied across studies. Some infants were in-
cluded as early as 2 months of age (Aragon and
Yoshinaga-Itano, 2012; Bergelson and Aslin, 2017;
Zimmerman et al., 2009), while others started after
12 months of age (Oller et al., 2010; Warren et al.,
2010; Weisleder and Fernald, 2013). Children
could be followed longitudinally within various
periods (Gilkerson et al., 2018; Sy et al., 2023) but
not systematically (Weisleder and Fernald, 2013;
Bergelson and Aslin, 2017).
Although most studies relied on the LENA system,
methodological choices regarding data collection
and analysis were various. For example, some
authors chose to rely on preexisting datasets that
already fitted their research questions (Christakis
et al., 2009; Aragon and Yoshinaga-Itano, 2012;
Warren et al., 2010). For data analysis, the LENA
metrics were mostly used although some preferred
to develop their own tools (MacWhinney, 2000;
Al Futaisi et al., 2019; Lavechin et al., 2020; Räsä-
nen et al., 2021).

2.2 Validation studies

The first LENA validation study was led in 2008
on American English, as part of the NLS (Xu et al.,
2008b). Human annotations were compared with
automatic outputs provided by the LENA software
to determine agreement scores, measured with Pear-
son’s correlations. LENA’s AWC and CVC reached
r = 0.82 and r = 0.76 respectively, indicating reli-
able LENA annotations for subsequent English-
speaking environment studies (Christakis et al.,
2009; Warren et al., 2010; Xu et al., 2008a; Zim-
merman et al., 2009; Gilkerson et al., 2017).
Later, the same validation procedure was applied
to other languages, focusing on the three main
LENA metrics (AWC, CVC, and CTC). Over-
all, the AWC metric was the most reliable, al-
though several authors reported that, on average,
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the LENA’s estimations were lower than the hu-
man counts (Xu et al., 2009; Canault et al., 2016).
Agreement scores for AWC were reported in Span-
ish (r = 0.80, Weisleder and Fernald (2013)), Man-
darin (r = 0.72, Gilkerson et al. (2015)), Korean
(r = 0.72, Pae et al. (2016)), and Dutch (r = 0.87,
Busch et al. (2018)). CVC and CTC’s reliabil-
ity were not systematically assessed and yielded
variable results, ranging from r = 0.52 (Busch
et al., 2018) to r = 0.84 (Gilkerson and Richards,
2008) (see Table 3 in Appendices). In French, we
found Canault et al. (2016)’s report as the only
existing validation study so far. They manually
annotated and transcribed 324 ten-minute samples
recorded in 3-to-48-month-olds: Pearson’s correla-
tion scores were r = 0.64 for AWC and r = 0.71
for CVC. These results suggest good reliability for
LENA metrics in French, although slightly below
the abovementioned languages.
Cristia et al. (2021)’s comprehensive validation
study in three different linguistic and socio-cultural
environments calls for more validation studies
with more detailed and systematic methods. How-
ever, the concurrent emergence of annotation
tools (MacWhinney, 2000; Al Futaisi et al., 2019;
Lavechin et al., 2020; Räsänen et al., 2021) tends
to increase methodological variability. To converge
toward a standardized pipeline for daylong data
management, Gautheron et al. (2023) developed the
ChildProject package. It is compatible with many
existing annotation formats and allows annotation
systems comparisons. Here, we relied on these
tools to compare LENA’s metrics with measures ex-
tracted from the Voice Type Classifier (VTC)
from Lavechin et al. (2020) and the VoCalisation
Maturity analysis (VCM) from Al Futaisi et al.
(2019).

3 Rationale

3.1 Participants

Infants were recruited between 3 and 18 months of
age in three daycare centers in south-east France.
An official collaboration between our team and
the daycare centers was established to facilitate
both participants’ recruitment and data collection.
We met parents in person to communicate the
project and obtain their informed consent. The
French Ethics Committee Review Board approved
the study (Agreement 2022-A02281-42) which was
conducted according to the guidelines of the Dec-
laration of Helsinki (World Health Organisation,

2008). Parents filled out a questionnaire to ensure
that infants did not have any hearing, cognitive, or
developmental disorders and that they were raised
in a dominant French-speaking environment. Other
metadata were gathered through this questionnaire:
number of caregivers, musical practice of the care-
giver(s), linguistic environment (which language(s)
spoken around the child), and socio-economic sta-
tus (SES) assessed via profession.
Independently of their age at the inclusion date,
we followed infants until 24 months of age when
possible, or as long as possible otherwise. Twenty
infants were involved, with a mean age at inclusion
of 12 months (m = 360 days, sd = 132.5). Six addi-
tional babies were recruited but excluded from the
analysis because parents did not provide enough
recordings (<5).

3.2 Procedure

As mentioned above, we collaborated with three
daycare centers that became a hub for data
collection. Once parents had given their informed
consent, they were provided with the LENA
materials: a recorder and a t-shirt with a frontal
pocket. Each infant had one unique recorder
that they kept until the end of data collection.
Clothing size was adapted to infants and changed
throughout the months when needed. To help
parents get used to the LENA system, we gave
them some oral instructions when possible so they
could ask questions and we could make sure they
understood everything. Additionally, all families
were given an instruction sheet that was taken from
LENA’s support materials and adapted to our study.
Instructions comprised information about when
and how often to record, how to use the device,
various recommendations, and the procedure for
device deposit and pickup at daycare. Parents also
had our contact information and could reach us
whenever they needed.
Parents were asked to have their child wear the
recorder once a week for a full day, preferentially
at home or during the weekends. To limit attrition,
we accepted recordings at daycare occasionally,
when they could not record another day or if they
forgot. The frequency of the recordings was hard
to maintain for some families, so we had to send
them kind reminders sometimes. But overall, all
families were very involved and consistent. We
recommended that during a recording day, they
never turn the recorder off, limit noisy environ-
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ments, and let the recorder nearby while showering
and during bedtimes. Once the recording was
completed, they were asked to bring the LENA
recorders back to the daycare center once a week.
Then, the investigator could transfer the data to the
database the same day, so parents could get the
recorder back and start over for a new week. At the
end of data collection (when the child reached 24
months or when families decided to stop), infants
were given a "baby researcher" diploma and a
customized t-shirt as a reward.

4 Tools and Methods

Daylong recordings present a set of challenges in
terms of processing. The first constraint is the data
set size: we gathered 104 hours of highly heteroge-
neous recordings (both across and within record-
ings) that need to be sampled. Existing literature
has used the notion of hot spots (areas in the record-
ings with a high density of speech events) as well as
a method consisting of human labeling of extremely
short sound events (Semenzin et al., 2021). Due
to the required infrastructure, the latter approach
was not considered for our work. Instead, we ap-
plied state-of-the-art computational techniques and
packages to perform step-by-step reliability tests
and calculate agreement scores between them. The
automatic tools we used for our analyses are the
LENA suite (Gilkerson and Richards, 2008) and
a set of tools developed or adapted whithin the
framework of ChildProject (Lavechin et al., 2020).

4.1 LENA

We used the LENA system for both data collection
and analysis. For data collection, LENA provides
a small digital language processor (DLP) that is
easily held in a child’s hand and can be directly
inserted into child-adapted clothing equipped with
a specific pocket on the front. The DLP can save up
to 16 hours of auditory input. Recordings are then
processed with the LENA software, which provides
automatic annotations and quantification reports.
The annotation process starts by segmenting the
continuous audio recordings based on acoustic fea-
tures such as intensity and pitch. The segments
are then compared to general models of eight cate-
gories (Christakis et al., 2009) to be labeled as tar-
get child (CHN), adult male (MAN), adult female
(FAN), other child (CXN), TV/electronic sounds
(TVN), noise (NOI), silence (SIL), or overlapping

sounds (OVL). Next, the four categories CHN,
MAN, FAN, and CXN are further analyzed to dif-
ferentiate speech-related from non-speech vocaliza-
tions (see Figure 17). The LENA software provides
estimations of the number of words produced by
adults (AWC) and infants’ speech-related vocal-
izations (CVC). In this study, we only used the
raw sound event segmentation (timestamps) and
labeling.

4.2 VTC and VCM
The ChildProject suite starts processing record-
ings with the voice-type-classifier (VTC) (Lavechin
et al., 2020), which relies on the state-of-the-art
speech diarization tool, pyannote (Bredin et al.,
2020). VTC identifies sound activity segments that
can be mapped to some of LENA’s categories: tar-
get key child (KCHI), other children (CHI), fe-
male (FEM), and male (MAL). Another tool, Vo-
Calisation Maturity analysis (VCM) (Al Futaisi
et al., 2019), refines the output of VTC. VCM is
grounded on the state-of-the-art signal processing
and emotion recognition tool, SMILE (Eyben et al.,
2010), and more precisely on the Geneva Minimal
Acoustic Parameter Set (GeMAPS) (Eyben et al.,
2015). It adds information to the labeled categories
(e.g., speech from the target child) by determining
whether the targeted speech is Canonical (CNS),
Non-canonical (NCS), cries (CRY), or other sounds
(noise, laughter). Such classification has been used
in (Casillas et al., 2017), for example.

5 Data set

The corpus currently consists of 8286 hours of
LENA daylong recordings. Table 1 indicates the
mean, minimum, and maximum values for the
recording period (age span), number of recording
sessions, and length of the recordings.

Avg Min Max Sum
Age span (months) 9.85 3 18 -
# sessions 27.0 6 66 540
Duration (hours) 414 87 1022 8286

Table 1: The data set. N = 20 children. Age span: num-
ber of months between the first and the last recording.

Table 1 reflects a high variability in parents’ use
of the LENA device. As mentioned earlier, we
asked them to turn the DLP on in the morning
and leave it until it automatically turns off after 16
hours of recording. However, some families turned
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the device on and off multiple times during the day
or stopped the recording before reaching 16 hours.
Thus, we observed variability across participants in
recording length and number. Additionally, there
was variability in the recording span: not all chil-
dren started the recordings at the same age, and not
all were followed until 24 months of age. Given
these observations, we selected a sample of chil-
dren that 1) had at least 9 months of recording
span and 2) provided at least 10 recordings. These
thresholds allowed us to focus on more representa-
tive datasets while maintaining a sufficient number
of data points to observe developmental trajecto-
ries. A sample of 10 children met these two criteria
and were selected for complementary analyses (see
Table 2).

Avg Min Max Sum
Age span (months) 14.2 10 18 -
# sessions 40.9 12 66 409
Duration (hours) 637 192 1022 6366

Table 2: Selected children for individual longitudinal
metrics and plots. N = 10 children (age recording span
≥ 9 months; number of recordings ≥ 10).

6 Investigating the data set

6.1 Testing age

Our first goal was to test the reliability of the met-
rics extracted with the three targeted tools (LENA,
VTC, VCM) on our data. A crucial check for our
dataset consisted of testing whether children’s pro-
duction evolved with age. We expected an increase
in children’s speech-related metrics (such as speak-
ing time and ratio, vocalization counts, etc.), while
adults’ metrics would remain stable. Finally, the
voices of other children present in the recordings
were expected to increase as the siblings of the
target child followed their own development. We
began by examining the production time ratio (the
percentage of the recording time occupied by a
given category), for example, for the target child
as shown in Figure 1 (See Appendix D for other
categories).

More precisely, we examined the production ra-
tio calculated from LENA (sum of the duration
of intervals labeled with CHN as the speaker, di-
vided by recording duration), VTC (using the same
approach with the label KCHI), as well as the corre-
lation between the two measures. Importantly, the

ratios obtained for the different voices from these
two tools were highly correlated. More generally,
all the metrics extracted with both approaches were
highly correlated for all comparable categories.

We tested whether age remained a dominant fac-
tor when controlling for the available metadata. In
Figure 2, we plot the production ratio alongside
gender, socio-economic status (high vs. low), and
linguistic context (monolingual vs. plurilingual).
From these figures, a general observation is that
children’s speaking ratio increased with age. This
was tested by conducting a linear mixed model
analysis using pymer4 (Jolly, 2018). We treated

’target child speaking ratio’ as the dependent vari-
able and ’age’ as the fixed effect, with ’child ID’ as
the random effect. Only ’age’ had a significant ef-
fect on the target child production ratio (β = 0.261,
SE = 0.028, and p < 0.001), controlling for ’gen-
der’, ’linguistic environment’, and ’socio-economic
status’ (all not significant).

VCM metrics allowed us to refine our evalua-
tion of child production with age. We applied it to
our set of selected children and found (Figure 3)
that the increase in speaking ratio was due to an
increase in real child speech (both canonical and
non-canonical) rather than to a variation in the pro-
portion of cries, laughter, or noise. In addition, we
replicated findings from Warlaumont et al. (2014),
who tested the evolution of speech-related vocal-
ization ratio (versus non-speech-related) produced
by the target child. Using our own pipeline and
analysis, we also found a significant increase in
this ratio with age while controlling for all meta-
data (β = 0.219, SE = 0.022, p < 0.001) (See
Appendix C.1).

6.2 Interactional metrics

Conversations arguably constitute the most impor-
tant aspect of the linguistic environment. First,
we approached this by examining temporal con-
tingencies (Bloom et al., 1987; Warlaumont et al.,
2014) between the child and the other voices in the
recordings. Specifically, we analyzed instances of
target child productions followed by another partic-
ipant, as well as target child productions preceded
by other participants. Working with manually tran-
scribed data, Nikolaus et al. (2022) explored the
effect of time-contingent responses on children’s in-
telligibility. These studies found that (1) caregivers
provided more time-contingent responses to intel-
ligible utterances from the child and (2) children
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(a) LENA (b) VTC (c) Correlation (r = 0.862)

Figure 1: Target Child Speaking Time Ratio for (a) LENA (controlled for child id, β = 0.159; SE = 0.027; p <
0.001); (b) VTC (β = 0.242; SE = 0.029; p < 0.001) and (c) correlation plot between LENA and VTC. All children
included (n=20). Age in days.

(a) Gender (b) Socio Economic Status (c) Linguistic Context

Figure 2: Target child Production Time (from LENA) differentiating for (a) gender ; (b) socio-economic status ;
(c) linguistic background. Only age is significant. The three other variables are not. See Appendix D for details.
Selected children. Age in days.

produced more intelligible utterances if their care-
givers were responsive. Then, we investigated the
"social feedback loop" as proposed by Warlaumont
et al. (2014).

We employed a similar approach for both tools
at our disposal. For CHILD>ADULT contingen-
cies, we selected all target child productions and
checked whether there was a production from an
adult (MAL + FEM) participant 1 second after.
While LENA metrics extract similar information,
we aimed to use the same method for both tools to
enable a direct comparison. Figure 4 depicts the
comparison for CHILD>ADULT contingencies.
We also looked at ANY>CHILD contingencies
by considering any activity occurring 2 seconds
before1 before a child production. Figure 5

1We considered allowing for a longer gap for children’s
follow-up to be appropriate. To count "turns", LENA metrics
use a 5-second threshold.

provides the VTC extraction for ANY>CHILD
contingencies (additional combinations are
included in Appendix E). We tested, for VTC
data, the relationship between age and temporal
contingencies for CHILD>ADULT (β = 0.326,
SE = 0.026, p < 0.001) and ANY>CHILD
(β = 0.158, SE = 0.030, p < 0.001), while
controlling for gender, linguistic environment,
and socio-economic status. This result was
further refined by replicating the second finding
from Warlaumont et al. (2014) on our dataset
(and with LENA metrics this time). Specifically,
we confirmed that children’s speech-related
productions tend to elicit more feedback from
adults (See Appendix C.2).

Finally, we also replicated Warlaumont’s result
about the social loop on our data. We tested
whether initial speech-related CHILD productions
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Figure 3: Speech vs. Non-speech VCM extraction for
the selected children.

that were followed by an ADULT production 1
second after2 were more likely to be followed by
a speech-related CHILD production than a non-
speech CHILD production within 3.5 seconds, com-
pared to initial speech-related CHILD productions
that did not receive an adult response.3 This is il-
lustrated in Figure 6, which shows the difference in
speech-related / non-speech related ratio in child’s
production after an adult’s response versus no re-
sponse. This difference is positive, indicating that
adult responses to children’s speech-related pro-
ductions tend to increase the proportion of child
speech-related follow-ups.

7 Discussion

The collection and investigation of our original cor-
pus in French households facilitated the compari-
son of different analysis tools and the replication
of previous results within the same age ranges.

First, we identified a robust relationship between
target child production metrics and age. As ex-
pected, we did not observe a similar significant

2Following Warlaumont et al. (2014) and Nikolaus et al.
(2022), who followed Oller et al. (2010), which used a 1-
second window to extract relevant vocal activity to investi-
gate the "social feedback loop" for children between 8 to 48
months.

3This 3.5 second is between the end of initial CHILD
production and the start of the following one. The delay is to
allow for a potential ADULT response to occur in between. It
is not possible to use the ADULT production for proposing a
simpler time threshold for the following utterance since there
is not always an ADULT production in-between.

change for adult voices. However, the evolution
was also positive and significant for other children’s
voices (β = 0.179, SE = 0.027, p < 0.001). This
can be attributed to the behavioral path of siblings
as well as other children in kindergartens. All these
results were obtained using both LENA and VTC
pipelines. Finally, we found coherent results in line
with existing literature and across the tools we used.
These results strengthen our confidence in both our
recording protocol and in the metrics extraction
and analysis.

These comments hold for interactional metrics
as well: the increases in temporal contingencies
involving the children were consistent with findings
from previous studies (Warlaumont et al., 2014;
Nikolaus et al., 2022). We calculated temporal
contingencies in a way that ensured these increases
were not influenced by the overall amount of child
productions.

Furthermore, our more detailed analysis (de-
picted in Figure 3) and the replication of Warlau-
mont’s first results, showed that the increase in
child’s productions with age was due to speech-
related productions and not to vegetative sounds or
noise. In summary, our data show that children do
produce more speech while growing up in their first
two years of life. These increased productions are
temporally contingent on other speakers, regard-
less of the initiator of the interaction (target child
or other speaker).

This is further elaborated by the replication of
Warlaumont’s third result about the social loop that
showed the benefit of follow-up productions of
adult feedback on children’s speech. Contrary to
Warlaumont et al. (2014) (but in line with Bergel-
son et al. (2023) we did not find any effect of
parental SES, gender, or linguistic environment on
children’s productions. This was the same for tem-
poral contingencies used as a proxy for measuring
linguistic interaction with the child.

Other studies have attempted to dive further
into linguistic metrics from large child-caregiver
datasets. Some refined the speech contingencies
to distinguish corrective feedback or to approach
the grammaticality evaluation of the productions
in these datasets (Nikolaus et al., 2023). How-
ever, those datasets have been manually transcribed,
while ours did not (and will not) receive such a
transcription. A second major difference is the
age range of the children. Most of the existing
studies involved children from 12-24 months up to
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(a) LENA (b) VTC (c) Correlation (r = 0.831

Figure 4: CHILD>ADULT contingencies for (a) LENA (β = 0.131; SE = 0.024; p < 0.001), (b) VTC (β = 0.130,
SE = 0.024, p < 0.001) and (c) correlation plot. Selected children. Age in days.

Figure 5: ANY>CHILD contingencies from VTC
speech extraction. (β = 0.158, SE = 0.030, p <
0.001)

later ages. This inevitably changes the nature and
characteristics of the metrics that can be extracted.
Another trend of work focuses on phonetic learn-
ing based on daylong recordings, such as Lavechin
et al. (2024) on perceptual attunement. Finally, in a
more cultural and typological direction, Bergelson
et al. (2023) studied a global sample of 1,001 child-
centered audio capturing 2- to 48-months-olds from
many countries and various cultural backgrounds.

8 Conclusion

This work first constitutes a replication of earlier
results on daylong recordings, on a completely
new and independent data set, using two differ-
ent tools. This contributes to answer Cruz Blandón
et al. (2023)’s call for more and better meta-studies
on long recordings. Indeed, despite their creation
cost, daylong recordings’ significance is growing

Figure 6: Child ratio difference between Child speech
and non-speech productions depending on whether or
not an initial child speech-related utterance was re-
sponded by an adult or not (positive mean : indicating
a tendency for more speech-related responses), replica-
tion of Warlaumont et al. (2014).

in cognitive science. Showing that these data sets,
despite their noisy nature, do present enough relia-
bility to gain insights about the children’s language
and communicative skills development is crucial.

The second contribution consists of the charac-
terization of our data set itself. It is a large data set
(>8000 hours of recordings) that is still growing
at the time of writing. It is unique by being truly
longitudinal with some children’s environments be-
ing recorded over a two-year span. Finally, other
experimental data were collected longitudinally in
the same sample of infants. These are beyond the
scope of this paper but open up the possibilities
of cross-analyses between the characterization of
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the linguistic environment and other experimen-
tal results regarding language development. The
present study, therefore, constitutes a crucial first
step in this direction through the thorough explo-
ration of the data set, and by considering individual
variability.

From here, we now plan to refine the analyses
by entering into more linguistic characterizations
of these productions in terms of richness. We will
consider tools that allow for more phonological
measures such as Räsänen et al. (2021) and more
content-based metrics (Nikolaus et al., 2023, 2024)
that have been used so far only on transcript-based
corpora from CHILDES (MacWhinney, 2000) and
that can be now explored on daylong recordings
thanks to the improvement of automatic speech
recognition engines.

9 Limitations

One major limitation of this work is the absence
of manual annotation. For legal and ethical rea-
sons, we are not in position to perform extensive
manual annotations of raw audio data, as well as
sharing raw audio. We needed to find other ways to
check the reliability of our dataset. By replicating
previous results from the literature and comparing
different computational tools, we reinforced our
trust in our dataset and overcame this constraint.
All metrics derived from the corpus related to this
paper as well as for future work will be made avail-
able in the LLDC public repository on Ortolang in-
stitutional platform https://www.ortolang.fr/.
Moreover the code for producing the analyses
presented in this paper is available at : https:
//github.com/prevotlaurent/LENA_CMCL.
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A Validation studies

Reference Language(s) r(AWC) r(CVC) r(CTC)
Busch et al. (2018) Dutch 0.87 0.77 0.52

Canault et al. (2016) European French 0.64 0.71 NI
Caskey et al. (2014) American English and Spanish 0.93 NI NI
Cristia et al. (2021) American English 0.76 0.76 0.57

Ganek and Eriks-Brophy (2017) Vietnamese NI NI 0.70*
Gilkerson et al. (2015) Mandarin 0.72 0.84; 0.70** 0.72

Pae et al. (2016) Korean 0.72 NI 0.67
Weisleder and Fernald (2013) Spanish 0.80 NI NI

Xu et al. (2008b) American English 0.82 0.76 NI

Table 3: Pearson’s r correlation scores between human and LENA automatic annotations for AWC, CVC and CTC
in various languages. NI = No Information.*agreement score assessed via a Spearman rank correlation test. **0.84
for speech-like vocalizations, 0.70 for non-speech-like vocalizations.

B Meta-data

Figure 7: Distribution of session through age, depending on various demographic information: from left to right,
top to bottom : gender, socio-economic status (SES: low,mid,high), linguistic environment (1:monolingual, 2:
plurilingual), music practice at home(yes/no), number of cargiver, socio-professional category of the parents.
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C Replication (Warlaumont et al., 2014)

C.1 Ratio of Speech Related Vocalisations

(a) All children (b) Selected Children

Figure 8: Ratio between the child total amount of speech related productions (ChildVocDuration) and all produc-
tion (including Non speech related) (ChildNonVocDuration)(age significant β = 0.219, p < 0.001; child_id and
all metadata variables not significant). Age in days.

The Figure 8 presents the first result of (Warlaumont et al., 2014), which is that the speech related
percentage productions of children increase with age. See the figure caption and below for statistics.

Formula:
Child_Voc_vs_NonVoc~age_rs+gender+ses_bin+ling_bin+gender*ses_bin

+gender*ling_bin+ling_bin*ses_bin+(1|child)}

Number of observations: 540 Groups: {'child': 20.0}

Random effects:
Name Var Std

child (Intercept) 0.008 0.090
Residual 0.010 0.098

Fixed effects:
Estimate 2.5_ci 97.5_ci SE DF T-stat P-val Sig

(Intercept) 0.443 0.356 0.530 0.044 17.986 9.964 0.000 ***
age_rs 0.219 0.175 0.262 0.022 532.437 9.910 0.000 ***
genderM 0.001 -0.114 0.117 0.059 13.872 0.021 0.984
ses_binL 0.028 -0.113 0.169 0.072 14.613 0.385 0.706
ling_binP -0.111 -0.245 0.024 0.069 14.548 -1.611 0.129
genderM:ses_binL 0.104 -0.143 0.351 0.126 14.711 0.824 0.423
genderM:ling_binP 0.096 -0.109 0.301 0.104 14.535 0.917 0.374

C.2 Adult response to Child speech vs. non-speech productions

Figure 9 illustrates that children’s speech-related productions tend to elicit more feedback from adults.
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(a) Adult response to Child speech vs. non-speech produc-
tions (Mann-Whitney-Wilcoxon test two-sided, ****: p
<= 1.00e-04)

(b) Adult responses ratio difference between Child speech
and non-speech productions (positive mean indicating a
tendency for more responses to speech-related productions.

Figure 9: Adult response to Child speech vs. non-speech productions, replication of the second result of (Warlaumont
et al., 2014)

C.3 Social Loop
The Figure 6 present the replication of the result on the social loop from (Warlaumont et al., 2014). More
precisely it shows that given a children speech-related utterance, adult providing a response increase the
proportion of speech-related (instead of non-speech related) follow-up utterance from the child.
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(a) Child speech ratio (vs. non-speech) follow-up depend-
ing on whether or not an initial child speech-related utter-
ance was responded by an adult or not (Mann-Whitney-
Wilcoxon test two-sided, ****: p <= 1.00e-04)

(b) Child ratio difference between Child speech and non-
speech productions depending on whether or not an initial
child speech-related utterance was responded by an adult
or not (positive mean : indicating a tendency for more
speech-related responses)

Figure 10: Adult response to Child speech vs. non-speech productions, replication of the second result of
(Warlaumont et al., 2014) (left repeated from 6 in main text)

D Producing time ratios

The Figures 11-13 are showing the ration of the time occupied by a category when available for both
LENA and VTC as well as the correlation metrics. The Figure 14 focuses on individual children recordings
from the selected data set.

(a) LENA (b) VTC (c) Correlation (r = 0.773)

Figure 11: Female Speaking Time Ratio for LENA (a), VTC (b) and correlation plot between LENA and VTC (c).
All children included (n = 20). Age in days.
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(a) LENA (b) VTC (c) Correlation (r = 0.871)

Figure 12: Male Speaking Time Ratio for LENA (a), VTC (b) and correlation plot between LENA and VTC (c). All
children included (n = 20). Age in days.

(a) LENA (b) VTC (c) Correlation (r = 0.917)

Figure 13: Other child (than target child) Speaking Time Ratio for LENA (a), VTC (b) and correlation plot between
LENA and VTC (c). All children included (n = 20). Age in days.

(a) LENA (b) VTC (c) Corelation

Figure 14: Target Child Speaking Time Ratio for LENA (a), VTC (b) and correlation plot (c). Selected children (n =
10, age span ≥ 9 months). Age in days.

Formula: chn_rs~age_rs+gender+ses_bin+ling_bin+gender*ses_bin
+gender*ling_bin+ling_bin*ses_bin+(1|child)

Number of observations: 540 Groups: {'child': 20.0}
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Random effects:

Name Var Std
child (Intercept) 0.012 0.109
Residual 0.014 0.119

Fixed effects:

Estimate 2.5_ci 97.5_ci SE DF T-stat P-val Sig
(Intercept) 0.218 0.113 0.323 0.054 15.968 4.059 0.001 ***
age_rs 0.163 0.110 0.215 0.027 532.415 6.063 0.000 ***
genderM -0.024 -0.163 0.115 0.071 12.270 -0.336 0.742
ses_binL -0.104 -0.275 0.066 0.087 12.936 -1.201 0.251
ling_binP 0.046 -0.117 0.208 0.083 12.878 0.549 0.593
genderM:ses_binL 0.104 -0.194 0.402 0.152 13.024 0.684 0.506
genderM:ling_binP -0.040 -0.288 0.207 0.126 12.866 -0.319 0.755

149



E Temporal Contingencies Plots

(a) LENA (b) VTC (c) Correlation

Figure 15: CHILD>OTHER CHILD contingencies for LENA (a), VTC (b) and correlation plot (c). Selected
children. Age in days.

(a) Female>Child (b) Male>Child (c) Other Child > Child

Figure 16: FEM>CHILD, MAL>CHILD, and OTHER CHILD > CHILD contingencies with VTC. Selected children.
Age in days.
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F Lena Annotation Process

Figure 17: LENA annotation process.

G Instructions given to the families to use LENA

The instructions that were given to families were the following:

1. When to record: once a week for a full day, until the child is 24 months old. Please prefer a day when
you spend some time with your child (on the weekends for example). If you have no other choice, you
can activate the device at daycare occasionally. We recommend that you record always on the same
day of the week, to create a routine. Keep in mind that any day is a good day to record!

2. How to record: the instructions were kept identical to those provided by the LENA team. 1) Switch it
on by pressing POWER; the screen should display "Paused". 2) Press RECORD for about 4 seconds;
the screen should display "Recording". 3) Put the device in your child’s shirt, the screen facing out,
and close the pocket. 4) Leave it until the device turns off on its own at the end of the day.

3. Some various recommendations: never put the device out of the shirt; don’t cover it with too many
clothing layers; avoid noisy places as much as possible; remove the shirt (but leave the recorder
inside) and keep it nearby during bath or nap times.

4. What to do after recording: bring the device back to the daycare center before a specific day of the
week. The recorder will be ready for another week at the end of this day.
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Abstract

Language complexity is an emerging concept
critical for NLP and for quantitative and cogni-
tive approaches to linguistics. In this work, we
evaluate the behavior of a set of compression-
based language complexity metrics when ap-
plied to a large set of native South American
languages. Our goal is to validate the desir-
able properties of such metrics against a more
diverse set of languages, guaranteeing the uni-
versality of the techniques developed on the
basis of this type of theoretical artifact. Our
analysis confirmed with statistical confidence
most propositions about the metrics studied, af-
firming their robustness, despite showing less
stability than when the same metrics were ap-
plied to Indo-European languages. We also
observed that the trade-off between morpho-
logical and syntactic complexities is strongly
related to language phylogeny.

1 Introduction

The development of means for quantifying linguis-
tic properties is essential for cognitive approaches
to computational linguistics, becoming simultane-
ously more challenging and useful as the property
of interest is transversal to different languages and,
therefore, an important clue for accessing cognitive
processes behind human language. This is the case
of language complexity.

The concept of language complexity, whether
of an utterance or of a language as a whole, is
instinctive for us. People know how to recognize
when a text is written in a difficult or elaborate way
and they usually recognize that certain languages
are less or more complicated to learn depending on
their linguistic background.

Informally, we can say that: (i) the complexity of
an utterance encompasses the quantity and sophis-
tication of linguistic constructs necessary to form
and understand the utterance and (ii) the complexity
of a language as a whole refers to the quantity and

sophistication of communicative strategies avail-
able for the formation of such utterances in that
language.

Despite a relative consensus around these intu-
itions, we lack established formal and quantifiable
definitions of language complexity. It is difficult
to find a definition that encompasses the hetero-
geneous range of human language manifestations,
both in terms of different languages and of different
levels in which meaning can be conveyed within a
language.

Even in light of these challenges, it is crucial
to establish rigorous, theoretically and experimen-
tally validated definitions of language complexity.
Both cognitive and non-cognitive approaches to
Linguistics can significantly enhance their expres-
sive capacity and theoretical framework. In NLP,
complexity measures can be used in automatic text
simplifiers, translators, domain-sensitive correctors
and completers (Leal et al., 2023), but can also
be integrated into the of training machine learn-
ing models, to increase performance (Sarti et al.,
2021).

Another challenge for the construction of a ro-
bust theory for language complexity is that of in-
clusion: historically, the construction of tools and
theories of human language has included Indo-
European languages, to the detriment of other lin-
guistic manifestations, e.g. American native lan-
guages. For a concept that aims to be transversal to
different languages and provide universal insights
into them and their underlying cognitive processes,
as is the case with language complexity, it is nec-
essary to include the broadest possible range of
languages in its development and validation.

This inclusion is the focus of our work. Here, we
examine a set of language complexity metrics de-
rived from Information Theory, proposed in Juola
(1998, 2005, 2008), and Ehret and Szmrecsanyi
(2016). The authors ran several experiments with
the proposed metrics, drawing on data from a sub-
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stantial set of languages, with a predominant focus
on those belonging to the Indo-European language
family.

Here, we repeat these experiments with data
from South American indigenous languages, at-
tempting to ascertain whether the desirable prop-
erties of these metrics remain solid when incorpo-
rating frequently excluded languages. We seek to
verify the robustness of the proposed metrics and
include a more diverse set of linguistic manifesta-
tions in the construction of a quantifiable theory of
human language complexity.

Our text is structured as follows: In section 2,
we present our theoretical background and related
works; section 3 outlines our methodology, com-
plexity metrics and its properties, the data used and
the experimental pipeline employed; in section 4
we exhibit our results and, in section 5, we present
our conclusions.

2 Related Works

Nichols (1998) was a pioneer in proposing a quan-
tifiable language complexity metric. She defines
the morphological complexity of a language as the
number of inflection points in its typical sentence.
She computed it for more than 200 languages. In
this, work we evaluate the consistency of our tar-
geted metrics with hers.

In contrast to the computational challenges of
Nichols (1998)’s metric, Juola (1998, 2005, 2008)
proposes a set of compression-based complexity
metrics based on information theory. The author
compares these metrics to alternatives, extend them
to different linguistic tiers, and evaluate them on
different parallel corpora. This family of metrics is
the main object of study in this paper, with a focus
on their behavior when applied to indigenous South
American languages, not explored in the original
works. Ehret and Szmrecsanyi (2016) suggests
modifications to them, proposing improvements
for eliminating potential spurious correlations, and
experiment on semi-parallel and non-parallel data.

Several subsequent works draw directly or indi-
rectly from the notion of compression-based com-
plexity metrics (Juvonen, 2008; Sadeniemi et al.,
2008; Fenk-Oczlon and Fenk, 2008; Ehret et al.,
2021; Szmrecsanyi, 2021; Pellegrino et al., 2011;
Ackerman and Malouf, 2013; Kettunen, 2014;
Housen et al., 2019), in particular, to quantify the
difficulty of acquiring a second language (Bulté
and Housen, 2014; Clercq and Housen, 2019).

An alternative approach, which characterizes
complexity as a function of linguistic features, was
explored in Graesser et al. (2004, 2011); Graesser
and McNamara (2011) for English and in Leal et al.
(2023) for the Portuguese language. Similar works
study language complexity from the perspective
of readability, instead of the typological approach
adopted here, focusing on text simplification or
elaboration (McNamara et al., 2014; Carroll et al.,
1998; Max, 2006; Shardlow, 2014; Siddharthan,
2006; DuBay, 2007; Leal and Aluísio, 2024).

Regarding the study of indigenous languages of
South America, several classic works studied and
documented the languages explored here, e.g. Cal-
low (1962); Derbyshire and Pullum (1986–1991);
Dixon and Aikhenvald (2006) inter alia. The in-
vestigation into the computational complexity of
indigenous languages remains much less explored
and our work is completely original, to the best
of our knowledge. Bentz et al. (2017), Gutierrez-
Vasques et al. (2023), Oh and Pellegrino (2023),
Bentz et al. (2016), Nichols and Bentz (2018) and
Bentz et al. (2023) are the works that closely re-
semble the work we present here, assessing vari-
ous complexity metrics or associated measures on
language sets that incorporate South American lan-
guages. Nevertheless, these studies diverge from
ours in terms of goals, methodology, and/or the
quantity of included indigenous languages, typi-
cally covering a significantly smaller number com-
pared to our assessment.

3 Methodology

This paper aims to evaluate a collection of
compression-based language complexity metrics
M introduced in previous works (Juola, 1998,
2005, 2008; Ehret and Szmrecsanyi, 2016). The
evaluation is conducted on a dataset D encoded in
a broad range of South American indigenous lan-
guages L. The objective is to determine the validity
of the theoretical and experimental propositions P
regardingM, as observed in the aforementioned
studies, whenM is applied to the languages in L.

In this section, we present the methodology
adopted to achieve this goal. In subsection 3.1,
we define the setM of language complexity met-
rics evaluated; in subsection 3.2, we present the
set L of South American languages tested and the
data D used to represent them; in subsection 3.4
we present the propositions P about M, whose
validity we wish to verify when M are applied
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to L through D; in subsection 3.5, we outline the
experimental processing pipeline employed for con-
ducting this verification. Subsection 3.3 presents
a brief interlude on the writing systems used to
encode the languages in L.

3.1 Complexity Metrics

The language complexity metrics M evaluated
in this work (Juola, 1998, 2005, 2008; Ehret and
Szmrecsanyi, 2016) are based on a teleological
approach to human language, that can be traced
back to (Zipf, 1949) . This view reduces natural
language to its primary functionality - the trans-
mission of meaning or information - in line with
Shannon’s Information Theory (MacKay, 2003).

In this approach, each textual excerpt is seen as a
message encoding a certain amount of information.
The complexity of the message is the amount of in-
formation encoded. For a sufficiently long message,
the amount of information can be approximated by
the size of the message when compressed by an
efficient compression algorithm.

However, experimental results show that natural
languages tend to maintain a relatively uniform in-
formation density during communication (Manin,
2006; Aylett and Turk, 2004; Jaeger, 2006; Jaeger
and Levy, 2006; Jaeger, 2010). Some works model
this through the hypothesis that natural languages
try to maximize information transmission without
overloading the cognitive systems of senders and
receivers (Piantadosi et al., 2011), but with lim-
ited results (Pimentel et al., 2023). Regardless of
the exact mechanisms behind this uniformity, one
consequence is that longer texts contain more in-
formation, resulting in larger compressed versions.

This correlation between a text’s length and its
compressed size must be considered by any com-
plexity metric using compressed text size to esti-
mate overall text complexity. To address this issue,
Ehret and Szmrecsanyi (2016) proposes that the
overall language complexity should be computed as
a measure of how much the size of the compressed
message deviates from the expected correlation
with the size of the uncompressed version. This
can be computed from the residuals (res) of the
linear regression between the compressed message
size and its original size. This definition of overall
complexity µA is shown in Equation 1 (For details
about the mathematical notation, see InfoBox 1).

µA(T ) = res(|C(T )|, |T |) (1)

Mathematical Notation Key

Throughout this text we will use the follow-
ing notation conventions:

• T represents a textual excerpt or mes-
sage encoded in a natural language;

• Degraded texts are represented with
subscripts and superscripts. The sub-
script symbol represents the type of
degradation (◦ for replacement, × for
deletion). The superscript represents
the target tier of the degradation pro-
cess.

• Language complexity metrics are func-
tions represented by µY

_ (·), where, the
subscript symbol indicates the type of
degradation associated with the metric
and the superscript symbol indicates
the target language tier accessed by the
metric;

• C(T ) represents the text T after com-
pression ;

• | · | represents the size of an object in
bytes.

InfoBox 1: Mathematical notation adopted throughout
this text.

Nevertheless, the complexity of a text cannot
be determined solely by the overall information
transmitted (A). Natural languages have different
mechanisms of encoding information and adopt
different strategies to distribute the information
transmitted through these mechanisms. Finnish,
for example, has a rich morphological case system,
in which a noun such as "talo" (house) becomes
"talolta" to express the concept "from the house".
This same concept is expressed syntactically in
English through the association with a preposition,
external to the word "house".

In information theory terms, each message en-
coded in a natural language consists of different
tiers through which one can distribute the infor-
mation conveyed by the message, and therefore
its complexity. A text would then have a different
level of complexity for each tier.

In an effort to grasp these subtleties, Juola (2008)
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introduce a set of metrics designed to capture the
relative complexities across three distinct linguistic
tiers: morphological (M), syntactic (S), and prag-
matic (P). The principle underlying these three
metrics is the same: to degenerate1 the informa-
tion conveyed only by the targeted linguistic tier
and to compute the ratio between the size of the
degenerated compressed text to that of the original
compressed text. In this way it is possible to ac-
cess how much of the overall information is being
transmitted by the targeted tier.

The more dependent a language is on a partic-
ular tier for conveying information, the more the
degradation of that tier leads to information loss in
the text. This intensified information loss hinders
pattern recognition for compression algorithms, re-
sulting in reduced compressibility and higher com-
plexity metric values for that tier.

Juola (2008) achieves degeneration through a
deletion process, wherein 10% of the units in the
text are randomly erased. The choice of textual
unit to be erased depends on the targeted linguistic
tier: characters for morphology, words2 for syntax,
and verses for pragmatics3.

Ehret and Szmrecsanyi (2016) argue that an ex-
pected exception to this general template is mor-
phological complexity: languages with rich mor-
phology use systems to convey information within
words that other languages express through exter-
nal elements. As a result, a single word in this
languages can have several allowed forms. Thus,
in languages with high morphological complexity,
deleting a character still often yields a valid word
form, minimizing disruption in text compressibility.
To address this, a negative sign is incorporated in
the definition of morphological complexity. Ehret
and Szmrecsanyi (2016) also experimentally con-
firms the need for this sign correction.

These complexity metrics, as described, are rep-
resented by equations 2, 3, and 4. In all cases,
we follow the mathematical notation conventions
outlined in InfoBox 1.

1In this text, the terms "degeneration" and "degradation"
are used interchangeably.

2As in Juola (2008), we adopt here the work definition of
words as maximal non-blank sequences.

3In Juola (2008), as well as here, the main text used in
the experiments is a subset of the Christian Bible, given the
high availability of translations into different languages. As
the Bible is divided into verses and verses correspond roughly
to sentences, this is used as the pragmatic unit for computing
pragmatic complexity metrics.

µM
× (T ) = −|C(T M

× )|
|C(T )| (2)

µS
×(T ) =

|C(T S
× )|

|C(T )| (3)

µP
×(T ) =

|C(T P
× )|

|C(T )| (4)

Juola (2008) proposes an alternative technique
to morphological degeneration using substitution
instead of deletion. He replaces all tokens of the
same type in the original text with an integer, re-
moving information about the internal structure
of words without affecting information about their
relative positioning within the sentences. This is
represented in Equation 5. Here the numerator and
denominator are inverted compared to the previous
metrics. This inversion is an attempt to address the
same problem related to the morphological com-
plexity that led to the proposition of sign inversion
in equation 2, but with a different mathematical
strategy.

µM
◦ (T ) =

|C(T )|
|C(T M◦ )| (5)

The process of calculating a complexity metric
value from a text T , as previously described, is
illustrated in Figure 1. This example employs the
metric µM

× , defined in Equation 2.
Juola (2008) provides a cognitive argument to

why compression-based metrics would work for
measuring language complexity. Any measure of
the complexity of an object is computed as the
number of primitive operations necessary for its
functioning. We can reduce the compression pro-
cess to storage and querying operations over a
lexicon of frequent textual patterns. These opera-
tions, he argues, align with how human mind uses
language, storing frequent linguistic patterns and
querying them. Compression-based metrics should
thus work well, as they are an approximation, albeit
simple, of human cognitive linguistic procedures.

3.2 Data

In order to access the properties of complexity met-
rics across different languages, Juola (2008) opts
to eliminate other potential factors of complexity
variation, conducting experiments with a parallel
corpus comprising the same text translated into dif-
ferent languages. The Christian Bible was his main
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Figure 1: Diagram exemplifying the pipeline for computing complexity metrics. This example refers to the metric
of morphological complexity through deletion µM

× defined in equation 2.

       I thank my God upon every
remembrance of you;

Always in every prayer of mine
for you all making request with

joy

      I th_nk m_ God upon _very
rem_mbrance of you;

Al_ays in every pr_yer of mine for
you all m_kin_ req_est with _oy
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selected text, chosen for its extensive range of trans-
lations and convenient accessibility. In an effort
to maintain maximum fidelity to his experiments
and isolate potential factors of variation that could
undermine the validity of our results, we also have
opted to use texts from the Christian Bible.

Another reason for using these texts in our case
is the unfortunate scarcity of translations simultane-
ously available in a wide range of indigenous South
American languages. Notably, even the Brazilian
constitution lacks versions in the various indige-
nous languages spoken within its territory. The
Bible stands out as one of the rare texts extensively
translated into these languages, primarily due to
its central role in the colonization process of these
communities. A further contributing factor to the
limited data availability is the lack of written tra-
dition in the languages studied here. Historically,
many of them were primarily oral and only recently
adopted a writing system, often developed specifi-
cally for the translation and dissemination of chris-
tian texts, such as the Bible.

Acknowledging the problematic context in
which these translations were produced, we refrain
from disclosing the data or deploying any models
based on it. Our sole purpose is to leverage these
translations to explore aspects of these languages
that might otherwise be challenging to investigate.
Our aim is to emphasize the importance of consid-
ering these languages in the examination of prop-
erties that are said to be universal, encompassing
human diverse cultural manifestations in our view
of natural languages.

We are also aware that these translations were
probably produced with very little care for the lan-
guages and its cultural meanings and nuances, and

that the distribution of language in the Bible may
be not representative of these languages as a whole
and can be skewed. These may be confounding
factors reflected in the obtained values of the afore-
mentioned complexity metrics.

Our dataset, kindly provided by IBM Research
Brazil, was originally assembled to explore lan-
guage classification and machine translation be-
tween indigenous languages. It consists of the texts
of the Catholic Bible’s New Testament, translated
into a diverse set of South American indigenous
languages and is separated by books, chapters and
verses.

The dataset includes 51 South American indige-
nous languages: Apalaí (apl), Apinayé (api), Apur-
inã (apu), Asheninka (cax), Bakairi (bki), Borôro
(brr), Canela (cnl), Culina (cul), Desano (des),
Guajajara (gjj), Guarani Eastern Bolivian (crg),
Guarani Mbya ([gun]), Guarani Paraguay (gua),
Guarani Western Bolivian ([gnw]), Hixkaryána
(hix), Jamamadi (jmm), Kaapor (urk), Kadiwéu
(kdw), Kaigang (kng), Kaiwá (kaw), Karajá (jva),
Kashinawa (csh), Kayabí (kyz), Kayapó (kyp),
Kubeo (cub), Macushi (mac), Makuna (mcn), Mat-
sés (myr), Maxakali (max), Mundurukú (muu),
Nadeb (nad), Nambikuára (nmb), Nheengatu
([yrl]), Palikúr (plk), Parecís (pex), Paumarí (pau),
Piratapúya (prt), Rikbaktsa (rik), Sanumá (snm),
Sateré-Mawé ([mav]), Siriano (sri), Tenharim
([pah]), Terêna (trn), Ticuna (tic), Tucano (tuc),
Tuyúca (tuy), Wanana (gno), Wapishana (wps),
Xavante (xav), Yamináwa (yam), and Yanomami
([guu] ). The geographical distribution of these
languages is represented in Figure 2. Additional
information about them can be found in Appendix
B.

156



Figure 2: Geographical distribution by family for the
languages explored in our experiments. Latitude, Lon-
gitude and Phylogenetic data were obtained from the
Glottolog Database (Hammarström et al., 2024).
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Furthermore it also includes 5 Indo-European
languages: English (eng), French (fre), German
(ger), Portuguese (por), and Spanish (spa), which
we use for comparison purposes.

We also collected the New Testament in Ancient
Greek ([grc]) 4 for verifying the proposition that
overall complexity of a text is always smaller in its
original language (see Section 3.4).

3.3 Writing Systems

The metrics defined in previous sections assess
language complexity through the degradation of or-
thographic elements and sequences such characters
and words, thus linking these metrics to the writ-
ing systems employed by the targeted languages
under evaluation. Both Juola (2008)’s and our ex-
periments focus on languages with alphabetic and
low-logographic writing systems derived from the
Latin alphabet (Sproat, 2000). Consequently, our
conclusions are constrained to this region of the
orthographic space. Further research is needed to
validate these complexity metrics across diverse re-
gions of the orthographic space that are beyond the
scope of this paper. Figure 5 in Appendix A pro-
vides a visual representation of the types of writing
systems not addressed in our experiments.

4https://www.greekbible.com/

3.4 Propositions

We used the data described above to assess whether
the desirable properties of the proposed complexity
metrics remain consistent when evaluated over our
broad set of native South American languages.

These expected properties can be formulated as
propositions falling into two broad groups: prior
hypotheses about how a language complexity met-
ric should behave, and a posteriori observations,
found in Juola (2008)’s experiments.

The prior hypotheses evaluated in this work are:

• H1: the overall complexity (µA) of a text in
its original language is lower than in other
languages, as a result of the introduction of
cultural clarifications in the translation pro-
cess;

• H2 (equi-complexity hypothesis): all lan-
guages have (approximately) the same overall
complexity (µA)5;

• H3 (trade-off hypothesis): there is a trade-off
between the syntactic (µS

×) and morphological
(µM

× ) complexities of a language.

The a posteriori observations of Juola (2008),
accessed in this work are:

• O1: there is a positive correlation between
morphological complexity by replacement
(µM

◦ ) and the number of types in the sample
and a negative correlation with the number of
tokens;

• O2: all languages are approximately equal in
terms of their pragmatic complexity (µP

×); in
other words, the variance of pragmatic com-
plexity is significantly lower than that of mor-
phological and syntactic equivalents;

• O3: the morphological complexity metric µM
◦

is consistent with Nichols (1998) morphologi-
cal complexity metric (see Section 2);

• O4: the results were equivalent when varying
the compression algorithm between gzip and
bz2.

5Contact languages are possible exceptions to this, but
without a representative dataset of contact languages, we can-
not verify this hypothesis.
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Figure 3: Trade-off between syntactic and morphological complexities by deletion, computed with gzip for both D90
and DAll sets. The legend is the same for both plots. Phylogenetic data was obtained from Glottolog (Hammarström
et al., 2024).
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3.5 Experimental Pipeline
Our experimental pipeline consists of five steps:

1. Data normalization: this step ensures that
characters that appear identical are indeed en-
coded identically in UTF-8 representation;

2. Data processing: here, we create two datasets
Dall and D90. Dall contains only verses that
appear in all languages (2585 verses across 27
languages), while D90 contains verses from
languages where the intersection of verses
makes up at least 90% of the total (7159 verses
across 27 languages).

3. Outlier detection and removal: we analyzed
the dataset, detecting the Nambikuára data
as a potential anomaly. Nambikuára is a lan-
guage family spoke in Mato Grosso, Brazil.
These are tonal languages, i.e. languages in
which the pitches produced are grammatically
or lexically distinctive, with tones marked or-
thographically by special characters "¹," "²,"
and "³" in all syllables of our sample (Lowe,
1999). Orthographic tone marking varies
widely across languages, but even where per-
vasive, it typically evolves organically with

compensatory mechanisms to ensure easy
written communication. Nambikuára, like
many of the languages studied here, does not
have a long written tradition, and the devel-
opment of its writing system is connected
the contact between native speakers and peo-
ples of European descent. It is likely that
our sample’s ubiquitous tonal marking reflects
the needs of people unfamiliar with tonal-
ity rather than those of it’s native speakers.
Consequently, this marking likely increases
information redundancy without appropriate
compensation, affecting the comparability of
complexity metrics 6. We thus removed Nam-
bikuára from our analysis.

4. Encoding choice: since UTF-8 is a variable-
size encoding, we encoded our data in UTF-
16, to ensure all characters use exactly the
same amount of storage;

6A similar argument can be found in Sproat (2000, pp. 21–
23), using as an example the differences between the standard
Hebrew writing system and the Masoretic Hebrew system.
The later includes annotations designed to help people who
don’t speak Hebrew to read the Bible with the correct pronun-
ciation.
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5. Compression: we employed Gzip (gzip) and
Bzip2 (bz2) from Python’s 3.11.8 standard
library. In both cases, we used the maximum
compression level available (level 9).

With this pipeline, we have a total of four exper-
imental settings for each metric (gzip, D90), (bz2,
D90), (gzip, Dall), (bz2, Dall).

The programs developed for this work are avail-
able in an online repository7.

4 Results and Discussion

Using the complexity metrics computed from the
described experimental pipeline, we conducted
analyses to empirically validate each proposition
outlined in section 3.4, obtaining the following re-
sults:

• H1: we ordered the languages of each dataset
by overall complexity µA in ascending or-
der. For instance, the ranking obtained for
the setting (gzip, D90) was Nheengatu, Ja-
mamadi, Eastern Bolivian Guarani, Western
Bolivian Guarani, Matsés, Maxakali, Guarani
Mbya, Parecís, Nadeb, Asheninka, Paraguay
Guarani, Tuyúca, Apurinã, Apalaí, English,
Kaigang, Macushi, Portuguese, French, Pa-
likúr, Wapishana, Yanomami, German, Span-
ish, Terêna, Ancient Greek. It’s clear that this
ranking does not follow the expectation posed
byH1 that Ancient Greek would be the least
complex language, however we have no in-
formation on the translation history that con-
nects the different versions of the Bible and
which could influence our ranking. Another
confounding factor is that Juola (2008) uses
the Old Testament as experimental data, orig-
inally written in Hebrew. Hebrew, being a
Semitic language, lacks orthographic repre-
sentation of vowels, thus reducing character
count. Ancient Greek, our approximate ba-
sis for the New Testament original language,
features a highly intricate orthographic sys-
tem with numerous diacritics, significantly
increasing character count. Analyzing the cor-
relation between overall complexity and num-
ber of distinct characters per language reveals
a non-negligible correlation (ρ = 0.45, p-
value= 0.019), suggesting orthographic com-
plexity as a confounding variable that war-
rants consideration for a more precise assess-

7Our source code is available in this repository

ment of this hypothesis. The fact that Nheen-
gatu is in all settings one of the languages of
least complexity may be related to its role as
a lingua franca, or to the possibility that it
was used as a basis for the other translations.
The evaluation ofH1 is therefore inconclusive,
and is subject to a more in-depth study of the
translation history of the different versions of
the text and orthographic complexity;

• H2: we observed that the variance of the com-
pressed text sizes is two orders of magnitude
smaller than the variance of the original text
sizes while the variance of the overall com-
plexity metric µA is three orders of magnitude
smaller, in all scenarios, confirming the hy-
pothesis within our experimental limitations.
This is illustrated in Figure 4.

• H3: we computed the correlation between
syntactic and morphological complexity, ob-
taining negative values in all scenarios and
confirming the trade-off hypothesis. In par-
ticular, for the set containing all languages,
we obtained ρ = −0.45, p-value= 0.0004
with gzip and ρ = −0.47, p-value= 0.0002
with bz2. Analysing the relationship between
these complexities, as illustrated in Figure 3,
we noted (i) a significant cohesion in com-
plexity space between languages that belong
to the same family. This is clearly observ-
able, for example, for the Indo-European, Tu-
pian, Nuclear-Macro-Je, and Arawakan fami-
lies; (ii) a significant separation between the
cluster of Indo-European languages and the
clusters of South American languages, indicat-
ing that the distance in complexity space can
be a meaningful metric of language dissimilar-
ity; (iii) that South American languages have
a much greater dispersion in complexities be-
tween them than Indo-European languages,
reinforcing the need to validate the desired
properties of this metrics in a more diverse
set of languages, instead of generalizing the
results obtained for Indo-European languages.
We consider these results as evidence that the
trade-off between syntactic and morpholog-
ical complexities may be dependent on the
phylogeny of languages, and usable as feature
or tool in language differentiation.

• O1: as expected, we observed significant posi-
tive correlations between morphological com-
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Figure 4: Compared distributions of original text size |T |, compressed text size |C(T )| and overall complexity µA

for the Dall subset. The differences in the dispersion of the distributions corroborateH2.
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plexity and the number of types and negative
correlations with the number of tokens for all
settings. In particular, for (gzip, D90) we ob-
tained ρtypes = 0.92 and ρtokens = −0.77,
both with p-value < 10−6. This hypothesis
was therefore validated;

• O2: in all scenarios, we observed that the vari-
ance of the pragmatic complexity metric is
one to three orders of magnitude smaller than
the variance of the morphological and syntac-
tic complexities, confirming this hypothesis
within our experimental limitations. This cor-
roborates Juola (2008)’s hypothesis that the
amount of information transmitted at the inter-
sentential level is language universal, perhaps
related to the general cognitive processes of
sequential reasoning.

• O3: we collected the available values of
Nichols (1998) morphological complexity
metric for the languages in our dataset. Un-
fortunately, this came down to a small set of
six languages. This number of points was too
small to obtain a statistically reliable measure
of correlation. The evaluation of this hypothe-
sis is therefore inconclusive;

• O4: the assessment of all previously vali-
dated propositions yielded equivalent results
for both gzip and bz2. The hypothesis of their
equivalence as base for language complexity
measurements is therefore validated within
our experimental limitations. Despite this, it’s
evident that bz2 typically achieves superior
compression compared to gzip. However, this

isn’t always advantageous, as bz2’s compres-
sion capacity may flatten complexities distri-
butions, complicating the assessment of the
trade-off hypothesisH3.

5 Conclusions and Future Steps

The majority of propositions about the studied com-
plexity metrics (H2, H3, O1, O2, and O4) were
successfully validated in our vast dataset of South
American indigenous languages. These results con-
firm the robustness of such metrics and indicate the
universality of the techniques proposed by (Juola,
2008) to compute the different forms of linguis-
tic complexity. As we used a greater variety of
languages, we were also able to document that
the trade-off between morphological and syntactic
complexities strongly relates with language phy-
logeny.

Although we confirmed most of our proposi-
tions, we obtained inconclusive results forH1 and
O3, and even for the confirmed hypothesis, we
found them to be weaker in South American lan-
guages compared to the sets of predominantly Indo-
European languages used in the original experi-
ments. This highlights the need to validate and
adjust these metrics for a wider range of human
languages, a task we have initiated here.

In future research, we aim to investigate the in-
conclusive propositions, particularly focusing on
the impact of orthographic complexity on overall
linguistic complexity, extending our results to a
greater set of writing systems.

Our findings add to those of (Juola, 2008) and
(Ehret and Szmrecsanyi, 2016), expanding the set
of languages on which these family of language
complexity metrics have been validated.
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Limitations

Authors

We, the authors, speak Portuguese, English, and
Spanish, with Brazilian Portuguese as our native
language. Consequently, we cannot provide in-
sights requiring in-depth knowledge of other lan-
guages studied in this work.

Nomenclature of Complexity Metrics

We adhered here to Juola (2008)’s classification
of complexity metrics as morphological, syntactic,
and pragmatic. However, we believe these names
might be misleading.

Regarding syntactic and morphological com-
plexity metrics, it is known that polysynthetic lan-
guages like Central Siberian Yupik (not studied
here) embed almost all sentence information within
words. Many researchers view these process as
syntactic rather than morphological, constituting
an internal syntax within words (de Reuse, 2006).
The metrics studied here would categorize this
as morphological complexity instead of syntactic,
therefore a more appropriate terminology might be
"word complexity" and "sentential complexity."

Regarding pragmatic complexity, the metric
used here measures relationships between text parts
rather than between the text and external context,
typically studied by pragmatics. Thus, a term like
"intersentential complexity" might be more suit-
able.

Data

We used data from the New Testament of the Chris-
tian Bible for our experiments. The language in
these texts has its own bias, not reflecting the cul-
tural reality of the studied languages. Many trans-
lations of this text were made to facilitate colo-
nization, with little regard for cultural and linguis-
tic nuances of each language and people. This
could affect our results. We also lacked access to
a clear history of translation relationships between
versions in different languages, which could have
provided a more comprehensive interpretation of
H1. We aim to obtain this data in future work.

Writing Systems

As noted in Section 3.3, the metrics studied here
are strongly dependent on the writing systems used
to represent target languages. Their applicabil-
ity is therefore currently limited to alphabetic and

low-logographic writing systems. Extensions are
needed to apply them to other writing systems.
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A A contextualization within a planar
taxonomy of writing systems

Figure 5: Sproat (2000)[p. 142]’s planar taxonomy of
writing systems, organizing them by the Ammount of
Logography, i.e. the degree to which a system uses sin-
gle symbols to represent entire words, and the Type of
Phonography, i.e. which sound units are represented by
the symbols in the system. The region of the plane col-
ored in pink (alphabetic and low-logographic systems)
corresponds to the types of writing systems where the
explored metrics were validated.
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B Reference Information for the South
American languages studied in this
work

Table 1: Reference information about the native
South American languages used in this work (Apalaí -
Kayapó), partially based on Cavalin et al. (2023)

Language Code Family Countries
Apalaí apl Cariban Brazil
Apinayé api Nuclear-Macro-Je Brazil
Apurinã apu Arawakan Brazil
Asheninka cax Arawakan Peru
Bakairí bki Cariban Brazil
Bororo brr Bororoan Brazil
Canela cnl Nuclear-Macro-Je Brazil

Culina cul Arawan
Brazil
Peru

Desano des Tucanoan
Colombia
Brazil

Guajajara gjj Tupian Brazil

Guarani Eastern Bolivia crg Tupian
Argentina
Bolivia
Paraguay

Guarani Mbya [gun] Tupian
Argentina
Brazil
Paraguay

Guarani Paraguay gua Tupian Paraguay

Guarani Western Bolivia [gnw] Tupian
Argentina
Bolivia
Paraguay

Hixkaryána hix Cariban Brazil
Jamamadi jmm Arawan Brazil
Kaapor urk Tupian Brazil
Kadiwéu kdw Guaicuruan Brazil
Kaigang kng Nuclear-Macro-Je Brazil

Kaiwá kaw Tupian
Brazil
Paraguay

Karajá jva Nuclear-Macro-Je Brazil

Kashinawa csh Pano-Tacanan
Brazil
Peru

Kayabí kyz Tupian Brazil
Kayapó kyp Nuclear-Macro-Je Brazil
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Table 2: Reference information about the native
South American languages used in this work (Kubeo -
Yanomami).

Language Code Family Countries
Kubeo cub Tucanoan Colombia

Macushi mac Cariban
Brazil
Guyana
Venezuela

Makuna mcn Tucanoan
Brazil
Colombia

Matsés myr Pano-Tacanan
Brazil
Peru

Maxakali max Nuclear-Macro-Je Brazil
Mundurukú muu Tupian Brazil
Nadeb nad Naduhup Brazil
Nambikuára nmb Nambikwára Brazil

Nheengatu [yrl] Tupian
Brazil
Colombia
Venezuela

Palikúr plk Arawakan Brazil
Parecís pex Arawakan Brazil
Paumarí pau Arawan Brazil

Piratapúya prt Tucanoan
Brazil
Colombia

Rikbaktsa rik Nuclear-Macro-Je Brazil

Sanumá snm Yanomamic
Brazil
Venezuela

Sateré-Mawé [mav] Tupian Brazil

Siriano sri Tucanoan
Brazil
Colombia

Tenharim [pah] Tupian Brazil
Terêna trn Arawakan Brazil

Ticuna tic Ticuna-Yuri
Brazil
Peru

Tucano tuc Tucanoan
Brazil
Colombia

Tuyúca tuy Tucanoan
Brazil
Colombia

Wanana gno Tucanoan
Brazil
Colombia

Wapishana wps Arawakan
Brazil
Guyana

Xavante xav Nuclear-Macro-Je Brazil

Yamináwa yam Pano-Tacanan
Brazil
Peru

Yanomami [guu] Yanomamic Brazil
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Abstract

Psycholinguistic experiments reveal that effi-
ciency of human language use is founded on
predictions at both syntactic and lexical levels.
Previous models of human prediction exploit-
ing LLMs have used an information theoretic
measure called surprisal, with success on natu-
ralistic text in a wide variety of languages, but
under-performance on challenging text such as
garden path sentences. This paper introduces a
novel framework that combines the lexical pre-
dictions of an LLM with the syntactic structures
provided by a dependency parser. The frame-
work gives rise to an Incompatibility Fraction.
When tested on two garden path datasets, it
correlated well with human reading times, dis-
tinguished between easy and hard garden path,
and outperformed surprisal.

1 Introduction

Psycholinguistic research develops models of hu-
man language understanding using experimental
techniques such as self-paced reading and eye-
tracking. Natural Language Processing research
develops algorithms that enable machines solve hu-
man language tasks. Novel lines of research bring-
ing these two fields together have emerged, where
a question of interest has been whether machines
are able to process language in ways similar to hu-
mans. The goal of this paper is to show that the
answer can be yes, but only when they are equipped
with human capabilities that enable them to predict
with a combination of both syntactic structure and
lexical statistics.

In order to model these characteristics, one needs
a computational framework with at least two levels
(more if we take pragmatics and other language
features into account). We work with presheaves
and specific instances of them, which consist of
(1) a base that models linear structure, and (2) data
that encode the statistics of different interpretations
of the base. The data can be manifold recording

outcomes of events, which can themselves be bi-
nary or many-valued, and their probabilities. For
these reasons, presheaves provide a good candi-
date framework for modelling features of human
language understanding.

We use a simple topological space as the base
of our presheaf: that of a pre-ordered set. The el-
ements of this set are sub-phrases of a sentence.
The pre-order relation over the elements is the pre-
fix relation between the sub-phrases. This relation
will be used to the represent the incrementality
of the parsing process. Our data is the probabil-
ities of syntactic structures of sub-phrases. First,
we obtained completions and their statistical infor-
mation from the predictions of the large language
model GPT-2. Then, to get the syntactic struc-
tures of the sub-phrases, we use the dependency
parser spaCy. Our sheaf theoretic framework gives
rise to a schematic fraction that measures how in-
compatible is the syntactic probability of a phrase
from its completions. We refer to this fraction
as the incompatibility fraction (IF). Well known
distance measures between probability distribu-
tions exist and can be used when instantiating IF;
we worked with Kullback–Leibler divergence
(KL), Jensen-Shannon divergence (JS), and a
measure similar to Earth Movers (EM).

Deep learning algorithms, especially attention-
based ones, have made impressive advances in pre-
dicting the next words of a sentence. A statistical
quantity known as “surprisal” has been found to
correlate with human reading times (Levy, 2008;
Hale, 2003, 2006). This, however, has only been
the case for naturalistic text such as news paper
articles. The jury is still out regarding a class
of challenging sentences known as garden path
(GP) sentences (Bever, 1970; Frazier, 1987; Fra-
zier and Rayner, 1982). Psycholinguistic research
has shown that humans experience processing dif-
ficulty and show longer reading times when pro-
cessing GP sentences. Further, different types of
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syntactic ambiguities have been shown to result
in different levels of processing difficulty (Sturt
et al., 1999). So far, surprisal has not been able to
accurately predict the human reading times of GP
sentences and more importantly has not been able
to distinguish between easy versus hard sentences
(Schijndel and Linzen, 2018; van Schijndel and
Linzen, 2021; Huang et al., 2023).

In order to test the applicability of our frame-
work, we tested it on two GP datasets (Pickering
and Traxler, 1998), with hard (i.e., subordinate
clause) and easy (i.e., complement clause) ambi-
guities. Both datasets had a disambiguated con-
trol for each of their GP sentences. They also had
variants of them which were either semantically
plausible or implausible. IF was measured for all
these sentences and its predictions compared with
with human reading times and surprisal. All of
the instances we worked with, i.e. KL, JS, and
EM, correlated well with human reading times and
had very low errors, predicted the differences be-
tween GP sentences and their disambiguated con-
trols well, could distinguish between easy and hard
garden path, and outperformed surprisal. On the
semantic front, all the measures including surprisal
validated one of the hypotheses, that a semantically
implausible sub-phrase take longer to read. The
other hypothesis was about shorter GP effects in
implausible sentences, which could not be detected
by any of the measures. Dealing with these needs
an explicit encoding of the semantic structure of
sentences and we believe presheaves can also help.
Working out the details is left to future work.

2 Related Work

Inspired by applications of information theory to
Psycholinguistics (Attneave, 1959), Hale argued
that suprisal is a good measure for the cognitive
load faced by humans during sentence processing
(Hale, 2001, 2003, 2006). Surprisal measures the
degree of unpredictability of a word w given its
prefix context w1 · · ·wn and is computed via the
following formula:

SP (wn|w1. . .wn−1)=− log(P (wn|w1. . .wn−1))

Hale argued in favour of the use of surprisal in in-
cremental parsing procedures. Building on this,
Levy (2008) and later Smith and Levy (2013)
showed that surprisal can also model the cognitive
load modelled by constraint-based theories. The
focus of Hale’s work was on GP sentences, but he

only provided experimental data for a couple of
examples. Large scale validations on large datasets
(Levy, 2008; Smith and Levy, 2013) and eleven
different languages from five different language
families followed suit (Wilcox et al., 2023). These
only considered naturalistic text such as Wikipedia
and news articles. Large scale data for GP sen-
tences were not taken into account until more re-
cent times (Schijndel and Linzen, 2018; van Schi-
jndel and Linzen, 2021; Huang et al., 2023), where
it was found out that surprisal does not provide
good correlation. This has been the case for the sur-
prisal computed over either syntactic predictions
of a probabilistic parser or the lexical predictions
of a statistical language model. In either case, the
predictions largely underestimated human reading
times. Weighted combinations of the syntactic and
lexical surprisal were also computed but still under-
estimated (Arehalli et al., 2022). Another drawback
of surprisal is that it has been unable to distinguish
between easy and hard GP sentences.

Much of the original work on GP sentences fo-
cused on structural ambiguities. Here we have
the original work, insights and examples of Bever
(Bever, 1970), which was followed by the indepth
analysis of Frazier (Frazier, 1979, 1987; Frazier
and Rayner, 1990). Later work brought the role of
semantics into the forefront. Since humans process
language incrementally, it was expected that the
existence of relevant semantic information would
increase the speed of recovery from a local ambigu-
ity. In this regard, Altmann et al. (1992); Altmann
and Steedman (1988) studied the role of referen-
tial information, Trueswell et al. (1994) worked on
the tenses of the verbs, and Pickering and Traxler
(1998) on the lexical information encoded in sen-
tential sub-phrases such as subject-verb and verb-
object. Most of this work has only been verified by
Psycholinguistic experiments on human subjects,
but some of it was also verified using statistical
machine learning methods such as clustering (Padó
et al., 2009).

Presheaves and sheaves are general mathemat-
ical models introduced to formalise and reason
about abstract notions of global consistency. They
originate from the work of Jean Leray (Leray,
1959), whose aim was to study partial differen-
tial equations from a purely topological perspec-
tive. Subsequent work then extended the use
of sheaf theory to other areas of mathematics,
such as algebraic geometry (Cartan, 1950; Serre,
1955; Grothendieck, 1957) and logic (Lawvere,
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1970; Tierney, 2011). More recently, sheaves and
presheaves have been applied to formalise the con-
sistency of different forms of concrete data. Here
we have examples of data coming from quantum
mechanics (Abramsky and Brandenburger, 2011),
signal processing (Robinson, 2017), graph neu-
ral networks (Bodnar et al., 2022), and natural
language (Wang et al., 2021a,b; Lo et al., 2022;
Huntsman et al., 2024; Philips, 2019; Bradley et al.,
2022). Notably, measures similar to IF were de-
veloped for physical experiments to compute the
amount of unsharpness of experimental data (Val-
lée et al., 2024). These were preliminarily also
tested on linguistic data, e.g. for the interpretations
of phrases with semantic and anaphoric ambigui-
ties (Wang et al., 2021a; Lo et al., 2022, 2023). A
recent paper explores their applicability to ambigu-
ities arising in garden path sentences but does not
consider the general case nor the range of instantia-
tions we offer here, works with the masked feature
of BERT and has not been tested on semantic plau-
sibility (Wang and Sadrzadeh, 2024).

3 Methodology

We use topological spaces and their associated data
to model the sub-phrases of a sentence and their
interpretations. The topological spaces model the
relation between the sub-phrases as they are read
by a human subject from a piece of text, i.e. incre-
mentally and according to the linear flow of time.
This order is also known as the prefix order or the
information order. The data associated to each sub-
phrase models the possible different interpretations
of each sub-phrase and their probabilities. Here,
we work with the completions of sub-phrases into a
sentence and the probability of their syntactic struc-
tures. This is obtained via a combination of GPT-2
and spaCy (with transformers). In what follows,
we first go over the abstract model, then instantiate
it to the concrete data of natural language, finally
develop a set of measure that compute the differ-
ences between the different interpretations, giving
rise to the notion of an Incompatibility Fraction.

3.1 Abstract Model

A topological space X is a tuple (X, τ) where X is
a set of points and τ ⊂ P(X) is the set of open sets
which contains the empty set and is closed under
arbitrary unions and finite intersections.

The open sets of a topological space can also
have data associated to them. These are formalised

through the notion of a presheaf, which is a map
P that sends each subset U of X to the set PU of
its data. The elements of the set PU are called sec-
tions over U , and can be seen as the possible data
points on U . Here, we are interested in events and
the event presheaf defined as follows. Given a set
O of outputs (e.g. syntactic or semantic structures),
an event is a map of the type s : U → O. When-
ever V is a subset of U , i.e. V ⊆ U , the presheaf
restricts PU , i.e. the data points on U , to PV , i.e.
the data points on V . For each element of s ∈ PU ,
the restriction is denoted by s|V . This procedure is
depicted in Fig. 1.

Figure 1: The restriction map of a presheaf.

Presheaves define a notion of consistency within
sets via restriction maps. Consistency can also
be defined across different sets. Given a presheaf
P over a topological space X , we say that there
is a gluing between two sections sU ∈ PU and
sV ∈ PV iff sU and sV are locally consistent or
compatible, i.e. sU |U∩V = sV |U∩V . This defini-
tion leads to the fact that if there exists a gluing
between two sections in PU and PV , then there
will be an intersection between their restrictions
PU |U∩V and PV |U∩V , see Fig.2.

Figure 2: The presheaf structure over intersecting sets.

In order to model probabilistic events, an event
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presheaf P is post-composed with a distribution
map D giving rise to a probabilistic event presheaf
DP . To a subset U of X the probabilistic presheaf
assigns a set of probability distributions {d | d :
U → R+}. Whenever V ⊆ U , it computes the
marginals of the probabilities of elements of U
when restricted to V . Formally, this is as follows:

dV (v) =
∑

u∈V
dU (u)

These probabilities are measured over our original
set of outcomes O, via the principles events of the
framework, i.e. s : U → O.

3.2 Concrete Model
In the context of human sentence processing, our
topological space X is the set of all incremental
sub-phrases of the sentence under consideration.
The order of the topology is the prefix relation
over the sub-phrases of this sentence. Formally
speaking, given the vocabulary σ of the sentences
and σ∗ the set of phrases over it, for a, b, c, · · · ∈
σ∗, we have

a ≤ ab ≤ abc ≤ · · ·

As an example consider the sentence “The employ-
ees understood the contract”, where we have the
following instances of the prefix ordering:

The employees ≤ The employees understood ≤ The
employees understood the contract ≤ The employees

understood the contract would change.

In this sentence, however, there is no order rela-
tion between sub-phrases such as “The employees”
and “employees understood”. Despite the fact that
they share “employees”, none of them is a prefix
of the other.

For the purposes of the current paper, we focus
on a syntactic event presheaf, which assigns syn-
tactic structures to completions of the sub-phrases
into a full sentence. A section of the probabilistic
event presheaf DP will then consist of a probabil-
ity distribution over the syntactic structures of these
completions. The syntactic structures are obtained
using the transformer version of the dependency
parser spaCy (Choi et al., 2015; Robinson, 1970).
This parser returns a single parse for a full sen-
tence. For example, the dependency parse for the
sentence “The employees understood the contract
would change” is as follows:

The completions of the sub-phrases and their
statistics are obtained using the GPT-2 model. See

The employees understood the contract would change

det nsubj
root

det
nsubj

aux

ccomp

Figure 3: Dependency relations in the sentence The
employees understood the contract would change..

below for three different completions of the sub-
phrase of “The employee understood” and their
dependency structures.

The employees understood that their salaries varied

The employees understood the risks in advance

The employees understood they also had freedom

All of these lead to the same partial parse when re-
stricted to the context “The employees understood”,
namely:

The employees understood [. . . ] [. . . ] [. . . ] [. . . ]

To obtain a syntactic structure for a sub-phrase,
we use the restriction operations from the the
presheaf, where we only keep the dependency in-
formation of each sub-phrase and ignore the rest
of the sentence. For instance, the structure of the
sub-phrase “The employees understood” restricted
to “The employees” is obtained as follows:

The employees understood [. . . ] [. . . ] [. . . ] [. . . ]

∣∣∣∣
The employees

= The employees [. . . ]

The probability distributions associated to each
parse are obtained from the predictions of GPT-2 af-
ter sampling from 1000 instances and normalising
the results. An example distribution is as follows:

d( The employees understood [. . . ] [. . . ] [. . . ] [. . . ] ) =0.80

d( The employees understood [. . . ] [. . . ] [. . . ] [. . . ] ) =0.15

d( The employees understood [. . . ] [. . . ] [. . . ] [. . . ] ) =0.05
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Given two sub-phrases m1 and m1m2 of X with
m1 ≤ m1m2, suppose dm1m2 is the probability
distribution of the syntactic structures of m1m2.
Then the restriction of dm1m2 to m1 for any syntac-
tic structure o ∈ O of m1 is computed as follows:

dm1m2 |m1 (o) = Σo′∈O dm1m2(oo
′)

This restriction sums the probabilities of all com-
pletions of m1 into m1m2, where m1 retained the
same syntactic structure after being completed by
m2. Note that, in general:

dm1m2 |m1 ̸= dm1

This is because the reader may have to do some
reanalysis when going from m1 to m1m2.

3.3 Measures
Each stage of the human reading process is mod-
elled by a pair of succeeding sub-phrases of a sen-
tence, e.g. (m1,m1m2). The overall process of
reading a sentence is modelled by a sequence of
these pairs, i.e. {(mi,mi+1)j}a≤j≤n−1 where n is
the number of words or regions in a sentence. As
an example, here is the first two pairs of a sequence
that models the employee sentence:

(The,The employees)

(The employees,The employees understood)

As humans read an incoming sub-phrase m1 of
a sentence, they construct interpretations for it and
assign probabilities to their interpretations. When
the next region m2 is read, a new set of interpre-
tations and probabilities are constructed, this time
for the sub-phrase m1m2. The reader expects that
the interpretations and probabilities of m1m2 to
be consistent with those of m1. If this is the case,
the sub-phrase m1m2 is comprehended and sen-
tence processing can carry on linearly. For critical
regions of GP sentences, however, this is not the
case and as a result sentence processing is halted.
This leads to a pause and possibly a reversal of the
order of reading thus higher reading times are ob-
served. Take our employee sentence and the pair of
sub-phrases therein (“The employees understood
the contract, The employees understood the con-
tract would change”). This pair sits at the critical
region of the garden path effect of the sentence.
The shared prefix “The employees understood the
contract” has a subject-verb-object structure in the
first sub-phrase, which is not consistent with the

subject-verb-subject structure after seeing “would
change” in the second sub-phrase.

In order to check whether the structure and prob-
abilities of the two succeeding sub-phrases m1 and
m1m2 of a sentence match, the larger sub-phrase
m1m2 is restricted to the smaller one m1 and the
degree of their divergence is estimated. This di-
vergence is what we refer to as the Incompatibility
Fraction IF.

A common choice for measuring divergence is
the Kullback–Leibler or KL-divergence. In our
case, we measure the KL-divergence between a
distribution dm1 to dm1m2|m1

, given below:

KL(dm1||dm1m2|m1
)=

∑

o

dm1(o) log
dm1(o)

dm1m2|m1
(o)

KL is not always defined, in which case its symmet-
ric variant Jensen-Shannon divergence is used. In
the interest of space will not provide the formula.

Another choice is a metric similar to what is
known as Earth-Mover’s and measures the overlap
between two distributions by taking their min, i.e.∑

omin(dm1m2 |m1 (o), dm1(o)). The divergence
between the two distributions is then computed by
subtracting the overlap from 1. This leaves us with
the following formula:

1−
∑

o

min(dm1m2 |m1 (o), dm1(o))

All three of these instantiations can be used, giving
rise to the following three measures:

IF-min : 1− Σomin(dm1(o), dm1m2 |m1 (o))

IF-KL : KL(dm1 ||dm1m2 |m1)

IF-JS : JS(dm1 ||dm1m2 |m1)

4 Experiments

We worked with two datasets put forwards by
Pickering and Traxler in Pickering and Traxler
(1998). Dataset 1 has GP sentences with com-
plement clause ambiguities. An example is the
following:

Dataset 1. (i) GP. The dog catcher wor-
ried the terrier which fell wouldn’t fit
into the box.

Dataset 2 has GP sentences with subordinate-
clause ambiguities. An example is the following:
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Equation ρ p-value
IF-min First Pass 0.0018× IFmin − 0.0776 0.595 0.00032

IF-min Total 0.0006× IFmin + 0.14387 0.448 0.00999
IF-JS First Pass 0.0016× IFJS − 0.1333 0.568 0.00068

IF-JS Total 0.00053× IFJS + 0.0633 0.4231 0.01580
IF-KL First Pass 0.0066× IFKL − 0.4238 0.445 0.0106

IF-KLTotal 0.0021× IFKL + 0.4022 0.326 0.06773
SP First Pass 0.7361× SP + 268.8467 0.356 0.045

SP Total 2.1326× SP + 441.9445 0.459 0.008

Table 1: Regression Equations with ρ’s and their p-values.

Dataset 2. (i) GP. After the judge de-
cided the verdict of the trial caught the
old man’s attention.

Each dataset has 24 sets of four sentences: (i)
a plausible main sentence with a GP effect, and
(ii) its disambiguated control, (iii) an implausible
variant of the main sentence, and (iv) its disam-
biguated control. See below for examples of the
disambiguated controls of Dataset 1. (i) GP and
Dataset 2. (i) GP:

Dataset 1. (ii) DisAmb. The dog catcher
worried that the terrier which fell
wouldn’t fit into the box.
Dataset 2. (ii) DisAmb. After the judge
decided, the verdict of the trial caught
the old man’s attention.

The disambiguated controls of dataset 1 are ob-
tained by adding a complementiser, such as ’that’ to
the garden path sentences. The disambiguated con-
trols of dataset 2 are obtained by adding a comma.
Sentences of dataset 1 are also known are as NP/S.
They are an example of easy GP. Sentences of
dataset 2 are known as NP/Z and are an example
of hard GP.

The GP effect should occur after the second verb
is encountered which we will refer to as the critical
region, for example in “wouldn’t fit in the box”
in Dataset 1. (i) GP and in “caught the old man’s
attention” in Dataset 2. (i) GP.

Our hypothesis is that in either dataset, the read-
ing times (both first-pass reading times and total
reading times) of (i) sentences are longer than (ii)
sentences. This is since the (ii) sentences are the
disambiguated controls with no GP whereas the
(i) sentences each contain a GP. A GP effect is
computed by subtracting the reading time of (ii)
sentences from the reading time of (i) sentences

over the critical region. We expect that this effect is
higher in Dataset 2 (which has hard GP sentences)
than in Dataset 1 (which has easy GP sentences).

Items (iii) and (iv) differ from (i) and (ii) accord-
ing to the plausibility of the sub-phrases preceding
their critical regions. Here are examples of the
implausible variants of the sentences from both
datasets with their disambiguated controls:

Dataset 1. (iii) GP. The dog catcher
worried the book which fell wouldn’t fit
into the box.
Dataset 1. (iv) DisAmb. The dog
catcher worried that the book which fell
wouldn’t fit into the box.

Dataset 2. (iii) GP. After the judge
packed the verdict of the trial caught the
old man’s attention.
Dataset 2. (iv) DisAmb. After the judge
packed, the verdict of the trial caught the
old man’s attention.

The difference in plausibility has an impact on
the magnitude of the GP effect. Here, we have two
hypotheses: first that the garden path effects of the
these, e.g. (iii), in either Dataset 1 or 2, are shorter
than the ones without them, e.g. (i), and second
that, the total reading times of implausible sen-
tences are longer when the implausibility occurs,
e.g. in “the book which fell” in Dataset 1. (iii). GP
or “the verdict of the trial” in Dataset 2. (iii) GP;
we will refer to this region as the plausibility region.
The reason for hypothesis 1 is that the implausi-
bility is designed to diminish the misanalysis and
lead to a smaller GP effects. Indeed, it was shown
in Pickering and Traxler (1998) that GP sentence
with implausible prefixes exhibit a smaller effect as
compared to plausible ones, since the reader will
be less inclined to “take the garden path”. The
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All Hard (NP/Z) GP Easy (NP/S) GP
Method GPE SE GPE SE GPE SE

IF-min First Pass 39.47 0.17 53.94 2.72 24.99 2.74
IF-min Total 66.17 10.92 90.44 11.18 41.90 10.65

IF-JS First Pass 39.69 0.43 52.22 2.40 27.16 2.31
IF-JS Total 65.73 10.94 86.49 11.35 44.97 10.51

IF-KL First Pass 52.81 3.64 62.20 4 43.42 3.30
IF-KL Total 86.28 9.96 101.62 10.67 70.94 9.19

Surprisal First Pass 0.35 0.16 0.72 0.32 -0.02 0.05
Surprisal Total 1.01 0.47 2.10 0.92 -0.07 0.16

Human First Pass 39.5 46.5 32.5
Human Total 185.5 215.5 155.5

Table 2: Garden Path Effects (GPE) and their Standard Errors (SE). All numbers are in milliseconds.

reason for hypothesis 2 is simply that implausible
sentences are harder to comprehend than plausible
ones, hence producing a slowdown in reading times
when the implausibility is encountered. However,
it was shown in Pickering and Traxler (1998) that
this slowdown is more marked in the total reading
times, and less effect is found in the first-pass.

5 Results and Analysis

We trained a regression model between human first
pass and total reading times for all of the regions
in all sentences and each of our distance measures.
The individual regression equations, their resulting
degrees of correlations and corresponding p-values
are presented in in Table 1. All of our IF measures
achieved a high correlation with both human read-
ing times. In most cases these correlations were
statistically significant. IF-min provided the high-
est and most significant correlations for first-pass
reading, closely followed first by IF-JS, IF-KL and
then surprisal. On the other hand, surprisal ap-
pears to correlate better with total reading time, al-
though both the correlation coefficient and p-values
are comparable with the ones obtained for IF-min.
This means that IF-min is a good predictor of hu-
man reading times, and more specifically that they
are better predictors of first-pass reading-times.

The individual regression models were used to
predict reading times for sentences of types (i)-(iv).
Given that our IF measures are all well correlated
with human reading times, we expect to observe a
significant difference between the ambiguous and
unambiguous sentences, i.e. a high garden path
effect (GPE). This is presented in column “All”
of Table 2. IF-min achieves the best results with

a high GPE of 39.47 millisecond and the lowest
standard errors (SE) of 0.17. Although surprisal
correlated well with reading times in general, it
predicted very low GPE’s, and sometimes does not
even predict the existence of a garden path-effect
(notably for NP/S sentences). This shows that our
measures indeed perform better than surprisal in
predicting the garden path effects.

The GPE of hard versus easy sentences are pre-
sented in columns “NP/Z” and “NP/S” of Table
2, respectively. We expect to see a higher GPE for
hard sentences. This is indeed the case for all mod-
els. The GPE’s of NP/Z column are higher than
the GPE’s of NP/S columns. Our best measure for
this distinction were IF-JS for first pass reading
times and IF-KL for total reading times. They both
predicted their GPE’s with the lowest error. All
of the IF measures outperformed surprisal, which
had the highest errors with the overall GPE. This
was also individually the case for each of our tests:
(1) our NP/Z test had an SE of 6.79 for first pass
and an SE of 14.54 for total reading times, (2) our
NP/S test had an SE of 5.68 for first pass and an
SE of 12.39 for total reading times. Overall, all the
models predicted the first pass reading times better
than the total ones.

So far we have only considered syntactic effects.
In order to evaluate whether our model is able to
detect some semantic effects, we study the predic-
tions for plausible and implausible sentences. The
reading times for plausible and implausible sen-
tences are in Tables 3 and 4. The results in Table
3 show that none of the measures could predict
that GPE’s diminish with implausible cues. In fact,
all of the measures showed the opposite. As we
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can see, the GPE’s of implausible sentences are all
higher than for plausible ones.

Plausible Implausible
Method GPE GPE

IF-min First Pass 28.66 50.28
IF-min Total 48.05 84.29

IF-JS First Pass 26.55 52.83
IF-JS Total 43.98 87.48

IF-KL First Pass 39.58 66.05
IF-KL Total 64.66 107.90

Surprisal First Pass -0.11 0.81
Surprisal Total -0.33 2.35

Human First Pass 50.5 28.5
Human Total 265 106

Table 3: Garden Path Effects (GPE) for plausible and
implausible sentences. All numbers are in milliseconds.

Plausible Implausible
Method RT RT

IF-min First Pass 565.03 597.69
IF-min Total 988.30 1043.06

IF-JS First Pass 562.63 589.18
IF-JS Total 984.75 1028.75

IF-KL First Pass 560.50 578.13
IF-KL Total 981.79 1010.60

Surprisal First Pass 616.43 616.53
Surprisal Total 1112.01 1112.30

Human First Pass 673.5 686.25
Human Total 1222.5 1275.75

Table 4: Reading Time (RT) for plausible and implausi-
ble sentences (over the plausiblity region). All numbers
are in milliseconds.

Table 4 shows that all of the IF measures could
however verify our second hypothesis. As we can
see, all the measures, including surprisal, predicted
a longer reading time for implausible sub-phrases,
although the differences where much more marked
in the case of the IF measures. Indeed, although
the absolute values of the surprisal predictions are
closer to the human baseline, the differences in pre-
dicted reading times of plausible and implausible
sentences were closer to the observed human one
for using the IF measures. For the first pass read-
ing times, this difference in the human time was
12.75 ms. All the IF measures predicted a similar
distance; the lowest predicted difference was KL
with a difference of 17.63 ms and the higher used

IF-min with a difference of 32.66 ms. Surprisal,
on the other hand, predicted a very low difference
of 0.10 ms. Regarding the total reading times: the
difference in human times was 53.25 ms; IF-min
was our best measure, which predicted a difference
of 54.76 ms, followed by KL with a prediction of
44 ms and finally JS with 28.81 ms. Surprisal came
last, with a very low difference of 0.29 ms.

6 Conclusions and Future Work

Our work highlights the importance of combin-
ing syntactic structure and lexical statistics when
modelling human language understanding. For syn-
tactic structure we worked with the linear prefix or-
dering between sub-phrases of a sentence and their
dependency structures. For lexical statistics, we
worked with sub-phrase completions and their prob-
abilities provided by an LLM. An incompatibility
fraction was developed to measure the distance be-
tween probability distributions of sub-phrases and
their completions. We experimented with known
relative entropy distances (KL and JS) and Earth
Movers, all of which showed a strong correlation
with human behaviour in syntactic GP sentences
and outperformed surprisal. None of the measures
however, neither any of ours nor surprisal, were
successful when it came to GP sentences with se-
mantic implausibilities. We believe these sentences
are too complex and in order to deal with them, one
needs to explicitly model semantic structure. As it
is, the predictions of the parser are over shadowed
by the probabilities provided by the LLM, which
predicts very high incompatibility and surprisal for
implausible phrases.

Kullback–Leibler has a long history of appli-
cations in natural language tasks, e.g. in mea-
suring the semantic content of words (Herbelot
and Ganesalingam, 2013) and deriving objective
functions for language models(Labeau and Cohen,
2019). Notably, Levy showed that under certain as-
sumptions it equates surprisal (Levy, 2008). Earth
Movers has also been applied in Natural Language
Processing, e.g. to compute the relationship be-
tween a document and its words (Kusner et al.,
2015) and the distance between bilingual lexicons
(Huang et al., 2016; Zhang et al., 2016). The main
difference between the modelling part of these
works and ours is the measurement events. We
work with sub-phrases and their syntactic struc-
tures, whereas the other measures only consider
word co-occurrence. Despite these, we believe
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there should be a relationship between the incom-
patibility of two phrases and their degree of sur-
prisal. Formalising this relation is work in progress.

There are four other directions that we aim to
pursue in future work. These are as follows: (I) The
focus of the paper was on garden path sentences.
More work is required to test the performance of
our measures on a wider range of naturally occur-
ring sentences. (II) The plausibility element of the
dataset used in this work may not be representative
of the garden-path effect as a whole. We therefore
also plan to replicate our results using different
datasets, notably the ones of (Huang et al., 2023;
Prasad and Linzen, 2021) (III) As structure, we
only considered syntax. Modelling semantic struc-
ture of sub-phrases and sentences, e.g. as agent-
patient relations or event structures and/or the the-
matic information associated with verbs needs to
be done. (IV) Our framework is by default only for-
ward looking; experimenting with regression and
back tracking to model repair and recovery is left
to future work.
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Abstract

We develop a multilingual version of the Wug
Test, an artificial word completion experiment
that is typically used to test the morphologi-
cal knowledge of children, and apply it to the
GPT family of large language models (LLMs).
LLMs’ performance on this test was evaluated
by native speakers of six different languages,
who judged whether the inflected and derived
forms generated by the models conform to the
morphological rules of their language. Our
results show that LLMs can generalize their
morphological knowledge to new, unfamiliar
words, but that their success in generating the
“correct” generalization (as judged by native hu-
man speakers) is predicted by a language’s mor-
phological complexity (specifically, integrative
complexity). We further find that the amount
of training data has surprisingly little on LLMs’
morphological generalization abilities within
the scope of the analyzed languages. These
findings highlight that “morphology matters”,
and have important implications for improving
low-resource language modeling.

1 Introduction

Large language models (LLMs) have been very suc-
cessful in learning and generating grammatically-
correct language as humans do (Brown et al., 2020;
OpenAI, 2023). This poses the question of whether
they actually have linguistic capability that would
allow them to generalize beyond the training dis-
tribution (Hupkes et al., 2023). In addition, does
this capability manifest differently in different lan-
guages that LLMs were trained on? Here, we
investigate whether LLMs’ linguistic knowledge

with respect to morphology differs between lan-
guages. Specifically, we test the ability of mul-
tilingual LLMs to generalize their morphological
knowledge to nonce words in six languages.

Testing cross-linguistic differences in the mor-
phosyntactic abilities of LLMs trained on large
amounts of human-generated text is particularly
interesting given recent findings on the behavioral
similarity between humans and language models
in a variety of language learning and processing
tasks (Galke et al., 2023; Webb et al., 2023; Srikant
et al., 2022) and syntactic structure in the models’
learned attention patterns (Manning et al., 2020;
Chen et al., 2023). One of the key concerns of
contemporary efforts in language modeling is to
improve the ability to generalize well across the
variety of human languages, especially regarding
low-resource languages (e.g., Schäfer et al., 2024;
Zheng et al., 2022; Hedderich et al., 2021; Lauscher
et al., 2020; Conneau et al., 2020).

Given the importance of the training data to
LLM’s abilities (Kandpal et al., 2023), conven-
tional wisdom would suggest that the amount of ex-
posure to a given language would be the dominant
factor in determining the models’ ability to learn
the language’s morphological patterns. Here, we ar-
gue that factors beyond the amount of training data
play an important role for LLMs’ generalization
abilities, and in particular suggest that languages’
morphological complexity needs to be taken into
account. Notably, languages vary in their degree of
morphological complexity (Dryer and Haspelmath,
2013; Evans and Levinson, 2009; Hengeveld and
Leufkens, 2018; Ackerman and Malouf, 2013), for
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Figure 1: Overview of our experimental procedure with exemplary data and the employed prompt pattern

example in the number of morphological inflection
paradigms and their degree of irregularity.

A recent study has shown that LLMs, like hu-
mans, are particularly sensitive to the degree of
compositional linguistic structure in their input
when generating novel forms to new meanings in
a matched experiment using a miniature artificial
language, with higher degrees of compositionality
leading to more systematic generalizations and to a
higher agreement with humans (Galke et al., 2023).
This finding implies that the morphological learn-
ing ability of LLMs across different human lan-
guages should similarly be affected by languages’
degree of systematic morphological structure, as
quantified by measures from typological linguis-
tics (Bentz et al., 2016; Baerman et al., 2015). In
the current paper, we test to what extent languages
with more systematic structures are indeed learned
better by LLMs using an established morphological
knowledge test used in the field of child language
acquisition: the Wug-test (Berko, 1958).

Even though morphology is heavily studied in
the field of computational linguistics (e.g. Bat-
suren et al., 2022; Wu et al., 2019; Wilson and
Li, 2021; Liu and Mao, 2016), and despite its im-
portance to human language learning (Kempe and
Brooks, 2008; DeKeyser, 2005; Dressler, 2003,
2010; Slobin, 1985; Raviv et al., 2021), there is
little work on the cross-linguistic morphological
knowledge of LLMs, especially with respect to
the potential effect of languages’ morpho-syntactic
structure (Weissweiler et al., 2023). Rather, it has
been found that LLMs often fail to generate the
correct inflected forms of words that were not a

part of their training data, regardless of the size of
the training set (Liu and Hulden, 2022). Given that
only one study to date has probed LLMs’ morpho-
logical generalization abilities with a multilingual
variant of the Wug test (Weissweiler et al., 2023),
it is currently unclear to what extent can LLMs
generalize their morphological knowledge to new
contexts, and to what extent their generalization
capabilities are affected by the morphological com-
plexity of language compared to its representation
in the training data. Here, we take one step fur-
ther in this line of work and test the relationship
between languages’ morphological structure and
the generalization ability of multilingual LLMs.

Specifically, as shown in Figure 1, we develop
a multilingual version of the Wug Test, an artifi-
cial word completion test that is typically used to
probe the morphological knowledge of children
with respect to inflectional and derivational mor-
phology (Berko, 1958), and apply it to the GPT
family of large language models (Brown et al.,
2020; Ouyang et al., 2022). We consider six differ-
ent languages, namely German, Vietnamese, Por-
tuguese, Spanish, French, and Romanian, which
vary in their degree of morphological complex-
ity based on several established measures (Lupyan
and Dale, 2010; Bentz et al., 2015). For each lan-
guage, we first employed GPT-4 to translate 23
questions with nonce words from the original Wug
Test. The translations were then evaluated and cor-
rected by linguistically-trained native speakers, and
the nonce words were adapted to fit each language’s
phonotactic rules. LLMs were then provided with
the translations as prompts (e.g., “This is a Wug.
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Now there are two of them. There are two __”), and
were prompted to generate the missing inflected
form (e.g,. “wugs”).

Since the nonce words are new, unfamiliar words,
the models need to generalize their morpholog-
ical knowledge beyond their training data. The
model responses were then evaluated by native
speakers, who judged whether the inflected and
derived forms generated by the LLMs conform to
their native language’s morphological rules. We
then tested LLMs’ generalization success across
languages against two measures of morphological
complexity, namely, the richness of the morpholog-
ical system and how irregular it is.

In sum, our contributions are

• A multilingual version of the Wug Test for 6
languages

• A human evaluation of GPT-3.5 and GPT-4
responses on this multilingual Wug Test

• A cross-linguistic analysis linking LLM per-
formance to morphological complexity

• An error analysis revealing new patterns of
failure modes in morphological generalization

2 Related Work

Morphological capabilities of LLMs Probing
machine learning models for linguistic informa-
tion is a long-standing endeavour (e.g., Conneau
et al., 2018; Jawahar et al., 2019; Manning et al.,
2020; Warstadt et al., 2020; Rogers et al., 2021;
Zhang et al., 2022; Irwin et al., 2023). In terms of
morphological capabilities, Liu and Hulden (2022)
conducted a Wug-like test with Transformer mod-
els (Vaswani et al., 2017), such as the ones under-
lying LLMs (but trained from scratch), using the
SIGMORPHON 2018 shared task (Cotterell et al.,
2018a), and found that models struggled to gener-
alize morphological knowledge to new words.

However, to date, there is only one study that as-
sessed the morphological generalization of LLMs
to nonce words: Weissweiler et al. (2023), who
also took inspiration from the Wug test (Berko,
1958) and prompted ChatGPT with morphological
tasks in 4 different languages. The authors cre-
ated a new dataset by modifying and re-annotating
UniMorph 4.0 (Batsuren et al., 2022), and LLMs
were prompted to fill in the blank in example sen-
tences. While instructing LLMs to only emit the
inflected form, the first word of the generated

response was then compared against human re-
sponses and supervised morphology models: the
affix rule learner (Liu and Mao, 2016) and the min-
imal generalization learner (Wilson and Li, 2021).
Their results showed that GPT-3.5 is not yet on
par with humans regarding its generalization per-
formance on nonce words and also underperforms
supervised morphology models.

Our work complements this endeavour in sev-
eral aspects: First, we opt to manually evaluate
every response from the LLMs instead of an auto-
mated evaluation strategy (which took on the first
word of the model response). Second, we analyze a
different set of languages, with only German over-
lapping across studies. And third, we test the im-
pact of other important factors such as languages’
morphological complexity scores.

The effect of morphological complexity on lan-
guage modeling Some studies have explored the
relationship between morphological complexity
and the learnability of languages by LLMs, but
show mixed results. Cotterell et al. (2018b) esti-
mated the predictability of text in a parallel cor-
pora of 21 languages, and found that text in lan-
guages with rich inflectional morphology (and thus
higher word entropy) was more difficult to predict
by n-gram language models and LSTM-based lan-
guage models. However, when Mielke et al. (2019)
use a similar approach with three times more lan-
guages and more diverse language families, they
did not find a correlation between prediction dif-
ficulty and the number of inflectional distinctions
that languages have.

Gerz et al. (2018) further showed a positive corre-
lation between multilingual language models’ per-
plexity (how well a language model is able to pre-
dict the next work) and type/token ratios (i.e., the ra-
tio between the number of word types and the total
number of tokens in the text). More recently, Park
et al. (2021) used an even larger parallel corpus
of 92 languages, and incorporated more measures
of morphological complexity – including corpus-
based measures and features from the World At-
las of Languages Structure (WALS) (Dryer and
Haspelmath, 2013). Using surprisal as an esti-
mate for difficulty, they found that models’ per-
formance was correlated with several complexity
measures, and that this correlation was stronger for
language models whose tokenizer relied on byte-
pair-encoding (Sennrich et al., 2015).
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Together, these studies imply that language learn-
ability by LLMs is potentially affected by at least
some of the specific morphological features of lan-
guages, though which features (and which metrics
can capture them) is largely unknown – a question
on which we aim to shed new light here.

3 Background on measuring
morphological complexity

Languages vary in the degree of morphological
complexity, which can be measured using a variety
of tools (Dryer and Haspelmath, 2013) and dimen-
sions (Ackerman and Malouf, 2013). Morpholog-
ical complexity measures can be categorized into
integrative complexity (I-complexity) and enumer-
ative complexity (E-complexity) (Ackerman and
Malouf, 2013). E-complexity refers to the number
of cases and inflectional paradigms that exist in a
language’s grammar. The more inflected forms a
language can have (e.g., for gender, number, tense,
case, mood etc.), the higher its E-complexity score
is. I-complexity refers to the predictability of in-
flected form from its context. The more irregular
a morphological paradigm is (e.g., many verbs in
English show an irregular past tense inflection), i. e.
how often irregular forms are used, the higher the
I-complexity score.

A well-known example of an E-complexity mea-
sure is Lupyan and Dale (2010)’s measure for mor-
phological complexity, which was based on 28 mor-
phological features extracted from the World Atlas
of Language Structure (WALS, Dryer and Haspel-
math, 2013), such as the number of inflectional dis-
tinctions. For I-complexity, Wu et al. (2019) intro-
duced an information-theoretic measure to quantify
the frequency of irregular forms, and Bentz et al.
(2015) proposed three measures to capture the the
variety of word types used to encode identical in-
formation (“lexical diversity”). These measures
include type-token ratio and Shannon entropy (H),
which measures the degree of uncertainty of words.
The last measure is the Zipf-Mandelbrot parameter
(α), based on the Zipf’s law of word distribution.
Languages with higher TTR and Shannon entropy
are more lexically diverse, and languages with a
higher Zipf parameter are less lexically diverse.

For our study, we chose one representative mea-
sure for E-complexity and one for I-complexity,
relying on previous comparative work that showed
that different measures are highly correlated (Cöl-
tekin and Rama, 2023; Bentz et al., 2016). For E-

complexity, we use Lupyan and Dale (2010)’s com-
plexity measure based on WALS features (Dryer
and Haspelmath, 2013). For I-complexity, we use
Bentz et al. (2015)’s entropy-based measure H .

4 Methodology

4.1 Input Languages

Bloomfield (1933) distinguished between four
types of languages with respect to morphologi-
cal structure. In our study, we consider two of
them: inflected languages and isolating languages.
While Spanish, German, French, Romanian, and
Portuguese are highly inflected languages, Viet-
namese is an isolating language which does not
have explicit grammatical markers within word
boundaries. We briefly describe the considered
languages below.

Vietnamese is an isolating language and thus
there are no bound morphemes in the form of suf-
fixes and affixes. As such, there are no inflectional
or derivational processes. Instead, semantic and
grammatical information is expressed using free
morphemes (i.e., standalone words). For instance,
Vietnamese does not have plural word forms, but in-
stead expresses plurality by adding a number word
before the noun.

French is an inflected language in the Romance
branch. Verbal inflection is used to indicate tense,
person, number, mood, and aspect. Verbs are in-
flected such that they agree with the subject in
terms of person and number. For example, the
past tense formation process in French includes
combining the correct conjugated form of the aux-
iliary verbs and the participle form of the main
verb, which is formed by adding the correct ending
morpheme to it. Nouns carry number and gram-
matical gender, with number being governed by the
endings of the nous.

Spanish is also inflected language belonging
to the Romance language family, which also in-
cludes French, Portuguese and Romanian. The
choice of morphemes is governed by grammatical
gender when inflecting nouns, pronouns, and adjec-
tives. Verbs are conjugated differently depending
on whether the endings of the infinitive forms are
-ar, -er, or -ir. They also include inflectional agree-
ment with the person and number of the subject.
Another characteristic of Spanish and other Ro-
mance languages is that it has fusional morphology,
such that a single word form can expresses various
grammatical features.

180



Romanian, as another member of the Romance
family, is also highly inflected language with both
nominal and verbal inflection, indicating a wide
range of grammatical features. The inflected forms
of nouns and adjectives are determined by the gram-
matical gender of the nouns as well as their endings.
For verbss, there are 4 conjugation classes, depend-
ing on the endings of the infinitive forms.

Portuguese is an Indo-European language in
the Romance branch, Portuguese is also an in-
flectional language that bears similarity to Span-
ish, although the exact number of possible distinc-
tions/inflections and the degree of irregularity is
different. For certain word endings (e.g., -s or -z),
plural and singular Portuguese forms are the same.

German is an inflected and fusional language
where affixes are added to the stem to convey gram-
matical information. such as number, case, as-
pect, and gender. There can be several affixes that
encode the same grammatical information. The
choice of affixes usually depends on the gender
of the noun. If it is masculine, plurality is often
expressed by adding -e. Feminine nouns often end
with -en. However, there are many additional rules
in German, often involving changing the vowel to
an umlaut (e.g., plural of “Zug” is “Züge”).

4.2 The Wug Test in Different Languages

The Wug test (Berko, 1958) was originally de-
signed to test the morphological knowledge of
children. It tests knowledge of both inflectional
morphology and derivational morphology in En-
glish. In 23 out of 28 questions, children hear
a nonce word embedded in the context of an ut-
terance, and need to complete the utterance with
the nonce word’s inflected form. The questions
test knowledge of a wide range of morphological
features, including numbers, tenses, diminutive,
possessive, and derivation inflections.

We first used GPT-4 to translate the original
Wug-test questions from English into the consid-
ered 6 different languages (see Figure 1). Then, to
ensure the translation is correct, we had language
experts (linguistically-trained native speakers) eval-
uate the machine-translated questions and correct
the translation if necessary. In addition, we ad-
justed the nonce words to fit the phonotactic rules
of the language, according to feedback from the
language experts. That is, in many languages word
have certain rules regarding the combination of dif-
ferent sounds. For example, French verbs must end

with -er or -ir, while a consonant cluster like zmrzl
would be unacceptable in English but fine in Czech.
Thus, we also asked native speakers to modify the
original nonce words so that they become phono-
tactically valid in the corresponding language. If
there were any words that already existed in the
language, we also removed those from the test.

After checking all translations, we prompted the
LLMs to complete the Wug test in each of the 6 lan-
guages. Specifically, we consider GPT-4 (OpenAI,
2023) (version: gpt4-0613 and GPT-3.5 (Ouyang
et al., 2022) (version: gpt-3.5-turbo-0613).
Since these models are fine-tuned on instruction-
following, they can deal with prompts that are
phrased as an instruction (Ouyang et al., 2022),
we opted to prompt the language models in a zero-
shot way, i. e., without supplying similar examples.
We did not provide an explicit instruction about
which word form that should be generated (e.g.,
past or plural) such that the LLMs have to infer
that information from the context, yet instruct the
model to assume that the nonce word is a word of
the respective language.

Specifically, we employed the following English-
language prompt prefix “Assuming that “{word}”
is a {language} word, read the following paragraph
and replace the underscores with a suitable word
form of “{word}”” to each question (see Figure 1).
We repeat this procedure to have the two LLMs
complete the Wug Test across the six languages.
Below we show an example for one question of the
Vietnamese Wug test.

Vietnamese Wug Test: Assuming that “bing” is
a Vietnamese word, read the paragraph and replace
the underscores with a suitable form of “bing”.
Người đàn ông đứng trên trần nhà. “Đây là một
người biết cách bing. Anh ta đang bing. Anh ta đã
làm điều tương tự ngày hôm qua. Anh ta đã làm gì
hôm qua? Hôm qua anh ta __. ( bing/đã bing)”

In this example, a word should be filled in to
indicate past tense of the nonce word “bing”. Past
tense in Vietnamese does not require changing the
word form. The correct form should be the same
nonce word. The word “đã” can be optionally added
to further clarify that the action is in the past.

Notably, the original Wug test had a pre-defined
ground truth response for each question, which
were not available for our newly translated lan-
guages. Therefore, we asked the language experts
to judge whether the model’s responses conform
to the morphological rules of their language, eval-
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uating the correctness of each answer on a scale
of 1 (fully disagree) to 5 (fully agree). Finally, we
asked these speakers to provide their own preferred
completion of the task.

5 Results

5.1 Accuracy

To calculate accuracy, we binarized the ratings
from native speakers into correct and wrong. We
consider responses with human ratings of score 4
and 5 to be correct, and those responses rated as
1 and 2 to be wrong. For responses rated with 3,
we assign “correct” if the human response matches
exactly with the model’s response, and “wrong”
otherwise.

Language T E I Model Acc.

Vietnamese 0.03% -16 -1.2099 GPT-3.5 87%
GPT-4 91%

French 1.78% -11 0.0469 GPT-3.5 52%
GPT-4 87%

Spanish 0.79% -11 0.0470 GPT-3.5 78%
GPT-4 70%

Romanian 0.17% -8 0.1106 GPT-3.5 56%
GPT-4 65%

Portuguese 0.54% -6 0.2948 GPT-3.5 56%
GPT-4 74%

German 1.68% -12 0.4648 GPT-3.5 66%
GPT-4 62%

Table 1: Results from the Human Evaluation of LLM’s
completions on the Multilingual Wug Test. Column
T lists the representation of each language GPT-3’s
training data. E-complexity (column E) is the Lupyan
and Dale (2010)’s morphological complexity score. I-
complexity (I) is Bentz et al. (2015)’s entropy-based
measure for lexical diversity.

Table 1 shows the results for the six tested lan-
guages, as judged by native speakers. Descriptive
statistics reveals that both GPT-4 and GPT-3.5 are
generally able to generate correct morphemes for
the nonce words. The mean accuracy is 0.69 (SD =
.46). GPT-4 scores slightly higher than GPT-3.5 (M
= .74, SD = .44 versus M = .64, SD = .48), but this
difference is not significant under a t-test, t(2,274)
= -1.69, p = .09. We cannot conclude that GPT-4 is
more capable than GPT-3.5.

5.2 Effect of Morphological Complexity

To connect our results per with the languages’ mor-
phological complexity, we quantify to what extent
accuracy is affected by a language’s E-complexity

using a measure from Lupyan and Dale (2010) and
I-complexity using a measure from Bentz et al.
(2015), as well as the percentage of GPT-3’s train-
ing data per language, for which we take the dataset
statistics from GPT-31 as estimates.

To test whether morphological complexity
scores predict LLMs’ performance on the Wug test,
we fitted mixed-effect logistic regression models
to predict accuracy from morphological complex-
ity values, potentially modulated by the amount of
training data. The analysis is conducted in R us-
ing the lme4 package. All variables were centered
and scaled before the analysis. We consider the
question number as a random effect because it is
expected that the difficulty varies per question. We
have experience with adding more random effects
(e.g., type of GPT model, evaluator, language), yet
those did not yield a better fit as tested via ANOVA.
Due to high co-linearity (VIF>10 for I-complexity
and VIF>5 for E-complexity), we split the model
into Model 1 with I-complexity and Model 2 with
E-complexity – with the language’s representation
in the training data being present in both.

The results of Model 1 (see Table 2) show that
I-complexity scores have a significant weak nega-
tive effect on accuracy scores (β = -.67, p = .0187).
The results of Model 2 (see Table 3) show that
E-complexity scores do not predict LLMs’ perfor-
mance on the Wug test (β = .10, p = .7463). The
amount of training data was found not predictive
of Wug test performance in both models (β = .10,
p = .5853 and β = -.02, p = .9137, respectively).
Further, there is no interaction effect between I and
the amount of training data. The interaction effect
between E-complexity and training data is, how-
ever, nearly significant. These results suggest that
it is the irregularity of the morphological system
rather than the number of inflectional categories
that predicts the morphological capabilities of the
investigated LLMs. Notably, the amount of train-
ing data does not seem to affect the morphological
knowledge learned by LLMs. Figure 2 visualizes
the relationship between binary accuracy and each
of the predictors (E-complexity, I-complexity, and
training data percentage).

5.3 Error Analysis
We also analyzed the models’ incorrect responses
(rated 2 or lower, or 3 with mismatching responses)

1https://github.com/openai/gpt-3/blob/master/
dataset_statistics/languages_by_character_count.
csv
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Figure 2: Binary accuracy based on human ratings of LLM responses (y-axis, added jitter) with respect to I-
complexity (Left) and E-complexity (Center), with higher being more complex, as well as training data percentage
(Right). Regression lines are logistic regression with the factor of the (scaled) x-axis as sole predictor and question
number as random effect. Results show a trend that LLM responses to the Wug Test in languages that are more
complex under these measures receive lower ratings from native speakers.

Var Estimate SE z value p-value

T 0.1036 0.1898 0.546 0.5853
I -0.6744 0.2869 -2.351 *0.0187
T:I -0.0461 0.2389 -0.193 0.8468

Table 2: Results of mixed effect logistic regression with
binary accuracy as dependent variable and question number
as random effect. Fixed effects are training data (T) and I-
complexity (I) and their interaction (T:I).

Var Estimate SE z value p-value

T -0.0207 0.1914 -0.108 0.9137
E 0.1049 0.3243 0.324 0.7463
T:E 0.7331 0.3857 1.901 0.0574

Table 3: Results of mixed effect logistic regression with
binary accuracy as dependent variable and question number
as random effect. Fixed effects are training data (T) and E-
complexity (E) and their interaction (T:E).

with the goal of detecting any systematic patterns in
LLMs’ morphological knowledge (or lack thereof).
When zooming in on the incorrect responses only,
we detected four types of errors:

One type of error is that the models do not inflect
the nonce word at all, when it should be inflected,
e.g., using an affix (inflection ignorance). For ex-
ample, the correct plural form for the nonce word
“tass” in Spanish would be “tasses”. However, GPT-
3.5 did not add the suffix -es, and simply produced
the uninflected singular form.

A second type of error was that models occasion-
ally failed to choose the correct affixes (inflection
mismatch). For example, in German the model
generated accusative plural “Lunen”, instead of
nominative plural “Lune” for the word “Lun”.

A third type of error was that the models some-
times applies English morphological rules to nonce
words in other languages (English fall-back). For
example, in Vietnamese, “dã” should be added be-
fore the verb to create the past form. In the case
of the nonce verb “bing”, the models should have
responded with “dã bing”. However, the model’s
response was “binged” – which wrongfully follows
the grammatical rule of English. We attribute this
kind of error to the dominance of English and pos-
sibly due to the English Wug test being present
in the models’ training data. Although “bing” is
a phonotactically valid in Vietnamese, the models
mistakenly considered it as an English nonce word,
as in the original Wug test, and thus completed the
sentence with the English past form.

As a fourth type of error, we also observe the
real-word bias, as reported by Weissweiler et al.
(2023), whereby the models sometimes treated the
nonce word as if it was a similar existing word in
the language, and provide an inflected form for that
word. For example, the nonce word “tass” was
wrongly pluralized to “Tassen”, which is the plural
of the very similar existing German word “Tasse”.

6 Discussion

Our goal was to investigate how well multilingual
LLMs learn the underlying morphosyntactic struc-
ture of different languages and how this is influ-
enced by languages’ degree of morphosyntactic
complexity. We did this by applying a Wug test
in 6 different languages, and evaluating the mod-
els’ responses as a function of two measures of
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complexity, as well as the representation of the
language in the training data.

Morphology matters We found that integra-
tive morphological complexity (I-complexity) is
more predictive of LLMs’ out-of-distribution per-
formance than the language’s representation in
the pre-training data – a surprising finding given
that the amount of training data is usually consid-
ered the main driving factor for language model-
ing performance. For example, despite having the
least amount of training data (0.03%), the mod-
els’ performance was much better on Vietnamese
compared to other languages (average accuracy of
85%), which has the lowest E- and I-complexity
scores. Notably, all of the observed failures on the
Vietnamese Wug test belong to the first error cate-
gory: the misuse of English morphological rules.

Our results also show that different dimensions
of morphological complexity affect LLMs’ perfor-
mance to different degrees. Specifically, we found
that only I-complexity (which corresponds to pre-
dictability of word forms from context) predicts
Wug test accuracy, but not E-complexity. Thus,
while languages with a lot of word forms are more
challenging for LLMs to learn, the predictability of
these word forms given appears to have a greater
impact on LLM performance.

Lastly, our results show that the amount of train-
ing data seems to be less important than morpholog-
ical complexity. Specifically, we did not find that
the language’s representation in the model’s train-
ing data is not predictive of its morphological capa-
bilities. With this finding, we further support Liu
and Hulden (2022), who found that Transformer-
based models fail to inflect unknown words despite
them being trained on a large amount of data.

Error types Our error analysis shows that LLM’s
occasionally make mistakes in inflecting the nonce
words. Besides the real word bias revealed by Weis-
sweiler et al. (2023), our error analysis revealed
three more types of errors beyond real-world bias:
inflection ignorance, inflection mismatch, and En-
glish fall-back. We attribute the English fall-back
to the high prominence of English in the model’s
training data (90%+).

Comparison with previous studies Previous
studies found the effect of E-complexity on LLMs’
performance (Cotterell et al., 2018b; Park et al.,
2021; Gerz et al., 2018). However, we do not find
any effect of E-complexity on LLMs’ Wug test ac-

curacy. Rather, we found that I-complexity predicts
morphological capability of LLMs. It should be
noted that these studies measure the relationship
between morphological complexity and different
metrics of LLMs. While we attempt to use behav-
ioral probing to measure morphological knowledge
of LLMs, other work uses modeling difficulty (Cot-
terell et al., 2018b), perplexity (Gerz et al., 2018),
and surprisal (Park et al., 2021; Mielke et al., 2019).
Furthermore, the high correlation between the an-
alyzed morphological complexity measures con-
firms the findings of Cöltekin and Rama (2023).

Comparing our results with Weissweiler et al.
(2023), we can confirm that LLM’s accuracy on the
morphological completion of nonce words is not
perfect. A particularly interesting case is German:
Among the languages studied here, German has a
relatively low E-complexity score, but the highest
I-complexity score. Weissweiler et al. (2023) found
German to be the best-performing language, with
86.49% accuracy, taking into account the five most
probable completions for each stimulus k = 5.
However, comparing German on a k = 1 setup
with long prompts (most similar to ours), the other
study reports 62.18% accuracy, which is indeed
comparable with our results for German: 62%
(GPT-4) and 66% (GPT-3.5). Therefore, we assume
that this drastic drop in accuracy (86% to 62%) can
be attributed to the number of possible generation
attempts that are taken into account (k = 5 vs.
k = 1). For future studies, it is therefore impor-
tant to take into account the number of generation
attempts.

In the context of comparing large language mod-
els to humans, our results suggest that what is more
complex for us is also more complex for LLMs.
Specifically, work on first and second language
acquisition suggests that languages with more
complex morphosyntactic structures are harder to
learn (Kempe and Brooks, 2008; DeKeyser, 2005;
Dressler, 2003, 2010; Slobin, 1985). Our study
is in line with this conclusion, and extend it to
LLMs. It also confirms recent insights from artifi-
cial language learning experiments, which found
that artificial miniature languages with more sys-
tematic structures are easier to learn and generalize
across adult humans, small recurrent neural net-
works trained from scratch, and large language
models (Galke et al., 2023; Raviv et al., 2021).

Implications Our findings have important im-
plications for low-resource language processing.
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Specifically, it is worth paying attention to lan-
guages’ morphological complexity. When aiming
for equal capabilities across languages in multi-
lingual LLMs, the classic approach would be to
counterbalance the representation of low-resource
languages in the training data. However, our re-
sults suggest that this is not sufficient: we found
no significant effect of training data representation
on Wug test accuracy (within the frame of the ana-
lyzed data). Potentially, other tokenization strate-
gies, such as single-byte tokenization (Xue et al.,
2022) or morphology-guided tokenization (Creutz
and Lagus, 2007) could help improve LLM’s per-
formance on low-resource language processing.

7 Conclusion

We tested whether languages’ morphological com-
plexity affected the performance of multilingual
large language models on a classic language task.
We ran the Wug test in 6 languages and ana-
lyzed how task performance was affected by the
degree of morphological complexity in each lan-
guage. Our results show that languages’ morpho-
logical complexity (specifically, integrative com-
plexity), is more important than its relative rep-
resentation in the training data of large language
models – a finding that challenges conventional
wisdom and comes with important implications for
low-resource language modeling. We have further
identified additional error types beyond real-world
bias such as English fall-back and inflection igno-
rance, whose cause we will explore in future work
by investigating the role of tokenization.

Data Availability

The translations of the Wug test into the six
considered languages, the script for query-
ing the language models, and the script
for our statistical analysis is available un-
der https://github.com/dangthithaoanh/
multilingual-wug-test-on-LLMs.

Limitations

We have limited ourselves to comparing only two
large language models because we prioritized hav-
ing an expert judgement for each individual model
response. The share of each language in the LLM’s
pre-training data is taken from the original GPT-
3 repository as estimates for GPT-3.5 and GPT-4.
Another limitation is that the nonce words could
appear more irregular in some languages than in

others. Moreover, for most languages, we only
had one language expert providing the ratings of
grammatical correctness. However, we have quali-
tatively checked the interrater agreement on Viet-
namese and found high agreement. Lastly, we have
only considered one language (Vietnamese) for the
category of isolating morphology.

Ethical Considerations

We emphasize that morphological complexity of
languages bears no implication on their quality –
having more complexity does not make one lan-
guage better than another (see Raviv et al., 2022).
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Abstract
Research in artificial intelligence has witnessed
the surge of large language models (LLMs)
demonstrating improved performance in var-
ious natural language processing tasks. This
has sparked significant discussions about the
extent to which large language models emu-
late human linguistic cognition and usage. This
study delves into the representation of gram-
matical well-formedness in LLMs, which is a
critical aspect of linguistic knowledge. In three
preregistered experiments, we collected gram-
maticality judgment data for over 2400 English
sentences with varying structures from Chat-
GPT and Vicuna, comparing them with human
judgment data. The results reveal substantial
alignment in the assessment of grammatical cor-
rectness between LLMs and human judgments,
albeit with LLMs often showing more conser-
vative judgments for grammatical correctness
or incorrectness.

1 Introduction

The rise of LLMs has been extraordinary, demon-
strating proficiency across numerous linguistic
tasks such as resolving ambiguities (Ortega-Martín
et al., 2023), addressing queries (Brown et al.,
2020), and facilitating multilingual translation (Jiao
et al., 2023). Despite not being initially pro-
grammed with a human-like hierarchical syntax
structure, these models have managed to identify
complex syntactic patterns and generate sophisti-
cated syntactic interpretations (Wilcox et al., 2022;
Van Schijndel and Linzen, 2018; Futrell et al.,
2019). However, the critical question remains:
Do LLMs truly mirror human linguistic cognition?
Prominent figures such as Chomsky et al. (2023) ar-
gue that LLMs and humans process and understand
language differently, while others like Piantadosi
(2023) suggest that LLMs might indeed reflect gen-
uine human linguistic processes.

Recent empirical research has become key to this
debate. Innovative experiments by Binz and Schulz

(2023) subjected GPT-3 to a battery of psychologi-
cal tests originally crafted to understand facets of
human thought processes, ranging from decision-
making matrices to reasoning pathways. The out-
comes were intriguing, with GPT-3 not just mirror-
ing but at times outperforming human benchmarks
in specific scenarios. Similarly, Kosinski (2023)
assessed the capacity of LLMs to understand and
respond to false-belief scenarios, which are uti-
lized to gauge human empathy and comprehension.
Here, the responses from ChatGPT echoed the pat-
terns seen in school-going children, though sub-
sequent research from Brunet-Gouet et al. (2023)
voiced concerns about the consistency of such re-
sponses. Further, Cai et al. (2023) subjected Chat-
GPT to a range of psycholinguistic tests, revealing
significant alignment in language use between the
model and humans, although differences such as
in word length preference were observed (e.g., Ma-
howald et al. (2013)). Qiu et al. (2023) assessed
ChatGPT’s ability to compute pragmatic implica-
tures and found that ChatGPT did not demonstrate
human-like flexibility in switching between prag-
matic and semantic processing. Additionally, Chat-
GPT did not exhibit the effect of communicative
context on the rates of computing scalar implica-
tures, which is a well-established effect for human
participants.

When examining LLM-human similarities, it’s
crucial to assess the extent to which LLMs’ repre-
sentations of linguistic knowledge align with those
of humans. Contemporary linguistic theories often
distinguish between the inherent mental systems
that enable language comprehension and produc-
tion and the actual use of language–illustrated by
distinctions like “Langue vs. Parole” from Saus-
sure (1916) and “Competence vs Performance” by
Chomsky (1965). Grammaticality judgement is a
central method to assess linguistic representation
competence. Chomsky (1986) highlighted that evi-
dence for linguistic theorizing largely depends on
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“the judgements of native speakers”. While there
are other sources of evidence like speech corpus
or acquisition sequences (Devitt, 2006), formal lin-
guists typically favor native speakers’ grammati-
cality intuitions. The prevailing assumption is that
our language knowledge comprises abstract rules
and principles forming intuitions about sentence
well-formedness (Graves et al., 1973; Chomsky,
1980; Fodor, 1981).

Our study focuses on the representation of gram-
matical well-formedness in LLMs. Recent research
on the grammatical capabilities of language mod-
els has primarily focused on binary grammatical-
ity judgments using minimally different sentence
pairs. Marvin and Linzen (2018) evaluated vari-
ous language models on syntactic phenomena and
found that while models handle local dependen-
cies well, they struggle with non-local dependen-
cies. Similarly, Warstadt et al. (2019) introduced
the Corpus of Linguistic Acceptability (CoLA) to
test neural network models on binary acceptabil-
ity judgments, revealing that these models still fall
short of human performance on complex syntac-
tic structures. Dentella and et al. (2023) further
examined GPT-3’s performance on less frequent
grammatical constructions, highlighting its limita-
tions in understanding underlying meanings. While
these studies have provided valuable insights into
the grammatical abilities of language models, they
primarily relied on binary judgment tasks and fo-
cused on specific syntactic phenomena. In contrast,
our preregistered study (https://osf.io/75dtk)
adopts a more comprehensive approach by incor-
porating both binary and graded naturalness judg-
ments, allowing for a finer-grained analysis of lan-
guage model performance. We collected gram-
maticality judgment data for over 2400 English
sentences from ChatGPT and Vicuna, comparing
them with human judgment data. Our findings indi-
cate substantial agreement between ChatGPT and
humans regarding grammatical intuition, although
noticeable differences were also observed.

2 Experiment 1

In this experiment, we presented ChatGPT and
Vicuna with English sentences of varying gram-
maticality and asked them to judge the sentences
as either natural or unnatural. We compared the
LLMs’ judgement data with human judgement data,
examining the similarities and differences in their
knowledge of sentence grammaticality.

2.1 Method

We did not recruit human participants ourselves; in-
stead, in all experiments reported in this paper, we
utilized datasets from Lau et al. (2017) which were
made publicly available. In their study, human par-
ticipants recruited from Amazon Mechanical Turk
performed a series of judgement tasks, including
the grammaticality judgement of English sentences.
We adopted their data from three judgement tasks
as a proxy for humans’ grammatical knowledge
and later compared the human data with the LLM
data that we gathered.

The stimuli used for the judgement tasks were
adopted from the experimental materials in Lau et
al., which consisted of English sentences of graded
grammaticality. These sentences were created fol-
lowing an automated procedure in which texts from
the British National Corpus were selected and trans-
lated into four different languages: Norwegian,
Spanish, Chinese, and Japanese. The sentences
were then translated back to English, resulting in
2500 English sentences of various degrees of gram-
maticality. According to Lau and colleagues, this
automated procedure created a ranked distribution
of relative grammatical well-formedness in English,
with Norwegian texts yielding the best results and
Japanese texts yielding the most distorted versions
(Lau et al., 2014). Table 1 provides a breakdown of
the languages from which experimental sentences
were derived.

Language Counts

English 500
Spanish 491
Japanese 500
Norwegian 480
Chinese 498

Table 1: The number of stimuli derived from each lan-
guage in Exp 1&2.

A set of five related sentences used in the experi-
ment is shown in Table 2. Note that there were 31
duplicated stimuli in Lau et al. due to some trans-
lated sentences being identical across languages.
Consequently, we only included the 2469 distinct
sentences as our experimental items.

Our data collection followed a “one trial per run”
procedure where each interaction with the LLMs
contained only a singular experimental trial. Unlike
the procedure in Lau et al., where each participant
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Language Text

English This essential motion cannot take place except in a liquid medium.
Norwegian This required movement cannot take place except in a liquid medium.
Spanish This fundamental movement cannot take place except in a liquid medium.
Chinese The necessary motion in addition to the liquid medium does not occur.
Japanese This exercise is essential cannot take place except for the liquid medium.

Table 2: A set of related stimuli adopted from Lau et al. (2014). The original English sentence was translated into
four languages specified in the “Language” column, and then the translated version was translated back to English,
resulting in corresponding sentences in the “Text” column.

was given a multi-item survey, our “one trial per
run” method minimized potential biases stemming
from preceding trials on the current judgment. This
approach also circumvented an issue observed in
prior projects where LLMs would occasionally lose
track of the instructions midway through. Addition-
ally, the shorter sessions characteristic of the “one
trial per run” design were less vulnerable to poten-
tial server or connectivity problems.

Judgement data from ChatGPT (gpt-3.5-turbo-
0613) and Vicuna (vicuna 13b 1.1) were collected
separately using the R package MacBehaviour
(Duan et al., 2024). In each trial, we presented
ChatGPT or Vicuna with an English sentence from
our inventory of stimuli and prompted the model
to judge whether the sentence was natural or un-
natural. The sentences to be judged were the 2469
distinct experimental items from Lau et al. (2014,
2017). Each sentence was randomly selected fol-
lowing the one trial per run procedure, and we
conducted 50 runs for each experimental item. A
detailed description of the data collection pipeline
is available in the project’s preregistration report on
the OSF website (https://osf.io/75dtk). Fol-
lowing Lau et al. (2014, 2017), LLMs’ responses
were coded as integer scores, with “1” standing for
“unnatural” and “4” for “natural”. We combined
human judgement data with ChatGPT and Vicuna
data and performed two sets of analyses to examine
the degree of similarity between human and LLMs’
judgements. First, we conducted correlational anal-
yses to examine whether sentences judged as gram-
matical by humans are more likely to be judged as
grammatical by LLMs and vice versa. To do this,
we calculated the mean rating score of each sen-
tence stimulus for humans, ChatGPT, and Vicuna,
and then computed the correlation coefficients be-
tween ChatGPT and humans as well as between
Vicuna and humans.

To examine how human and LLMs’ ratings were

influenced by the grammaticality of the stimuli, we
recoded the “natural” and “unnatural” response as
“1” and “0” respectively and constructed a Bayesian
mixed-effects logistic regression model using the
R package brm (Bürkner, 2017) with default priors.
We treated the logit of the “natural” response as
a function of participant type (human vs. Chat-
GPT vs. Vicuna) and the language from which the
stimuli sentences were derived (English vs. Nor-
wegian vs. Spanish vs. Chinese vs. Japanese). The
predictors were dummy-coded, with the human
data in the English condition being the reference
level. Random effects structures were constructed,
including item intercepts and slopes:

Logit of “natural” response ∼
1 + participant× language

+(1 + participant× language | item)

2.2 Results
The correlation between human and LLM judge-
ments of sentence naturalness is shown in Figure
1. There was a significant correlation between hu-
man and ChatGPT judgement (r = 0.83, 95% CI
= [0.82, 0.84], p < 0.01), indicating that sentences
judged as natural by humans tended to be judged
as natural by ChatGPT as well and vice versa. A
significant correlation was also found between hu-
man and Vicuna judgement (r = 0.66, 95% CI
= [0.63, 0.68], p < 0.01). According to Cohen
(2013), a correlation coefficient of 0.5 or larger
represents a strong correlation. A strong and sig-
nificant correlation between humans and LLMs in
their naturalness judgement suggested a consider-
able extent of shared grammatical knowledge. We
also noticed that the ChatGPT-human correlation
was stronger than the Vicuna-human correlation, as
evidenced by their respective 95% confidence in-
tervals (95% CI = [0.82, 0.84] vs. 95% CI = [0.63,
0.68]).
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Figure 1: Correlation of naturalness judgement between
humans and LLMs in Exp.1. Each point represents the
mean rating score of a sentence. Top panel: human vs.
ChatGPT. Bottom panel: human vs. Vicuna.

The mixed-effects model, on the other hand,
revealed noticeable variations in the naturalness
judgement across participant types and the lan-
guages from which the stimuli sentences were de-
rived. The baseline for comparison was the human
participants’ judgement of the original English sen-
tences. Compared with human participants, Chat-
GPT was more likely to judge the original English
sentences as natural (β = 0.39, 95% CI = [0.19,
0.58]), while Vicuna was less likely to judge the
original English sentences as natural (β = −0.32,
95% CI = [-0.47, -0.18]). For human participants,
the probability of a “natural” response decreased
for sentences derived from languages other than
English, as seen from the negative slopes in the lan-
guage conditions other than English (β = −1.81
for Spanish; β = −3.69 for Japanese; β = −1.55
for Norwegian; β = −3.06 for Chinese). Notice-
ably, this decrease was more dramatic for ChatGPT
but reversed for Vicuna. As shown in Figure 2,
sentences derived from other languages were rated
higher by Vicuna than by human participants.

2.3 Discussion

In this experiment, we investigated the extent to
which LLMs share grammatical knowledge with
human beings by replicating the binary judgement

Figure 2: Comparison of mean rating scores across
participant types and language conditions in Exp1. An
error bar represents the 95% confidence interval of the
mean calculated using bootstrapping methods.

task from Lau et al. (2014, 2017), using ChatGPT
and Vicuna as participants. We found strong corre-
lations between human and LLM naturalness judge-
ments, with sentences judged to be more natural by
human participants generally being judged more
natural by LLMs, and vice versa. Adopting the
perspective that naturalness judgement is a proxy
grammatical knowledge (Lau et al., 2014, 2017),
we interpreted this strong correlation as evidence
of LLMs and humans sharing a considerable range
of knowledge in sentence grammaticality. Though
both LLMs’ judgements correlated highly with hu-
man judgements, the correlation between ChatGPT
and humans was stronger than that between Vicuna
and humans.

The major difference between human and LLMs
lies in their tolerance towards ungrammatical sen-
tences. Compared with human participants, Chat-
GPT was less tolerant of ungrammaticality, as
it gave much lower ratings to sentences auto-
translated from languages other than English. On
the other hand, Vicuna offered a much higher rat-
ings to those less grammatical sentences than hu-
man participants did. This suggests a degree of
heterogeneity among current LLMs in that a gen-
eral label of large language model does not provide
detailed information on an individual model’s per-
formance in language tasks.

One limitation for this current research design
is the response type. The stimuli were created fol-
lowing the procedure that aimed towards a graded
profile of sentence grammaticality; however, partic-
ipants were required to provide binary judgements
on the naturalness of the sentences. It is possible
that the binary nature of the response type may not
be optimal for judging graded grammaticality. We
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address this limitation in the second experiment by
changing the response type from binary to a ranked
measure.

3 Experiment 2

Our second experiment replicated the four-category
grammaticality judgement in Lau et al. (2014,
2017) with ChatGPT and Vicuna as the partici-
pants. We then compared human performance with
that of the LLMs.

3.1 Method
We used the same experimental stimuli as in the
first experiment but followed a similar procedure
with an important modification: instead of ask-
ing LLMs to judge whether a given sentence is
natural or unnatural, we instructed them to judge
if the sentence is extremely unnatural, somewhat
unnatural, somewhat natural, or extremely natu-
ral. By employing a four-point Likert scale as
the response type, we believe that participants’
judgement should be more sensitive to the graded
nature of the stimuli. A detailed description of
the experimental procedure is available from the
project’s preregistration report on the OSF website
(https://osf.io/75dtk).

We combined LLMs’ and human participants’
judgements for statistical analysis in which the four-
point responses were numerically represented us-
ing numbers from one to four. Following the same
rationale as the first experiment, we conducted two
sets of analyses to compare the grammatical knowl-
edge between humans and LLMs. First, we con-
ducted correlational analyses following the same
steps as in Experiment 1. Second, we constructed
a Bayesian mixed-effects model that treated the
naturalness ratings as a function of participant type
(human vs. ChatGPT vs. Vicuna) and the language
from which the stimuli sentences were derived (En-
glish vs. Norwegian vs. Spanish vs. Chinese vs.
Japanese). The predictors were dummy coded with
the human data in the English condition serving as
the reference level. Random effects structures were
constructed, including item intercepts and slopes:

judgment ∼ 1 + participant× language

+ (1 + participant× language | item)

3.2 Results
There is a significant correlation between human
and ChatGPT’s judgement (r = 0.84, 95% CI =

Figure 3: Correlation of naturalness ratings between
humans and LLMs in Exp.2. Each point represents the
mean rating score of a sentence. Top panel: human vs
ChatGPT. Bottom panel: human vs Vicuna.

[0.83, 0.85], p < 0.01) as well as between human
and Vicuna’s judgement (r = 0.49, 95% CI = [0.45,
0.52], p < 0.01). The ChatGPT-human correlation
was stronger than the Vicuna-human correlation
(Figure 3).

The mixed-effects model showed that human
participants on average judged the original En-
glish stimuli (baseline) as between “somewhat nat-
ural” and “extremely natural” (β = 3.4, 95% CI
= [3.35, 3.45]). On the other hand, stimuli de-
rived from languages other than English were rated
lower than the baseline (β = −0.56 for Spanish;
β = −1.35 for Japanese; β = −0.42 for Norwe-
gian; β = −1.06 for Chinese). Furthermore, for
the original English stimuli, human participants’
ratings were significantly higher than ChatGPT’s
ratings (β = −0.44, 95% CI = [-0.48, -0.40]) and
Vicuna’s ratings (β = −0.39, 95% CI = [-0.44,
-0.34]).

Additionally, the variation in Vicuna’s responses
was minimal within a specific language condition
and across different language conditions. This is
evident in Figure 4 from the small 95% confidence
intervals of the mean and from the similar rating
scores Vicuna provided across language conditions.
Roughly speaking, stimuli sentences were judged
as “somewhat natural” (a score of 3) by Vicuna
regardless of the actual grammaticality of the sen-
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Figure 4: Comparison of mean rating scores across
participant types and language conditions in Exp2. An
error bar represents the 95% confidence interval of the
mean calculated using bootstrapping methods.

tences. This behavior contrasted greatly with Chat-
GPT, which exhibited a noticeable variation in its
naturalness judgement across sentence types. Mim-
icking the pattern observed among human partic-
ipants, ChatGPT provided higher naturalness rat-
ings for the original English sentences while pro-
vided lower ratings for sentences derived from lan-
guages that are typologically further than English
such as Japanese and Chinese.

3.3 Discussion

In this study, we replicated Experiment 1 using the
same stimuli while modifying the response type
to a four-point Likert scale. Major findings of Ex-
periment 1 were successfully replicated. First, we
observed strong correlations between LLMs and
human participants regarding their ratings of sen-
tences of varying grammaticality. Secondly, sig-
nificant differences were observed between human
participants and LLMs in the ratings of sentences
in specific language conditions. These findings
suggest that although there is a general agreement
between humans and LLMs regarding the relative
grammaticality of various sentence structures, the
grammatical knowledge of LLMs and human par-
ticipants differs in terms of the degree of endorse-
ment to specific sentence structures. For sentences
deemed very natural by human participants, the nat-
uralness judgements from LLMs were more conser-
vative. Conversely, for sentences judged as “unnat-
ural” by human participants, Vicuna placed them
on the “natural” side of the scale. This revealed
the heterogeneity among current LLMs previously
discussed in Experiment 1. Though both Vicuna
and ChatGPT are representative of current LLMs,
they nevertheless differed in their performance of

naturalness judgement. While ChatGPT closely
mimicked human participants in the naturalness
rankings of different stimuli categories (en > no/es
> zh/ja), Vicuna showed minimal variation in its
judgments across stimuli derived from different
languages.

4 Experiment 3

This experiment aimed to further our understanding
of human and LLMs’ knowledge of grammaticality
by replicating the previous two experiments using a
sliding scale judgement task that was adopted from
Lau et al. (2014, 2017).

4.1 Method

Following the design of Lau and colleagues, we in-
structed our participants, ChatGPT and Vicuna, to
rate the naturalness of stimuli sentences with inte-
ger scores from 1 (extremely unnatural) to 100 (ex-
tremely natural), after which we compared LLMs’
judgement data with that of human participants
following the same data analysis procedure as the
previous two experiments.

The original study of Lau et al. (2017) sampled
250 items from the same inventory of the previous
two experiments as the stimuli of the sliding scale
judgement task. Two out of the 250 items were du-
plicated and thus we included 248 unique sentences
as the experimental items. Since the experimental
items were a subset of the previous experimental
items, they were derived from the same automatic
procedure as the previous experiments. A break-
down of the languages they were derived from is
shown in Table 3.

Language Counts

English 50
Spanish 44
Japanese 59
Norwegian 45
Chinese 50

Table 3: The number of stimuli derived from each lan-
guage in Exp 3.

4.2 Results

Consistent with the findings of the previous experi-
ments, we again observed a strong and significant
correlation between human and ChatGPT’s rating
(r = 0.81, 95% CI = [0.77, 0.85], p < 0.01)
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Figure 5: Correlation of naturalness ratings between
humans and LLMs in Exp.3. Each point represents the
mean rating score of a sentence. Top panel: human vs
ChatGPT. Bottom panel: human vs Vicuna.

as well as between human and Vicuna’s rating
(r = 0.72, 95% CI = [0.65, 0.77], p < 0.01) in the
sliding scale judgement task.

The output of the mixed-effects model was con-
sistent with what we found in Experiment 2. The
original English stimuli received a naturalness
rating of 86.96 out of 100 from human partici-
pants (95% CI = [81.98, 91.85]). Compared with
this baseline, the stimuli derived from languages
other than English received a lower naturalness
rating (β = −15.58 for Spanish; β = −47.13
for Japanese; β = −16.76 for Norwegian; β =
−39.33 for Chinese). Moreover, for the origi-
nal English stimuli, human participants’ ratings
were significantly higher than ChatGPT’s ratings
(β = −9.86, 95% CI = [-13.6, -6.25]) and Vicuna’s
ratings (β = −11.46, 95% CI = [-15.68, -7.14]).

Due to a much smaller number of stimuli
adopted in this experiment, the estimates from the
mixed-effects model had a larger error term asso-
ciated with them as compared with the previous
experiments. The variation in rating score across
different language conditions was specifically no-
ticeable for human participants, as shown from the
bootstrapped confidence intervals in Figure 6.

Figure 6: Figure 6 Comparison of mean rating scores
across participant types and language conditions in
Exp3. An error bar represents the 95% confidence inter-
val of the mean calculated using bootstrapping methods.

4.3 Discussion

In this experiment, we adopted a sliding scale
judgement task to elicit finer-grained responses re-
garding sentence grammaticality. Compared with
Experiment 2, the response type of this experiment
allowed for more nuanced patterns to occur; nev-
ertheless, major findings of Experiment 2 were
replicated. First, human and LLMs shared a con-
siderable amount of grammatical knowledge as ev-
ident from the strong correlation in the naturalness
rating score. This shared knowledge determines the
relative soundness of various sentence structures.
For example, the sentence “This essential motion
cannot take place except in a liquid medium” is
viewed by human and LLMs as more grammatical
than the sentence “This exercise is essential cannot
take place except for the liquid medium”. Sec-
ond, original sentences from the British National
Corpus were rated higher by human participants
than by LLMs, while translated sentences, espe-
cially those derived from Chinese and Japanese,
were rated lower in naturalness by humans than
by LLMs. It seems that LLMs are more “conser-
vative” in naturalness judgement compared with
human participants. This revealed the differences
between human and LLMs in terms of the “distri-
butional knowledge” of sentence grammaticality,
which will be further elaborated in the general dis-
cussion section.

Compared with Experiment 2, the rating scores
in this experiment exhibited larger variations within
and across experimental manipulations. For in-
stance, in Experiment 2, Vicuna ratings were
largely stable across language conditions; however,
in this experiment, we clearly observed a ranked
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distribution of Vicuna’s judgement. The original
English stimuli received the highest ratings, and the
Japanese-oriented sentences received the lowest rat-
ings, while the stimuli derived from Norwegian and
Spanish received intermediate naturalness ratings.
We attributed the increased variation to the reduced
size of the stimuli in this experiment, which is only
one-tenth of the number of stimuli in the previous
experiments.

5 General Discussion

Expanding upon Lau et al. (2014, 2017), our study
introduced ChatGPT and Vicuna as LLM coun-
terparts for grammaticality judgment, seeking to
determine the extent to which LLMs align with hu-
mans in their linguistic knowledge. In general, we
observed a strong correlation between human and
LLM judgments on the naturalness of sentences,
which according to Lau et al. (2014, 2017) sug-
gests a significant overlap in their grammatical
knowledge. However, this overlap does not im-
ply equivalence, as our data revealed consistent
statistical differences in ratings between humans
and LLMs across all three experiments. In the bi-
nary judgment task, human participants were more
conservative than ChatGPT. Conversely, in the four-
point and sliding scale tasks, human participants
displayed greater variability in their judgments
towards both grammatical and less grammatical
sentences compared to ChatGPT. Vicuna’s ratings,
while generally aligning with those of ChatGPT
and humans, exhibited less variation across tasks,
suggesting a different processing model.

We posit that a fundamental distinction between
human and LLM representations of language lies
in the ‘distributional knowledge’ of sentence gram-
maticality. Humans acquire an understanding of
grammaticality through diverse daily language ex-
periences, enriched by a dynamic array of cogni-
tive and contextual cues. In contrast, LLMs rely
predominantly on statistical patterns derived from
their training data. This difference in linguistic in-
put is crucial, with human language input being
inherently more diverse and dynamic, incorporat-
ing a wide array of linguistic registers, dialects,
and styles shaped by social interactions and cul-
tural contexts. This exposure enables humans to
develop a nuanced and contextually adaptive under-
standing of language, an aspect of linguistic com-
petence that LLMs with their data-driven learning
processes cannot fully replicate (Qiu et al., 2023).

Moreover, human language processing is inher-
ently multi-modal, incorporating auditory, visual,
and contextual cues that enhance comprehension
and interpretation. This multi-modal integration
includes body language, tone, facial expressions,
and environmental context, all of which contribute
to a rich, intuitive grasp of language nuances and
grammaticality. In contrast, LLMs such as Chat-
GPT and Vicuna process language purely as text
tokens, which are sequences abstracted from their
communicative contexts. The tokenization process
specific to each model’s architecture often strips
away nuanced information that humans naturally
use to infer meaning, leading to potential discrep-
ancies in understanding subtle linguistic cues or
complex semantic structures.

Additionally, the cognitive processes in humans,
including memory, attention, and inference, dy-
namically interact during language processing, al-
lowing for a rich contextual interpretation of lan-
guage that adapts in real-time. This level of cog-
nitive engagement in language processing is not
mirrored in current LLM architectures, which pri-
marily rely on recognizing patterns and statistical
generalizations from extensive datasets. These fun-
damental differences imply that the grammaticality
of a sentence is judged against different distribu-
tions of possible sentence structures by humans
and LLMs. Understanding these variations is cru-
cial for recognizing the limitations and potential
biases of LLM-generated language assessments. It
also underscores the importance of incorporating
diverse real-world language data and sophisticated
cognitive models into LLM training protocols to
improve their linguistic adaptability and judgment
accuracy.

6 Conclusion

Our investigation into the alignment of LLMs with
human grammaticality judgments has revealed both
promising correlations and significant nuances in
their linguistic capabilities. While LLMs like Chat-
GPT and Vicuna can effectively mirror human judg-
ments in broad strokes, discrepancies in sensitivity
and the conservativeness of their ratings underscore
the importance of careful model selection and cali-
bration for specific linguistic tasks.

7 Limitations

While our study provides valuable insights into
the grammatical capabilities of LLMs, it is worth
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noting that the experiments were conducted us-
ing prompting methods. As Hu and Levy (2023)
argued, LLMs may be better judges of grammati-
cality when evaluated using sentence probabilities
rather than prompts. A reviewer suggested that this
approach aligns more closely with the langue ver-
sus parole (competence vs. performance) distinc-
tion. Their findings suggest that using probability
measures can yield more accurate grammaticality
judgments by LLMs. Future work should replicate
our study using probability measures to provide a
more comprehensive understanding of LLMs’ lin-
guistic capabilities.
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Abstract

Humans have clear cross-modal preferences
when matching certain novel words to visual
shapes. Evidence suggests that these prefer-
ences play a prominent role in our linguistic
processing, language learning, and the origins
of signal-meaning mappings. With the rise
of multimodal models in AI, such as vision-
and-language (VLM) models, it becomes in-
creasingly important to uncover the kinds of
visio-linguistic associations these models en-
code and whether they align with human rep-
resentations. Informed by experiments with
humans, we probe and compare four VLMs for
a well-known human cross-modal preference,
the bouba-kiki effect. We do not find conclu-
sive evidence for this effect but suggest that
results may depend on features of the models,
such as architecture design, model size, and
training details. Our findings inform discus-
sions on the origins of the bouba-kiki effect in
human cognition and future developments of
VLMs that align well with human cross-modal
associations.

1 Introduction

The development of machine understanding and
generation of natural language has benefited im-
mensely from the introduction of transformer-
based architectures (Vaswani et al., 2017). These
architectures have since then been adapted and ex-
tended to handle multimodal data, leading to the
creation of various types of multimodal models,
including vision-and-language models. These mod-
els can potentially revolutionize how AI systems
understand the world and interact with humans.
However, we lack direct access to the exact rep-
resentations and associations they encode. How
VLMs integrate representations in the two modali-
ties and whether associations between modalities
are made in a human-like way is still being ac-

*Equal contribution

Figure 1: Which of these two shapes is Kiki? Images
from Köhler (1929, 1947)

tively investigated (Alper et al., 2023; Kamath et al.,
2023; Zhang et al., 2024b; Karamcheti et al., 2024).

Here, we use a well-known paradigm from the
field of cognitive science to probe into a specific
cross-modal association between speech sounds
and visual shapes: the bouba-kiki effect. When
humans see two figures, one with jagged and one
with smooth edges, and are told one is a Kiki and
the other a Bouba, 95% will name the jagged figure
Kiki (Ramachandran and Hubbard, 2001). This
effect was initially discovered and described anec-
dotally by Wolfgang Köhler (Köhler, 1929, 1947),
using the two images shown in Figure 1 with the
labels maluma and takete. Since then it has been
widely studied (as reviewed in Section 2), and ex-
panded with many other cross-modal preferences
in human processing of (speech) sounds and visual
imagery. Moreover, a wealth of evidence suggests
that such preferences widely influence patterns we
see in human languages (e.g., Ramachandran and
Hubbard, 2001; Cuskley and Kirby, 2013; Imai
and Kita, 2014; Verhoef et al., 2015, 2016; Tama-
riz et al., 2018). Even though non-arbitrariness in
language is often still regarded as an exception in
some disciplines, in fields such as language evolu-
tion, and sign language linguistics, iconic form-
meaning mappings are considered omnipresent
(Perniss et al., 2010). Given the central role cross-
modal preferences play in human visio-linguistic
representations and their effects on language, it is
pertinent to investigate whether VLMs associate
non-words and visual stimuli in a human-like way.
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Examining universal human cross-modal prefer-
ences in VLMs can help us gain key insights across
disciplines. First, it may reveal whether VLMs pro-
cess multimodal information in a human-like way
and whether similar biases drive their understand-
ing of visual-auditory form-meaning mappings.
Overlap in cognitive biases can potentially increase
mutual understanding and improve interactions be-
tween humans and machines (Kouwenhoven et al.,
2022). Second, it may help pinpoint what is miss-
ing to make VLMs more suitable for realistic simu-
lations of human language emergence. Increas-
ingly, VLMs are used in emergent communica-
tion settings, where agents communicate with each
other and develop a novel language (Bouchacourt
and Baroni, 2018; Mahaut et al., 2023; Kouwen-
hoven et al., 2024). These models are used to im-
prove machine understanding of human language
(Lazaridou and Baroni, 2020; Lowe et al., 2020;
Steinert-Threlkeld et al., 2022; Zheng et al., 2024),
but also to simulate and study human language evo-
lution processes (Galke et al., 2022; Lian et al.,
2023). While the influence of cross-modal associa-
tions on the emergence of language has been stud-
ied extensively in language evolution experiments
with humans (Verhoef et al., 2015, 2016; Tamariz
et al., 2018; Little et al., 2017), the phenomenon is
still absent from current emergent communication
paradigms. Evidently, cognitively plausible VLMs
are more suitable for simulating aspects of the evo-
lution of meaning in language. Finally, the actual
origin of the bouba-kiki effect is still being debated
within cognitive science and linguistics, with pro-
posed explanations ranging from attributing it to
similarities between shape features and features of
either orthography (Cuskley et al., 2017), acous-
tics and articulation (Ramachandran and Hubbard,
2001; Maurer et al., 2006; Westbury, 2005), affec-
tive–semantic properties of human and non-human
vocal communication (Nielsen and Rendall, 2011),
or physical properties relating to audiovisual reg-
ularities in the environment (Fort and Schwartz,
2022). If the bouba-kiki effect can be reproduced
in a VLM, it can help reveal the crucial ingredients
for this effect, potentially leading to models better
aligned with human representations.

To the best of our knowledge, only one previous
paper discussed the bouba-kiki effect in VLMs.
Alper and Averbuch-Elor (2023) tested two models,
CLIP (Radford et al., 2021) and Stable Diffusion
(Rombach et al., 2022), and reported to find strong
evidence for the effect in these models. This is

somewhat surprising given the way these models
are trained and the absence of relevant data sources
such as auditory information and experience with
physical object properties. Therefore, we introduce
nuance in this discussion and show, contrary to this
previous finding, that the bouba-kiki effect does not
occur consistently in VLMs, and the presence of
this cross-modal preference may depend on the way
it is tested and properties like model architecture,
attention mechanism, and training details.

2 Background

2.1 Sound-symbolism and cross-modal
associations in language and cognition

When Hockett (1960) listed a set of design features
deemed essential to natural human language, "ar-
bitrariness" was included. This feature refers to
the arbitrary/unmotivated mapping between words
and their meanings. However, when exploring
beyond Indo-European languages, non-arbitrary
form-meaning mappings appear to play a signif-
icant role in many languages (Imai et al., 2008;
Perniss et al., 2010; Dingemanse, 2012). Most
obviously, perhaps, sign languages are rich in non-
arbitrary "iconic" mappings, with articulators that
lend themselves particularly well to representing
meanings by mimicking, for example, shapes or
actions. However, some spoken languages also
have specific classes of words where characteristics
of the meaning are mimicked or iconically repre-
sented in the word. Examples have been identified
as "ideophones," "mimetics", or "expressives," and
this phenomenon is often called sound-symbolism
(Imai et al., 2008; Imai and Kita, 2014; Dinge-
manse, 2012). Even in languages not typically con-
sidered rich in sound symbolism, such as English
and Spanish, vocabulary items from specific lexical
categories, like adjectives, are rated high in iconic-
ity as well (Perry et al., 2015). Perhaps the most
overwhelming evidence for the widespread impor-
tance of sound-symbolism in human languages
comes from a study by Blasi et al. (2016), who
analyzed vocabularies of two-thirds of the world’s
languages and found evidence for strong associa-
tions between speech sounds and particular mean-
ings across geographical locations and linguistic
lineages. Consequently, non-arbitrariness is an im-
portant property of all languages.

In addition, human language learning, process-
ing, and evolution are affected by cross-modal as-
sociations. Sound-symbolic mappings help young
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children acquire new words (Imai et al., 2008), and
iconic words are learned earlier in child language
development (Perry et al., 2015). Furthermore,
parents use sound-symbolic words in their infant-
directed speech more often than in adult-to-adult
conversations (Imai et al., 2008). In a novel word
learning task, participants trained on a mapping
congruent with a known cross-modal association
performed better than participants in an incongru-
ent condition (Nielsen and Rendall, 2012). Sound-
symbolic mappings in language have been con-
nected to cross-modal mappings in the human brain
(Simner et al., 2010; Ramachandran and Hubbard,
2001; Lockwood and Dingemanse, 2015) and pro-
cessing of sound-symbolic words is less affected
by aphasia (language-affecting brain damage af-
ter left-hemisphere stroke), than arbitrary words
(Meteyard et al., 2015). It is also argued that uni-
versally shared cross-modal biases play an essential
role in the evolution of language by bridging the
gap between sensory input and meaning by provid-
ing a basis for linguistic conventions (Ramachan-
dran and Hubbard, 2001; Cuskley and Kirby, 2013;
Imai and Kita, 2014). Shared biases can help to
create mutual understanding because communica-
tive partners will automatically understand what is
meant when a word like "kiki" is used for the first
time in a context like the one shown in Figure 1.

While the bouba-kiki effect may be the most
famous example of a universal cross-modal associ-
ation, many other cognitive biases in cross-modal
perception have been reported. For example, non-
arbitrary associations exist in human processing
between high pitch sounds and light shades (Marks,
1974; Melara, 1989; Ward et al., 2006), light shades
with rising intonation (Hubbard, 1996), graphemes
and colours (Cuskley et al., 2019), vowel height
and lightness (Cuskley et al., 2019), small size and
high pitch (Evans and Treisman, 2010; Parise and
Spence, 2009) and vowel openness and visual size
(Schmidtke et al., 2014). Therefore, the findings
presented in this paper only scratch the surface of
what is possible in this domain.

2.2 Testing the bouba-kiki effect in humans
After its initial discovery, the bouba-kiki effect has
been studied increasingly rigorously, extending the
initial pair of two images with more possible pairs
(Maurer et al., 2006; Westbury, 2005), and even ran-
domly generated ones to control for biases related
to deliberate selection by the researchers (Nielsen
and Rendall, 2011, 2013). In addition, various sets

of labels and pseudowords have been contrasted
and compared to study the relative importance of
vowels versus consonants in the labels (Westbury,
2005; Nielsen and Rendall, 2011, 2013). The role
of orthography, in addition to auditory properties
of speech sounds, has also been studied (Cuskley
et al., 2017; Bottini et al., 2019). Across set-ups,
non-arbitrary preferences are found robustly across
varying cultures and writing systems (Ćwiek et al.,
2022). Remarkably, to some extent this can even
be found in blind individuals who undergo a haptic
version of the bouba-kiki task (Bottini et al., 2019).

Most experiments in this domain are conducted
using a two-alternative forced choice design, where
two contrasting images are shown side by side (one
jagged and the other curved), and two possible la-
bels are offered, asking participants to make the
"correct" mapping. However, it has been argued
that this is an anti-conservative method in the sense
that the concurrent presentation of two images that
differ along one dimension and two labels that also
differ along one dimension strongly primes partici-
pants to match the two, noticing their similarities.
Nielsen and Rendall (2013) therefore introduced
a different method, in which images are presented
independently, and participants are asked to gener-
ate novel pseudowords to match the images. Here,
we adopt their approach as a stringent method for
probing VLMs for the bouba-kiki effect.

2.3 Vision-and-language models
Despite recent advances in multi-modal models
(Zhang et al., 2024a) using transformer archi-
tectures, they remain poorly understood and of-
ten show unwanted behaviors such as poor visio-
compositional reasoning (Thrush et al., 2022; Di-
wan et al., 2022) or spatial reasoning skills (Kamath
et al., 2023). In addition, in the visual question-
answering domain it is a well-known problem that
models often lack visual grounding and have trou-
ble integrating textual and visual data (Goyal et al.,
2017; Jabri et al., 2016; Agrawal et al., 2018). This
makes it perhaps even more puzzling that Alper
and Averbuch-Elor (2023) found strong evidence
for a bouba-kiki effect in CLIP and Stable Diffu-
sion: even if these models are able to extract sound-
symbolic information in the absence of auditory
data, they will likely struggle to actually associate
that information with visual properties.

Their approach involved generating two large
sets of pseudowords, where one set was more likely
associated with round shapes (examples: bodubo,
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Model Train objective Architecture Attention #Params #imgs,caps (M)
CLIP CON Dual-Stream Modality-specific 151.3M 400, 400
ViLT ITM&MLM single-stream Merged 87.4M 4.10, 9.85
BLIP2 CON&IGTG&ITM Dual-stream Q-Former ∼3.8B 129, 258
GPT-4o Unknown Unknown Unknown Unknown Unknown

Table 1: Overview of the models. Objectives are Image Text Matching(ITM), Masked Language Modelling(MLM),
Image-grounded Text Generation(IGTG), or Contrastive Learning(CON). Numbers are millions(M) or billions(B).

gunogu, momomo) and the other set would evoke
associations with jagged shapes (examples: kitaki,
hipehi, texete). The CLIP embedding vector space
was used to define a visual semantic dimension that
best separates two sets of pre-selected adjectives
(various synonyms of round and jagged). Within
this space, pseudoword properties could reliably
predict adjective type (round or jagged), and geo-
metric properties associated with those adjectives
could predict the category of pseudowords. With
Stable Diffusion, novel images were generated
based on pseudowords and analyzed by embedding
them using CLIP and through human evaluation.
Both methods revealed evidence for the presence of
sound symbolic mappings in these models (Alper
and Averbuch-Elor, 2023).

While their methods mainly involved text-to-
image generation (with Stable Diffusion) or text-to-
text mapping (with CLIP embeddings), we focus
on image-to-text classification. We use images
previously used in experiments with humans, as
well as novel images generated following a proce-
dure previously used to generate items for human
experimentation. This approach provides an addi-
tional way of testing for cross-modal associations
in VLMs and yields data that can be more directly
compared to human data from studies into the
bouba-kiki effect. Moreover, Alper and Averbuch-
Elor (2023) did not explicitly compare different
VLMs (Stable Diffusion also uses CLIP). However,
it would not be surprising if properties relating to
the architecture, for example, affect the presence
of this effect since these properties directly deter-
mine how the modality gap is bridged. Previous
findings suggest that dataset diversity and scale
are the primary drivers of alignment to human rep-
resentations (Conwell et al., 2023; Muttenthaler
et al., 2023). We compare four models here, with
different architectures, attention mechanisms, and
training objectives.

While many different architectures exist, they
typically use single or dual-stream architectures.
Either combining the inputs from two modalities

and encoding them jointly (single-stream) or en-
coding them by two separate modality-specific
encoders (dual-stream). Single-stream architec-
tures typically use merged attention, where the
language and visual input attend to both them-
selves and the other modality. Dual-stream ar-
chitectures often use some form of cross-model
attention, like co-attention and modality-specific
attention, in addition to merged attention. Recently,
Li et al. (2023) introduced a lightweight Query-
ing Transformer (Q-Former) to bridge the modality
gap between any arbitrary pre-trained frozen vision
model and a language model, resulting in BLIP2.
Frequently, image text matching and masked lan-
guage modeling are used as learning objectives
(e.g., ViLT; Kim et al., 2021), but some methods
use a contrastive learning objective (e.g., CLIP)
or use image-grounded text generation loss (e.g.,
BLIP, BLIP2). The models used in this paper are
shown in Table 1. They are different in the above
aspects, allowing investigation into the effect of
their designs and input data on the bouba-kiki ef-
fect. In addition, we include GPT-4o; even though
no information is available for this model, its gen-
erative performance is unprecedented.

3 Methods

To test for the presence of a bouba-kiki effect in
VLMs we employ previously used as well as newly
generated images (§3.1) and use a method for con-
structing pseudowords (3.2) that is directly bor-
rowed from Nielsen and Rendall (2013). Probing
(§3.3) was used to obtain image-text scores and
responses were analyzed in two ways (§3.4).

3.1 Image selection and generation

The original set of images used by Köhler (1929,
1947), as shown in figure 1, has been expanded in
subsequent experiments. Maurer et al. (2006) for
example introduced additional line drawings and
Westbury (2005) used images with white shapes
on a black background. Here we use the original
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pair and the two sets of four image pairs by Maurer
et al. (2006); Westbury (2005). In addition, we
generated new random curved and jagged images
using a method inspired by Nielsen and Rendall
(2013). We generated 10 uniformly distributed
points within a circle with a radius of 1. These
points were connected with either smooth curves
or straight lines. For curved images, we generated
curves that pass through the given points such that
they form a closed path. Jagged images were gener-
ated by connecting the ordered points with straight
lines, also forming a closed path. All images are
displayed in Appendix A.

3.2 Pseudoword generation
Following the experiment conducted by Nielsen
and Rendall (2013) with human participants, we
present the VLMs with a constrained set of syl-
lables that can be used to construct novel pseu-
dowords. Based on previously established cross-
modal association patterns, Nielsen and Rendall
(2013) selected sets of vowels and consonants that
were expected to evoke a sense of correspondence
with either jagged or curved visual shapes. We
adopt exactly their set here, consisting of sono-
rant consonants M, N and L and rounded vowels
OO, OH and AH, expected to match to curved
shapes, and plosive consonants T, K and P and
non-rounded vowels EE, AY and UH, expected to
match to jagged shapes. Syllables were created by
making consonant-vowel combinations. In total
36 different syllables (e.g., loo, nah, kee, puh) can
be constructed in this way, with nine different ver-
sions of each syllable type: sonorant-rounded (S-
R), plosive-rounded (P-R), sonorant-non-rounded
(S-NR) and plosive-non-rounded (P-NR).

In addition to single syllables, we generated
pseudowords by concatenating two syllables, as
this was exactly the task human participants were
asked to complete in the experiment (Nielsen and
Rendall, 2013). However, since we are not primar-
ily interested here in distinguishing the separate
roles played by consonants versus vowels in the
bouba-kiki effect, and Nielsen and Rendall (2013)
demonstrated that both have an effect, we limit the
set of possible syllables in two-syllable probing to
combinations of S-R syllables and P-NR syllables.

An important difference between the human set-
up and our work, is that their participants also
listened to a spoken version of the pseudowords,
while our models are only exposed to the written
form. Since the bouba-kiki effect is most often

assumed to integrate vision and sound, this may
influence the result. However, the relation between
orthographic shapes and the sounds they represent
is not arbitrary either and has presumably been
shaped by human iconic strategies in their devel-
opment and evolution (Turoman and Styles, 2017).
This perhaps also explains why a role for English
orthography has been demonstrated in the bouba-
kiki effect for humans (Cuskley et al., 2017), while
at the same time it is robust across different writing
systems (Ćwiek et al., 2022).

3.3 VLM probing

To assess the preferences of BLIP2, CLIP, and
ViLT, in each trial, we extract probabilities for all
possible labels (i.e., syllables and pseudowords)
conditioned on an image. Instead of only embed-
ding the label, each label is fed in a sentence (‘The
label for this image is {label}’) such that embed-
ding the textual input is closer to the models’ nat-
ural objective1. Importantly, only the labels differ
between inferences such that variance in the prob-
ability given an image is caused by the label only.
Where Alper and Averbuch-Elor (2023) use an indi-
rect metric by embedding the inputs in CLIP space,
our method uses the model probabilities as a more
direct measure of how well a given syllable or pseu-
doword matches a novel image. For GPT-4o, we
prompt the model to generate a label and use its
probability directly (Appendix B).

3.4 Analysis

All findings were analyzed for statistical signifi-
cance using Bayesian models with the brms pack-
age (Bürkner, 2021) in R (R Core Team, 2023).
To analyze VLM probability scores, we fitted
Bayesian multilevel linear models (4 chains of
4000 iterations and a warmup of 2000, family =
gaussian) to predict probability with image shape
(Jagged versus Curved), consonant (plosive or
sonorant) and vowel (rounded or non-rounded) cat-
egories (Probability ∼ shape ∗ (consonant +
vowel)). For all models of this type, the random
effects structure consists of varying intercepts for
image and label with by-label random slopes for
shape. When comparing proportions of vowels,
consonants, or selected pseudoword types, we fit-
ted Bayesian logistic models (4 chains of 1000 iter-
ations and a warmup of 500, family = binomial) to

1Additional analysis revealed that the overall results re-
main consistent even when only the label is provided.
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Figure 2: Percentages of trials in which selected syllables contain sonorant consonants or rounded vowels, separated
by image shape (Jagged or Curved) for all four VLMs

test whether shape predicts the occurrence of par-
ticular vowels, consonants or pseudoword types
(Occurrence|trials(SampleSize) ∼ Shape).
Effects are considered significant when the com-
puted 95% Credible Interval does not include 0, i.e.
the lower and the upper bounds of the CI have to
be either both positive or both negative. All plots
were created in ggplot2 (Wickham, 2016).

4 Results

The findings are analyzed in two ways. First, we
compare the results of VLM probing to the perfor-
mance of human participants (Nielsen and Rendall,
2013). For BLIP2, CLIP and ViLT this means
we first only consider the syllable or pseudoword
with the highest probability for each image. These
are then analyzed similarly to those selected by
humans or generated by GPT-4o. Second, we ex-
amine the probabilities for each possible syllable or
pseudoword from BLIP2, CLIP and ViLT, to obtain
a more comprehensive measure of cross-modal as-
sociations. For the GPT-4o results reported below,
one image in the Jagged shape condition is consis-
tently missing since it (top right image in Figure 7
in Appendix A) was flagged as ‘content that is not
allowed by our safety system’.

4.1 Single syllable selection

VLMs were first probed using single syllables, here
we are interested to see if the models predominantly
pair Jagged images with P-NR and Curved images
with S-R syllables, as was found with humans. Fig-
ure 2 shows these results as the percentage of trials
(where each individual image of the set of 17 pairs
forms a trial) in which model probabilities where
highest for sonorant consonants or rounded vowels

with either Curved or Jagged shapes. A result that
fits the expected human pattern would show higher
bars for the Curved than for the Jagged shapes in
both sets. The only models where this seems to go
in the right direction are CLIP and GPT-4o. BLIP2
mostly displays a general preference for P-R sylla-
bles, without considering the shape and ViLT does
not display any clear preference. To test whether
the differences in percentages for CLIP and GPT-4o
are significant, we use Bayesian logistic models (as
described in 3.4). For both models, Jagged images
are paired with sonorant consonants significantly
less often than Curved images (CLIP: b = -1.79,
Bayesian 95 % Credible Interval [−3.86,−0.05],
GPT-4o: b = -3.51, 95 % CI [−6.69,−1.37]) and
Jagged images are paired with rounded vowels sig-
nificantly less often than Curved images (CLIP: b =
-1.62, 95 % CI [−3.06,−0.19], GPT-4o: b = -1.97,
95 % CI [−3.66,−0.36]).

4.2 Probability scores for novel syllables
While GPT-4o only selects the best fitting syl-
lable out of all options for each image, CLIP,
BLIP2 and ViLT provide probability scores for
each possible syllable, yielding more comprehen-
sive data. Here we therefore also analyze the prob-
ability scores for these three models, to investigate
whether higher scores occur when pairing S-R syl-
lables with Curved images than with Jagged im-
ages and vice versa for P-NR syllables. Figure 3
shows the probabilities for the pseudoword pairs
that were used in the classic experiments with hu-
mans (bouba & kiki, takete & maluma) and the four
different syllable types (S-R, S-NR, P-R, P-NR).

Looking at the original pseudowords, none of
the models display a clear bouba-kiki or takete-
maluma effect. Probabilities for the different words
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Figure 3: Probability scores for the original pseudowords (bouba, kiki, takete and maluma), as well as for the four
different generated syllable types: Sonorant-Rounded (S-R), Sonorant-Non-Rounded (S-NR), Plosive-Rounded
(P-R) and Plosive-Non-Rounded (P-NR), paired with two types of shapes (Jagged or Curved) for three VLMs

differ overall (with a curiously high probability for
"bouba" in CLIP), but this does not seem modu-
lated by the visual shape. For the syllables, BLIP2
shows no shape-modulated variation at all, and
ViLT displays contradictory patterns (e.g. higher
probability scores for S-NR than S-R syllables with
Curved shapes and higher scores for S-NR with
Jagged than with both P-R and P-NR). Only CLIP
gets close to the expected pattern, with equal scores
for the ambiguous syllable types (S-NR and P-R)
but slightly higher scores for P-NR with Jagged
and S-R with Curved. Yet, no significant effects are
found when testing whether CLIP shows a pattern
of preferring the expected consonants and vowels
with their associated shapes using a Bayesian mul-
tilevel linear model (as described in 3.4). For ViLT,
we find one (tiny) interaction between shape and
consonants in the opposite direction of what is ex-
pected, where scores for Jagged shapes are signifi-
cantly higher when paired with sonorant versus plo-
sive consonants (b = .0056, 95 % CI [.0001, .0112]).
For BLIP2, we find a significant overall prefer-
ence for rounded vowels (b = 0.0055, 95 % CI
[.0019, .0091]), but no other effects.

4.3 Two-syllable pseudoword selection

Although the results in Nielsen and Rendall (2013)
were analyzed by looking at single syllables, the
actual task human participants performed involved
creating novel pseudowords consisting of two syl-
lables. We therefore also used our VLMs to gener-
ate (GPT-4o) or provide probability scores (CLIP,
BLIP2 and ViLT) for two-syllable pseudowords
that were created by concatenating two of the pos-

sible syllables from the set of S-R (most Curved)
and P-NR (most Jagged) syllables resulting in 324
words. For CLIP, BLIP2 and ViLT we first look at
the "preferred" pseudowords, by only considering
the option with the highest probability score for
each image. Figure 4 shows the percentages of tri-
als in which S-R syllables were matched to either
Curved or Jagged images, counting each one of the
two syllables in a word separately. BLIP2 never
used S-R syllables and only selected pseudowords
that contained two P-NR syllables, independently
from which image was shown. Both CLIP and GPT-
4o show a higher percentage of Curved matched
to S-R compared to Jagged, but GPT-4o seems to
mostly just prefer S-R syllables overall. A manual
inspection of GPT-4o’s generated pseudowords re-
vealed that in 25 out of 33 trials the word "nohmoh"
was used, 12 times for Jagged and 13 times for
Curved images. For ViLT, if a preference is present,
it is in the wrong direction. In the case of CLIP,
we find that Jagged images are indeed paired with
S-R syllables significantly less often than Curved
images (b = -1.00, 95 % CI [−2.04,−0.04]).

4.4 Probability scores for novel two-syllable
pseudowords

We obtained probability scores for all possible two-
syllable pseudowords when paired with each image
for CLIP, BLIP2 and ViLT. Figure 5 shows these
results by plotting probabilities for four different
pseudoword types. The pseudoword on the left
combines two P-NR syllables and is therefore ex-
pected to result in higher probabilities for Jagged
shapes. Conversely, the most right pseudoword
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Figure 4: Percentages of trials in which Jagged
or Curved visual shapes were matched to Sonorant-
Rounded (S-R) syllables embedded in two-syllable pseu-
dowords for all VLMs. Here 0% for S-R syllables im-
plies a 100% preference for P-NR syllables.

combines two S-R syllables and should evoke
higher probabilities for Curved shapes. A pattern in
which pink (Curved) bars rise while green (Jagged)
bars fall would therefore reflect evidence for the
bouba-kiki effect. None of the tested VLMs fit
this pattern. Since GPT-4o generated "nohmoh"
(and similar variants like "moomoh") almost ex-
clusively when given the freedom to select two
syllables from the full set of Jagged-associated and
Curved-associated syllables, we also independently
obtained probabilities for both syllable types. For
this, we asked GPT-4o to generate a pseudoword
for each image twice, once when given only the
set of Jagged-associated syllable options, and once
with only the Curved-associated syllables as op-
tions. Yet, again no significant effect of shape on
probability scores for different syllable types was
found. Figure 9 in Appendix C shows this result.

4.5 Summary

In summary, the bouba-kiki effect appeared absent
for BLIP2 and ViLT, while for CLIP and GPT-4o,
the results varied depending on how the effect was
tested, and results were analyzed. When asking
the model to select one best-fitting syllable, CLIP
and GPT-4o both display the effect in the expected
direction. However, this pattern disappears when
looking at a richer dataset of probability scores
(from CLIP, BLIP2, and ViLT) for each possible
syllable. In the case of two-syllable words, GPT-4o
results no longer display significant evidence for a
bouba-kiki effect.

5 Discussion

Our findings partly contradict previous work,
which found that sound-symbolic associations are
present in CLIP and Stable Diffusion (Alper and
Averbuch-Elor, 2023). We use a different method,
focusing on image-to-text probabilities, which is
more similar to how the effect has been tested with
humans. We show that it is too early to conclude
that VLMs understand sound-symbolism or map
visio-linguistic representations in a human-like way
since the results depend heavily on which specific
model is tested and how the task is formulated.
This is unsurprising given that CNN-based models
often classify based on superficial textural rather
than shape features (Baker et al., 2018; Geirhos
et al., 2019; Hermann et al., 2020) and, albeit less
so, this texture bias is also present in vision trans-
formers (Geirhos et al., 2021). Moreover, Darcet
et al. (2024) identified that, during inference, ViT
networks create artifacts at low-informative back-
ground areas of images that are used for compu-
tations rather than describing visual information.
Both findings are in stark contrast with what, at its
core, is required for sound symbolism. However,
the fact that some evidence for a bouba-kiki effect
could be found in two of the four models tentatively
suggests that real-world physical experience with
different object properties may not be needed to de-
velop this cross-modal preference but that it can, to
some extent, be learned from statistical regularities
in data containing text and images.

Human language on its own already contains
many non-arbitrary regularities between speech
sounds and meaning (Blasi et al., 2016), and these
regularities, like phonesthemes (Bergen, 2004), can
be detected and interpreted by models such as word
embeddings (Abramova and Fernández, 2016) and
LSTM based language models (Pimentel et al.,
2019). No visual input is needed for this, and
perhaps this is also what caused the appearance
of the bouba-kiki effect in the work by Alper and
Averbuch-Elor (2023). In our work, we gave more
prominence to the visual input and found much less
convincing evidence for the effect.

Regarding the design features of the models we
tested, we see that the model with the best bouba-
kiki alignment to human preferences, CLIP, is also
trained on the largest amount of data (comparing
the three models we have information on, not in-
cluding GPT-4o). This finding aligns with previ-
ous work showing that dataset properties affect
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Figure 5: Probability scores for four pseudoword types, combining Sonorant-Rounded (S-R) and Plosive-Non-
Rounded (P-NR) syllables, paired with two types of shapes (Jagged or Curved) for three VLMs

alignment with human representations (Conwell
et al., 2023; Muttenthaler et al., 2023). However,
despite having much more parameters than CLIP,
BLIP2 does not show the effect. In addition, while
both BLIP2 and CLIP use dual-stream architec-
tures, only CLIP, which uses modality-specific at-
tention mechanisms, displays some evidence of a
bouba-kiki effect. Despite impressive performance
on vision-language tasks, the Q-Former in BLIP2
apparently does not promote sound-symbolic asso-
ciations. This is important knowledge for develop-
ing models with vision-language representations
that align with those of humans. More aligned
models show more robust few-shot learning (Su-
cholutsky and Griffiths, 2023) and promote more
natural interactions between humans and machines
(Kouwenhoven et al., 2022). Although we find
modest evidence for a bouba-kiki effect in GPT-4o,
we cannot know the origin of this effect as model
details are unknown.

6 Conclusion

Given the pervasive role cross-modal associations
play in human linguistic processing, learning and
evolution, we tested for the presence of a bouba-
kiki effect in four VLMs that differ along various
dimensions such as architecture design, training
objective, number of parameters, and input data.
Evidence for this effect is limited, but not entirely
absent, in the tested VLMs and these findings in-
form discussions on the origins of the bouba-kiki
effect in human cognition and future developments
of VLMs that align well with human cross-modal
associations.

7 Limitations

Our work has a few notable limitations. First, we
used synthetic images that were previously used
in experiments with humans. Even though this
makes our results easily comparable to those of
human studies, there is a potential risk that these
images are out-of-domain for models that are pre-
dominantly trained on realistic images. In future
extensions of this work we therefore plan to include
more naturalistic images.

A second limitation manifests itself in the tok-
enization of the textual input. While humans in
the experiment evaluate pseudowords as a whole,
the tokenization process in language models may
split our syllables or pseudowords into tokens that
would not necessarily evoke the expected cross-
modal associations in humans either (e.g., a sep-
arate evaluation of H in OH may invite a jagged
association instead of curved). Despite being a fun-
damental difference, the primary goal of this work
was to assess the preferences of VLMs in their
most basic form. Further work should investigate
whether tokenization affects results and identify
whether there may be model-specific cross-modal
associations on a token instead of word level.

Third, the pseudowords we used were based on
an experiment with humans but were different from
those used by Alper and Averbuch-Elor (2023),
who did find a strong bouba-kiki effect in CLIP
embeddings. To allow for a better comparison
with their findings, future work should also test
our image-to-text approach with their set of pseu-
dowords.

Finally, our experiments included a relatively
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small number of trials, limited by available experi-
mental stimuli from human studies. By combining
images from several previous studies and augment-
ing this set with additional newly generated images,
we used more trials than most studies conducted
with humans, though. The set of generated images
can easily be expanded in future work. However,
given the current pattern of results, this is not ex-
pected to lead to a more robust bouba-kiki effect in
most models.
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A Full set of images

This appendix presents the full set of images with
visual shapes that were used in the experiments.
Besides the original image pair from Köhler (1929,
1947) which was shown in Figure 1, we used four
image pairs from Maurer et al. (2006), displayed
in figure 6, four from Westbury (2005), displayed
in figure 7, and 8 additional pairs we newly gener-
ated using a method inspired by the one described
by Nielsen and Rendall (2013), displayed in Fig-
ure 8. For each image pair, the Curved version is
displayed on the left and the Jagged version on the
right.

Figure 6: Images from (Maurer et al., 2006)

B GPT-4o prompting

Image-label matching is not directly possible for
GPT-4o since the probabilities of the input tokens
cannot be accessed. We therefore prompt (B.1) this
model, with the temperature being 0.0, to gener-
ate a syllable or pseudoword given an image and
use the log probabilities of the generated tokens to
calculate the probability for a label conditioned on
an image. Just like in the sentence setup used in
the other models, our interest lies not primarily in
the variability that may arise from using different
prompts but rather focuses on the influence of the
image on the predictions by using a simple and
effective prompt that is identical for each image.
Doing so allows us to use the resulting probabilities
as a gauge for the models’ preference of a label for
a given image.
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Figure 7: Images from (Westbury, 2005)

You are given an image for which you
need to assign a label. Use {one/two} of
the following labels: {possible_labels

}. Only respond with the label.

Prompt B.1: The exact prompt used to obtain GPT-
4o probabilities. possible_labels corresponds to the
syllables of interest.

C GPT-4o pseudoword probabilities

In section 4.4 we describe results for an experi-
ment in which we asked GPT-4o to generate a pseu-
doword for each image twice, once when given
only the set of Jagged-associated syllable options,
and once with only the Curved-associated sylla-
bles as options. Figure 9 shows the probabilities
associated with these generated pseudowords. As
concluded in the main text, no evidence for a pref-
erence to match P-NR syllables with Jagged shapes
and S-R syllables with Curved shapes was found.

Figure 8: Newly generated images
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Figure 9: Probability scores for GPT-4o when forced to
generate a pseudoword for each image twice, once by
combining two Jagged-associated syllables, and once
with only the Curved-associated syllables as options.
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Abstract

This study investigates the performance of
SigLIP, a state-of-the-art Vision-Language
Model (VLM), in predicting labels for images
depicting 1, 278 concepts. Our analysis across
300 images per concept shows that the model
frequently predicts the exact user-tagged labels,
but similarly, it often predicts labels that are se-
mantically related to the exact labels in various
ways: synonyms, hypernyms, co-hyponyms,
and associated words, particularly for abstract
concepts. We then zoom into the diversity of
the user tags of images and word associations
for abstract versus concrete concepts. Surpris-
ingly, not only abstract but also concrete con-
cepts exhibit significant variability, thus chal-
lenging the traditional view that representations
of concrete concepts are less diverse.

1 Introduction

Concrete concepts, such as apple and dog, are eas-
ily perceivable through our senses, whereas ab-
stract concepts such as happiness and justice lack
physical referents and are not directly linked to
our sensory experiences (Paivio et al., 1968; Brys-
baert et al., 2014). These differences have played a
crucial role in various applications involving both
textual and multi-modal inputs (Turney et al., 2011;
Tsvetkov et al., 2013; Köper and Schulte im Walde,
2016; Köper and Schulte im Walde, 2017; Can-
gelosi and Stramandinoli, 2018; Su et al., 2021;
Ahn et al., 2022). Recent advances in multi-modal
learning with Vision-Language Models (VLMs)
like CLIP (Radford et al., 2021), ALIGN (Jia et al.,
2021), and SigLIP (Zhai et al., 2023), have im-
proved the alignment of textual and visual data to
generate context-aware representations. However,
the ability of VLMs to capture semantic relation-
ships between concepts and their visual represen-
tations remains underexplored. For example, the
concept idea is semantically related to the synonym
thought and the hyponym belief, and associated

with invention. This example highlights the range
of possible labels for the visual representation of a
concept and the importance of including not only
human-assigned labels but also their semantically
related counterparts to enhance applications like
image retrieval and visual question answering. In-
spired by this, we evaluate how well SigLIP, a state-
of-the-art VL model, predicts image labels that are
generated by users, as well as their synonyms, hy-
pernyms, co-hyponyms, and associative words. As-
sessing the impact on model performance, we aim
to determine if integrating these relations into VLM
training can potentially improve the representation
of abstract and concrete concepts.

People use a variety of cues, including visual and
linguistic, to perceive and understand concepts (Ly-
nott et al., 2020). Traditionally, concrete concepts,
which are directly related to sensory experiences,
are considered less diverse in their visual represen-
tations compared to abstract concepts (Hessel et al.,
2018; Kastner et al., 2019), and are expected to
have more consistent tags and associations. In con-
trast, abstract concepts, being inherently diverse,
are expected to have varied word associations and
user tags, reflecting the complexity of understand-
ing these concepts across modalities. To evaluate
these differences, we pose the following questions:

RQ1: How do different semantic relations of user
tags affect the prediction of image labels for ab-
stract and concrete concepts?

RQ2 How do user tags given a visual cue (image),
and word associations given a linguistic cue, differ
in characterizing abstract versus concrete concepts?

Our findings show that SigLIP often predicts
semantically related labels (such as hypernyms)
instead of the original user tags. Our analysis of
association data and user tags reveals that concrete
concepts, like abstract ones, invoke a diverse range
of descriptors, challenging the traditional view of
less diversity.
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Figure 1: Example of an image and the corresponding user tags. Here, holiday is a synonym of vacation, nest is
a co-hyponym of rock, and tranquility is a hypernym of peace. For this image, the SigLIP model might predict
waterfall, nature, forest, holiday, nest, tranquility.

2 Experimental Design

2.1 Materials

Target Concepts & Concreteness Norms: We
selected concrete and abstract nouns using the con-
creteness ratings from Brysbaert et al. (2014). The
ratings range from 1 (abstract) to 5 (concrete) and
were collected via crowdsourcing. We utilized the
filtered dataset of 5, 438 nouns from Schulte im
Walde and Frassinelli (2022) to reduce ambiguity
through frequency thresholds and POS tagging. To
better understand the differences between the two
extremes of the concreteness spectrum, we focused
on the most concrete and most abstract nouns. At
the same time, we wanted to ensure a sufficient
number of nouns from both extremes with at least
300 images available for each concept. However,
acquiring a sufficient number of images (300) was
challenging for many abstract nouns. Therefore,
we selected concrete nouns rated from 4.5 − 5,
and used a broader range for abstract nouns from
1− 2.5. From these, we excluded all nouns which
occur in the 1, 000 classes of the ILSVRC-2012
ImageNet dataset (Russakovsky et al., 2015), since
many vision models are trained or evaluated on
these classes. We also filtered out nouns that could
lead to images depicting explicit content, as well as
the nouns camera, picture and photo which were
very common user tags because of the nature of the
dataset.

Image Dataset and user tags: We used im-
ages from the YFCC100M Multimedia Commons
Dataset (YFCC; Thomee et al. (2016)), the largest
publicly available user-tagged dataset containing
≈ 100 million media objects from Flickr. Each im-
age has tags provided by users (user tags) when up-
loading the image. For example, Figure 1 is an im-
age with the corresponding possible user tags: wa-

terfall, nature, vacation, rock, forest, hiking, peace.
We only retained user tags that consisted solely
of English characters. We randomly selected 300
images where the target concept appeared among
the user tags and consider them as relevant images
of that concept. This resulted in 1, 278 nouns (371
abstract and 907 concrete) with 300 images each.

Semantic Relations and Associations: We used
WordNet (Miller, 1995) to extract synonyms, hy-
pernyms and co-hyponyms for each user tag, and
utilized association norms from De Deyne et al.
(2019), which were gathered by prompting anno-
tators to provide three words that came to mind
for a given word. For example, the concept idea
might have associations like thought, bulb, and in-
vention. We restricted our analysis to nouns that
were assessed by at least 100 annotators to ensure
enough annotations, filtering our set to 682 nouns
(527 concrete and 155 abstract) for RQ2.

2.2 Models and Evaluation

In this study, we perform multi-label classification,
where each image can have multiple relevant la-
bels. For instance, for Figure 1, the SigLIP model
might predict waterfall, nature and forest as labels
of the image1. Our goal is to evaluate how well
the SigLIP model predicts either these user tags or
their semantically related words as labels. We uti-
lize the SigLIP model (Zhai et al., 2023), the only
publicly available pre-trained multi-label classifi-
cation VLM specifically trained with a contrastive
sigmoid loss designed to align text and images.
For each image, we evaluate various semantic re-
lations as labels, including synonyms, hypernyms,
co-hyponyms and association words in separate ex-
periments. SigLIP assigns a score to each label,

1Please note this is only a walk-through example and the
actual results may vary.
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Concept
class

Avg. number
of user tags

Avg. number of
noun user tags

Avg. % of tags
pred. as labels

Avg. % images where
no label was pred.

Avg. % of images where
target concept not pred.

Abstract 8.69 5.40 54.41 8.06 48.87
Concrete 6.85 4.58 62.17 4.11 26.93

Table 1: User-tag prediction (pred.) results for SigLIP model with 300 images of 1, 278 concepts.

Semantic
Relation

Concept
class

Avg. number
of user tags

with semantic
relations

Avg. % of
labels pred.

Avg. % images
where ≥ 1 tag

not pred. but their
relation pred.

Avg. % user tag
not pred. but
their semantic
relation pred.

Avg. % of
images where

no label
was pred.

Hypernym
Abstract 80.67 27.96 76.40 40.06 3.39
Concrete 71.48 28.66 66.94 32.02 1.39

Co-hyponym
Abstract 684.04 26.51 70.25 33.23 1.56
Concrete 608.55 27.44 55.28 22.97 1.00

Synonym
Abstract 41.15 38.00 53.24 18.60 7.14
Concrete 33.73 44.26 38.61 12.00 4.26

Table 2: SigLIP prediction (pred.) results when considering semantic relations of user tags as labels.

and those with a score ≥ 0.0001, we consider as
predicted labels. This threshold is chosen to en-
sure that only the most relevant tags are considered.
In our experiments, we compare synonyms, hyper-
nyms, and co-hyponyms for the subset of noun tags.
The primary evaluation metrics include the average
percentage of labels predicted, the average percent-
age of images where no label was predicted, the
average percentage of images where at least one
user tag was not predicted but its semantic relation
was, and the percentage of user tags not predicted
as labels, but whose semantically related tags were
predicted as labels.

3 RQ1 - Impact of Semantic Relations on
Model Predictions

We first analyze the number of user tags associated
with each image and the model’s performance in
predicting these tags as labels. Then, we evaluate
whether the model also predicts synonyms, hyper-
nyms, and co-hyponyms of user tags as possible
labels. We hypothesize that synonyms will provide
alternative labels that capture variations in nam-
ing, potentially improving prediction accuracy for
both abstract and concrete concepts. Hypernyms
are expected to offer more general category labels.
Co-hyponyms will highlight sibling relationships
between concepts, improving label prediction by
capturing related yet distinct categories.

Table 1 presents the results of user-tag predic-
tions comparing abstract and concrete concepts,
when using 300 images.2 We found that images
associated with abstract concepts tend to have more
user tags on average (8.69, with 5.40 being nouns)
compared to those associated with concrete (6.85,
with 4.58 being nouns). The model successfully
identified a higher percentage of labels for images
associated with concrete concepts (62.17%) than
for abstract concepts (54.41%). There was a low
ratio of images where no user tag was predicted as
a label: 8.06% for abstract and 4.11% for concrete
concepts. Notably, a high percentage of images did
not have the target concept predicted (which we
associated the image with): 48.87% for abstract
and 26.93% for concrete concepts. These findings
suggest that SigLIP struggles to consistently label
images with the same tags used by humans. This
is especially true for images of abstract concepts,
highlighting the difficulty in aligning model predic-
tions with human annotations for these concepts.
The findings also point out the diversity involved in
tagging abstract concepts, thus emphasizing the im-
portance of accepting a wider selection of relevant
labels for multimodal representations.

2We also analyzed concepts with 400 available images to
check for sampling bias. We did not use them in the main study
as it resulted in losing many abstract nouns and causing class
imbalance. Overall, we find similar results for 400 images
and include them in the Appendix.
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Class Avg. number of
unique user tags

Avg. number of
unique associations

Association not
in user tags

Association
predicted

Association predicted
for at least one image

Abstract 751 36.00 64.96% 27.89% 99.67%
Concrete 747 33.75 46.79% 38.68% 99.66%

Table 3: Overlap between user tags and word associations.

Table 2 presents the model’s performance in pre-
dicting synonyms, hypernyms and co-hyponyms of
user tags as potential labels. The number of possi-
ble labels increases considerably when considering
semantically related words of user tags, especially
regarding co-hyponyms (684.04 for abstract and
608.55 for concrete concepts). Synonyms had the
highest percentage of labels predicted, especially
for concrete concepts (44.26%), indicating that the
model better captures meaning variations for con-
crete nouns. For abstract concepts, a majority of
images had at least one user tag not predicted, but
their hypernym was (76.40%). Abstract concepts
also had a higher percentage of labels (40.06%)
where hypernyms were predicted but original user
tags were not. Similarly, co-hyponyms also showed
that abstract concepts (70.25%) had a higher per-
centage of images where at least one user tag was
not predicted but a co-hyponym was, compared
to concrete concepts (55.28%). This suggests that
concepts, especially abstract, could benefit consid-
erably from broader categorical information pro-
vided by hypernyms and co-hyponyms. There are
very few images where no label was found, ranging
from 1.00% to 7.14% when considering different
semantically related words. Overall, our results
highlight the importance of considering semantic
relations as a possible means to improve the robust-
ness and accuracy of multi-modal models for both
abstract and concrete concepts.

4 RQ2 - Relationship between Association
Norms and User Tags

We analyzed the overlap between user tags for im-
ages and word associations. We expected abstract
concepts to show higher diversity in both visual
associations (user tags of images) and word associ-
ations due to their inherently diverse nature, while
we expected concrete concepts to show a larger
overlap between user tags and word associations.
We analyzed 682 concepts (527 concrete and 155
abstract) for which we had 300 images and 100 an-
notators. From De Deyne et al. (2019), we selected

association words with a frequency of ≥ 2. For
each image where the target concept was one of
the user tags, we evaluated how well SigLIP pre-
dicts the associated words of the target concept as
possible labels.

Table 3 presents the number of unique associa-
tions and user tags, and the performance of SigLIP
for multi-label classification of images considering
association words as possible labels. Contrary to
our hypothesis, the average number of unique user
tags for both abstract (751) and concrete (747) con-
cepts across 300 images is similar. This indicates
that people associate diverse words with both ab-
stract and concrete concepts when tagging images,
suggesting high diversity in visual interpretation
even for concrete concepts, which are traditionally
considered less vague and less diverse. However,
abstract concepts have a slightly higher average
number of unique associations (36.00) compared
to concrete concepts (33.75), indicating a slightly
greater associative diversity for abstract concepts.
This shows that when users are presented with im-
ages of a concept, they produce a greater variety
of descriptive tags than when producing associa-
tions, highlighting the impact of visual context on
the descriptive process. It is important to note that
this comparison is a bit skewed because our dataset
averages 7 tags per image for 300 images of a con-
cept, while word associations are gathered from
100 annotators with 3 associations each per con-
cept. Another surprising finding is the proportion
of associations not present as user tags: 64.96%
for abstract concepts and 46.79% for concrete con-
cepts. This discrepancy highlights that, despite the
directly perceivable nature of concrete concepts,
they evoke different personal or contextual mental
associations that may not directly translate into vi-
sual depictions and vice-versa, similar to abstract
concepts. This suggests that concrete concepts pos-
sess more semantic diversity than what is visually
observable. The SigLIP model on average pre-
dicted 27.89% associations as labels for images
associated with abstract concepts vs. 38.68% for
concrete concepts. However, almost all the asso-
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ciations (99.67% for abstract and 99.66% for con-
crete) were predicted for at least one of the 300
images associated with each concept, indicating
that the model could recognize the majority of as-
sociations as labels across different images.

These findings point towards the need to further
explore whether and how current models trained
on user-generated tags might fail to capture the full
range of human conceptual associations. Models
might benefit from integrating these broader as-
sociative data to enhance their understanding and
representation of concepts.

5 Conclusion

Our study highlights the potential of integrating
diverse semantic relationships in improving the rep-
resentations in Vision-Language Models (VLMs),
particularly SigLIP, for abstract and concrete con-
cepts. The results demonstrate that for images as-
sociated with both abstract and concrete concepts,
SigLIP often predicts semantically related words
such as synonyms, hypernyms, and co-hyponyms
of a user tag even when the user tag itself is not
predicted as a label. Furthermore, the distinction
between visual and linguistic associations revealed
differences in how these concepts are perceived
and described. Our findings suggest that leverag-
ing semantic relationships and associations should
be further explored to enhance representations of
abstract and concrete concepts in VLMs, aligning
them more closely with human cognitive variation.

Limitations

Our findings are based on the SigLIP model, other
VLMs may yield different results. Additionally,
we have considered all labels from SigLIP with
probability scores ≥ 0.0001, and the results may
vary if a different threshold is considered. Also,
another selection of images may introduce some
variability into the results.
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6 Appendix

6.1 Extending association norms analysis
In our main study, we consider association words
for a noun if they have a frequency of≥ 2, meaning
the association is provided by at least 2 annotators.
Here, we validate our findings by incorporating all
possible association words, without a frequency
threshold. The results, presented in Table 4, are
similar to those in Table 3. The number of unique
associations for abstract concepts (130) remains
higher than for concrete concepts (105), and are
also high for concrete concepts. A majority of asso-
ciation words (80% for abstract and 69% for con-
crete concepts) do not appear among the user tags
associated with the target concepts, thus demon-
strating the gap between associations given a lin-
guistic cue and user tags given an image (visual
cue). Similar to Table 3, almost all associations
were predicted for at least one image, out of the
400 images associated with the target concept.

Class
Avg.

unique
assoc.

Assoc. not
in user tags

Assoc.
pred.

Assoc.
pred. for

any image

Abstract 130 80% 25% 99.28%
Concrete 105 69% 31% 98.94%

Table 4: Overlap between user tags and word associa-
tions.

6.2 Multi-label prediction with 400 images
To ensure that our findings were not influenced
by sampling bias, we also experimented with the
subset of concepts where 400 images were avail-
able. These are 1, 191 concepts with 400 images
(864 concrete and 327 abstract). We present the
results in Table 5. The results are similar to when
considering 300 images for each concept.
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Semantic
Relation

Concept
class

Avg. number
of user tags

with semantic
relations

Avg. % of
labels pred.

Avg. % of
images where

no label
was pred.

Avg. % images
where ≥ 1 tag

not pred. but their
relation pred.

Avg. % user tag
not pred. but
their semantic
relation pred.

Hypernym
Abstract 80.98 27.68 3.40 76.35 39.97
Concrete 71.50 28.59 1.39 67.00 32.04

Co-hyponym
Abstract 692.67 26.41 1.62 70.23 33.23
Concrete 606.32 27.40 0.98 55.22 22.97

Synonym
Abstract 41.57 37.81 7.26 52.97 18.47
Concrete 33.79 44.21 4.30 38.68 12.03

Table 5: SigLIP prediction (pred.) results when considering semantic relations of user tags as labels for 400 images
per concept.
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Abstract
Diachronic corpus analyses reveal that syntac-
tic usage patterns change over time. Are these
changes reflected in differences in language
processing across the human lifespan? We use
the attachment of with- prepositional phrases
(PPs) as a case study for investigating this ques-
tion: a with-PP can attach to a verb, describing
an instrument with which to perform the ac-
tion (e.g., Slice the cake [with a knife]), or to
a direct object (DO), modifying the noun (e.g.,
Slice the cake [with the pink frosting]). The
relative frequencies of the instrument and mod-
ifier constructions differ depending on the verb
in the sentence — the ‘verb bias’. Using two
diachronic corpora, Syntgram and CCOHA,
we analyzed the co-occurrence statistics of 27
verbs and instrument vs. modifier with-PPs.
Between the 1940s and the 2000s, some verbs
were more instrument-biased (i.e., more likely
to co-occur with with-PPs that attach to the verb
than the DO) than others and co-occurrence pat-
terns were more similar for temporally close
decades, suggesting subtle diachronic changes
in usage patterns. We collected sentence in-
terpretation data probing with-PP attachment
preferences in participants ranging in age from
25 to 75. Interpretations of globally ambiguous
sentences (e.g., Pet the rabbit with the towel)
differed depending on the verb (i.e., some verbs
elicit more instrument than modifier interpre-
tations of the PP than others and vice versa)
and on the age of the participant. In particu-
lar, verbs which became less instrument-biased
over time elicited more instrument interpreta-
tions among older adults than young adults,
suggesting that variation in language compre-
hension can be in part predicted from the cor-
pus statistics of the time periods that an indi-
vidual experienced.

1 Introduction

Language is constantly changing and evolving over
time (Beckner et al., 2009; Chater and Christiansen,
2010). Each generation inherits the form-meaning

mappings that previous generations have developed.
New words and usages may arise due to colexifi-
cation or word-sense extension as new generations
need to fill a communicative gap (Brochhagen et al.,
2023; Srinivasan and Rabagliati, 2015). Similarly,
some syntactic forms can proliferate while others
disappear (i.e., Josserand et al., 2021; Thompson
et al., 2016). Given that the language changes, the
usage patterns that are experienced by an individual
over their lifetime differ across generations. Here,
we investigate whether syntactic change over time,
at the level of the language, is reflected in differ-
ent patterns of online language processing across
generations within the same time period.

1.1 Syntactic Change
Corpus studies have demonstrated shifts over time
in the usage patterns of certain grammatical struc-
ture. Using the Google books corpus, Michel et al.
(2011) showed that many verbs became more reg-
ular over the course of two centuries (i.e., from
chide/chode to chided; from burnt to burned) while
a few verbs reverted to being irregular in more re-
cent decades (light/lit, wake/woke). Additionally,
the rate of change varies by geographical region,
with the US having a much faster rate of regular-
ization than the UK, for example.

Wolk et al. (2013) conducted a corpus analysis
comparing the diachronic trends in genitive and
dative alternations. The genitive alternation con-
sists of the Of-genitive (e.g., “the fall of Rome”)
and S-genitive (e.g., “Rome’s fall”) constructions.
The dative alternation consists of PP-dative (e.g.,
“Flann gave the book to Max”) and NP-dative (e.g.,
“Flann gave Max the book”). Replicating previ-
ous studies, they found stable factors (i.e., word
length of the constituents, animacy) that predicted
usage of particular constructions (e.g., as the length
of the constituents increases, the proportion of
PP-datives decreases). Critically, both the usage
proportions of each alternation and those factors
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exhibited diachronic changes. For instance, the
frequency of the Of-genitive construction peaked
around the 1800s, but declined afterwards, with
the S-genitive construction increasing in frequency
after the 1800s. Likewise, the influence of word
length on construction choice increased over time,
whereas the effect of animacy on choice decreased
in weight over time for both constructions (likely
corresponding to increased frequency of reference
to inanimate or collective entities).

Syntactic change is reflected in real-time lan-
guage processing measures as well. Bornkessel-
Schlesewsky et al. (2020) explored whether
changes in language processing or production drive
language change using the case of Icelandic, which
is currently in a transitional period that parallels
the evolution of English. It has fixed subject posi-
tion (like modern English) and morphological case
marking (similar to earlier stages of English). In
present-day Icelandic, use of linear order is becom-
ing more frequent while case marking is decreas-
ing in frequency. Bornkessel-Schlesewsky et al.
(2020) found that, in explicit judgments of accept-
ability, Icelandic speakers preferred the standard
case-marked forms, but event-related potentials
(ERP) revealed that the emerging non-case-marked
forms elicited less real-time processing difficulty.
It is noteworthy that the participants were young
adults. Whether older adults would have less dif-
ficulty processing the standard case-marked form
(and perhaps more difficulty processing the linear
order form) is an open question.

1.2 Language Change and Aging
Older and younger adults differ systematically in
the structure of their lexical-semantic networks
(Cosgrove et al., 2023; Wulff et al., 2021). Using
word association data, Dubossarsky et al. (2017)
constructed semantic networks for different age
groups. They found that networks were sparse
during early language acquisition, peaked in den-
sity during middle adulthood, and were largest but
somewhat less dense during late adulthood due to
continued language acquisition and increased vo-
cabulary size (Baayen et al., 2017; Ramscar et al.,
2014).

However, it remains unknown whether these age-
related differences are related to different expe-
riences with a language that is changing. Cain
and Ryskin (2023) collected relatedness judgments
from young and older adults for word pairs that
have and have not changed in meaning over time

(between 1950 and 2000). They found that these
word relatedness judgments were quite similar be-
tween the age groups, in that the ratings from both
age groups most closely matched the similarities
derived from the most recent decade of histori-
cal word embeddings (Hamilton et al., 2016). In
contrast, Li and Siew (2022) used response time
data from a semantic decision task to show that
words that had undergone meaning change elicited
greater processing difficulty in middle-aged adults
compared to younger adults, perhaps because the
middle-aged adults were familiar with a greater
number of competitors (i.e., meanings that were no
longer prevalent). In sum, lexico-semantic change
over time, at the level of the language, may result in
differences in online processing across generations
within the same time period.

1.3 Current Study
In the current work, we investigate syntactic change
and its consequences for online processing across
different age groups who may have experienced
distinct usage patterns over their lifetime. We use
the attachment of with- prepositional phrases (PPs)
as a case study for investigating this question: a
with-PP can attach to a verb, describing an instru-
ment with which to perform an action (e.g., Slice
the cake [with a knife]), or to a direct object (DO),
modifying the noun (e.g., Slice the cake [with the
pink frosting]). The relative frequencies of the in-
strument and modifier constructions differ depend-
ing on the verb in the sentence — the ‘verb bias’
(Gahl et al., 2004; Ryskin et al., 2017; Snedeker
and Trueswell, 2004). For example, “strike” is bi-
ased to appear in instrument structures, whereas
“pet” is biased toward modifier structures.

Previous psycholinguistic work indicates that
these verb biases guide online processing. For in-
stance, when the with-PP attachment is globally
ambiguous (e.g., “Pet the rabbit [with the towel]”
when there is both a rabbit wrapped in a towel and
a separate towel available as an instrument in the
visual environment), listeners rely on verb bias to
guide their interpretation. They are more likely to
look at and reach for (or click on) the instrument
towel for instrument-biased verbs than for modifier-
biased verbs (Ryskin et al., 2017; Snedeker and
Trueswell, 2004). Further, these biases are shaped
by language experience. Participants were more
likely to interpret ambiguous sentences with an
(initially) equi-biased verb like “spot’ as having a
modifier structure when they were repeatedly ex-
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posed to “spot” in unambiguous modifier construc-
tions relative to when they were repeatedly exposed
to “spot” in unambiguous instrument constructions
(Ryskin et al., 2017).

In the present work, we first tested whether verb
biases change over time. Using two diachronic
corpora, Syntgram (Goldberg and Orwant, 2013),
a corpus of verb-specific syntactic annotations
based on the Google N-grams corpus, and the
(cleaned) Corpus of Historical American English
(CCOHA; Alatrash et al., 2020; Davies, 2012), we
analyzed the co-occurrence statistics of 27 verbs
(from Ryskin et al., 2017) and instrument vs. mod-
ifier with-PPs.

Second, we probed differences in verb biases
between individuals of different ages. Participants
(25–75 years old) clicked on images in a 4-picture
display in response to sentences with ambiguous
with-PP attachment (e.g., Pet the rabbit with the
towel). The locations of their clicks indicated
which interpretation they had chosen (e.g., instru-
ment vs. modifier).

Third, we used a Bayesian multilevel logistic
regression model to examine the relationship be-
tween diachronic changes in verb bias and age-
related differences in interpretation.

2 Quantifying Diachronic Changes in
Verb Biases

Our first aim was to quantify how much the verb-
specific usage of the instrument and modifier con-
structions changes over time. We specifically fo-
cused on the 27 verbs (see Table 1) from Ryskin
et al. (2017) and on the construction frequencies
from the 1940s to the 2000s, since the participants
from our behavioral experiment would have poten-
tially experienced those decades (Section 3).

2.1 Methods and Data

In Syntgram, we identified relevant instances of
verb appearances as ones where the target verb
was the root of the dependency tree fragment, and
the word “with” appeared in the fragment. Next,
using the dependency tree fragments, we catego-
rized these instances as instrument if the with-PP
attaches to the verb, modifier if it attaches to the
DO of the verb, or neither. We were able to find
relevant instances for 24 of the original 27 verbs,
three verbs were not found in any relevant construc-
tions in the corpus (“bop”, “scuff”, “pet”). Overall,
there were 1,761,679 total instances, with an aver-

Instrument equi-biased Modifier
Strike Feed Pet
Whack Scuff Look at

Hit Pinch Squeeze
Rub Knock on Pick out
Poke Pat Cuddle
Bop Locate Find

Smack Feel Hug
Clean Spot Select
Tease Point to Choose

Table 1: Verbs from Ryskin et al., 2017 grouped accord-
ing to sentence completion norming data.

age of 67,757 instances per verb, and an average
of 251,668 instances per decade. For each of the
24 verbs included in the analysis, we computed the
average instrument bias, for each decade, to get
stable estimates of how often they participate in
instrument constructions.

In CCOHA, we first filtered the corpus to in-
stances where the target verbs were used with
“with,” and then used the spaCy dependency parser
to annotate the sentences (Honnibal and Montani,
2017). Using this dependency tree structure, we
then identified whether the construction was instru-
ment, modifier, or neither based on the attachment
of the with-PP. We then filtered the verbs to those
where every decade had at least one instrument and
one modifier construction, which resulted in eleven
verbs. Overall, there were 5,691 total instances,
with an average of 517 instances per verb, and an
average of 813 instance per decade.

In both of these corpora, the majority of rele-
vant instances are unambiguous in terms of which
construction is being used. Most of the instru-
ment constructions do not have a direct object (i.e.,
“He was hit with the bat.”), and most of the with-
PPs in modifier instances describe the noun phrase
(i.e., “...pick out the gym bag with black plastic
handles...”). Therefore, we expect the dependency
parser to accurately identify which construction is
being used.

2.2 Results
As seen in Figure 1, analysis of the Syntgram cor-
pus reveals a variety of diachronic trends in the
verb biases: some had a consistent, strong instru-
ment bias (e.g., “cuddle” or “pick”), others had
weak instrument bias (e.g., “hit” or “point”), and
some did indeed change over time (e.g.„ “clean”,
“poke”). To identify patterns of change over time,
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Figure 1: Average instrument bias per decade, as derived from the Google Syntgram corpus. Cluster is indicated by
the color (k = 3). The frequency of each construction type is included.

Figure 2: Spearman rank correlation of average instru-
ment biases between different decades in the Google
Syntgram corpus. The diagonal has been excluded since
it would be a perfect correlation.

we used K-means clustering. The clustering was
performed on verb-specific instrument biases for
each decade. Three clusters were identified (we set
k = 3) and can be seen in Figure. 1). The cluster-
ing results suggest that there are three types of pat-
terns: low instrument bias (i.e., “hit” and “point”),
high instrument bias (i.e., “feed” and “pick”), and
a moderate-decreasing instrument bias (i.e., “clean”
and “spot”).

In order to quantify the amount of change over
time across all verbs, we calculated the pairwise
Spearman rank correlations between the verb-
specific instrument biases of each decade (Figure
2). While there were changes in instrument bi-
ases for some verbs, overall, the decade-level in-
strument biases had relatively high correlations

(0.58 ≤ ρ ≤ 0.91). Yet, as the temporal dis-
tance between the decades increases, the corre-
lation tends to decrease (with the exception of
ρ1940,1970 and ρ1940,1980).

Figure 3 shows the average instrument bias for
the CCOHA subset. Relative to the previous analy-
sis (Fig. 1), these diachronic trends seem to have
more variation, likely due to the decreased cor-
pus size. Due to the lower number of verbs (11)
that were available for analysis from the CCOHA
dataset, we did not perform clustering. The verb
biases across decades were moderately correlated
(Fig. 4), though not as highly as the verb biases
derived from Syntgram (0.05 ≤ ρccoha ≤ 0.79 vs
0.58 ≤ ρSyntgram ≤ 0.91). The exception seem
to be the 1940s, which had low correlations with
several of the other decades.

Comparing the instrument bias proportions be-
tween the two corpora, the correlation between
the decade-level average instrument biases of the
two corpora are widely varied (−0.42 ≤ ρ ≤
0.53), with the 1980CCOHA having the highest
correlation with every decade from Syntgram, and
1940CCOHA having the lowest. This variability
may reflect the smaller size of the CCOHA dataset
or differences in composition (e.g., genre balance)
between the two corpora.

Across the two datasets, these analyses demon-
strates that verb biases do appear to change over
time, even within a limited time frame (60 years).
There does not appear to be a unitary trend across
this set of verbs, as some remain quite consistent,
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Figure 3: Average instrument bias per decade, as derived from CCOHA. The frequency of each construction type is
included.

Figure 4: Spearman rank correlation of average instru-
ment biases between different decades in CCOHA. The
diagonal has been excluded since it would be a perfect
correlation.

while others change in bias across the time frame.

3 Verb Biases across the Lifespan

Next, we conducted a web-based replication of
Experiment 1 from Ryskin et al. (2017), but inten-
tionally collected data from participants across the
lifespan (ages 25–75).

3.1 Methods and Data
209 participants were recruited through Amazon
Mechanical Turk. Participants heard instructions
while looking at a computer display with four pic-
tures (e.g., a feather, a frog holding a feather, a
dolphin, and a sponge). The location of their first
click was recorded. Participants heard instructions
containing each of the 27 critical verbs, each time
paired with different pictures. There were 81 tri-

als total, consisting of three practice trials at the
start, 24 filler trials, and 54 critical trials (each verb
appeared twice). On the critical trials, the instruc-
tions ended with an ambiguous with-PP (e.g., “Pet
the frog with the feather”). On the filler trials, the
instructions did not have an ambiguous with-PP
and was not related to the instrument or modifier
constructions (e.g., “Make the animals wrestle.”).
The critical and filler trials were intermixed and the
order was randomized for each participant.

Interpretations were coded as instrument if par-
ticipants clicked on the ‘instrument’ and used that
to carry out the action (e.g., clicked on the feather),
or as modifier if they clicked on the animal that
had the instrument with it (e.g., clicked on the frog
holding the feather). Figure 5 shows the age distri-
bution grouped by decade. There were not enough
participants in the 70 y.o. cohort to be a separate
group (n = 8), so they were included in the 60 y.o.
cohort.

3.2 Results

Figure 6 shows the proportion of instrument inter-
pretations across the lifespan. Each verb is colored
according to the norm-based verb bias categories
from Ryskin et al. (2017). We used a Bayesian
multilevel logistic regression model to test the re-
lationship between interpretations and age, based
on the verb bias categories1 (fitted using the brms
package in R, Bürkner, 2017). The equi-biased
verbs coded as the reference for the norm-based

1Formula: instrument = bias norm∗age+(1 | verb+
(1 | participant)
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Figure 5: Participant age distribution, grouped by age
decade.

verb bias category, and age was scaled and cen-
tered. Replicating Ryskin et al. (2017), overall,
participants were more likely to first click on the
target instrument in response to verbs that have
an instrument bias relative to equi-biased verbs
(βInstr. norm = 0.85, 95%CrI = [0.20, 1.49]),
and modifier biased verbs were the least likely
to elicit instrument interpretations (βMod. norm =
−0.91, 95%CrI = [−1.55,−0.26]).

Additionally, the interpretations of older adults
appear to become more equi-biased relative to
the youngest age group: the equi-biased verbs
seem to be consistent over the lifespan (βAge =
−0.07, 95%CrI = [−0.24, 0.11]), while the
difference between the verb bias categories be-
comes smaller (βInstr. norm ∗ Age = −0.07,
95%CrI = [−0.17, 0.04], βMod. norm ∗ Age =
0.13, 95%CrI = [0.02, 0.25]).

In sum, this analysis indicates that verb biases do
differ subtly between age groups. One possibility
is that younger adults may have stronger biases (to-
ward instrument or modifier), whereas older adults
appear to be more equi-biased in general. Alterna-
tively, it may be that the norms used to categorize
the verbs, which were collected from young adults,
may reflect the biases of young adults better than
older adults. Older adults may have systematically
different verb biases as a result of different lan-
guage experience over their lifetime.

4 Predicting Differences in
Interpretations from Diachronic
Change

The results from Section 2 indicate that, based on
corpus frequencies, verb biases change over time
(Fig. 1). The results from Section 3 indicate that,
verb biases appear to change across the lifespan

Figure 6: Proportion of instrument interpretations across
the lifespan, colored by by verb bias category as deter-
mined by norms from young adults (Ryskin et al., 2017).
Opaque lines indicate lines of best-fit across all verbs in
a verb bias category. The transparent points represent
individual participants’ average interpretations for each
verb, and the transparent lines indicate the per-verb lines
of best-fit.

(Fig. 6). In this section, we aimed to test whether
age-related differences in interpretation are related
to diachronic changes in verb biases.

4.1 Analysis & Results

Instead of using the young adult norms from previ-
ous research to separate verbs into bias categories,
we used the corpus-based clusters from Syntgram
to categorize the verbs. Based on this new group-
ing (Figure 7), for the two out of the three clusters
that changed minimally over time (stable low and
high instrument biases), older participants appear
to become slightly less likely to use an instrument
interpretation. For the cluster that does change over
time (decreasing instrument bias cluster), this age
trend reverses, such that older participants are more
likely to give an instrument interpretation than the
younger participants.

We used a Bayesian multilevel logistic regres-
sion model to predict whether participants clicked
on the instrument (i.e., used an instrument inter-
pretation). We used the Syntgram-based verb bias
clusters as a predictor along with age and their in-
teraction. We included random intercepts for verb
and participant, along with random slopes for age
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Figure 7: Proportion of instrument interpretations across
the lifespan, grouped by the corpus-based clusters, as in-
dicated by the three opaque lines. The transparent points
represent individual participants’ average interpretations
for each verb, and the transparent lines indicate the per-
verb averages. Note that the low instrument cluster only
contains 2 verbs.

by verb, and cluster by participant2. The high in-
strument bias cluster was coded as the reference
level for cluster, and age was scaled and centered.

The model estimates can be seen in Figure 8.
Based on the credible intervals, there were three
significant effects. First, participants on aver-
age were less likely to click on the instrument
than on one of the other pictures (βIntercept =
−0.61, 95%CI = [−1.15,−0.05]). Second, rel-
ative to the high instrument bias cluster, the de-
creasing instrument bias cluster verbs were less
likely to be interpreted with an instrument con-
struction on average (βDecreasing cluster = −1.31,
95%CI = [−2.16,−0.51]; Estimated marginal
means: EstDecreasing cluster = 0.129, 95% CI
= [0.07, 0.21] vs EstHigh cluster = 0.353, 95%
CI = [0.24, 0.21]). Lastly, the decreasing bias
cluster interacted with age such that older adults
were more likely to give an instrument response for
the verbs in that cluster (βAge∗Decreasing cluster =
0.31, 95%CI = [0.15, 0.49]).

While there are a variety of different ways that
experience and language learning may accumulate
over the lifespan, this pattern matches the direction
of change in the corpora, going from a strong in-

2Formula: instrument = agescaled ∗ clusterngram +
(1+ agescaled | verb) + (1 + clusterngram | participant)

Figure 8: Model estimates for the Syntgram model.
Color indicates whether the 95% CI includes zero.

strument bias early on to a lower instrument bias
more recently. In other words, older adults would
have experienced a stronger instrument bias early
on, while younger adults would have experienced
the decades with a lower bias.

We then performed an analogous analysis with
diachronic verb bias data from the CCOHA corpus.
Since there were not enough relevant verbs in the
CCOHA corpus to use K-means clustering, we
directly compared the decade-level biases to the
behavioral data.

We used another Bayesian binomial model to ex-
plore the relationship between the individual verbs
and instrument interpretations3. “Hit” was coded
as the reference verb, since it had a consistent high
instrument bias over time (see Fig. 3, top right),
and age was scaled and centered.

Figure 9 shows the posterior estimates for age
and the interactions across the eleven verbs (sim-
ple effects of each verb are not included for clar-
ity). For the verb ‘hit,’ participants appear to
be less likely to use an instrument interpretation
as age increases (βAge = −0.34, 95%CrI =
[−0.60,−0.09]).

For the six verbs that interact with age (the 95%
CrI of the interaction effect doesn’t include zero),
the direction of the estimate indicates that older
adults are more likely to use an instrument interpre-
tation, relative to ‘hit.’ This matches the direction

3Formula: instrument = agescaled ∗ verb + (1 +
verb | participant)
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Figure 9: Model posteriors for age and the interactions
between verb and age for CCOHA. Color indicates
whether the 95% CrI includes zero.

of verb bias change in CCOHA, as those verbs have
a decreasing instrument bias (see Figure 3). One
exception was the verb ‘clean’ which did not have
a decreasing instrument bias according to the anal-
ysis of CCOHA in Section 2, yet it also appears to
elicit more instrument interpretations among older
adults relative to ’hit.’ However, this interaction ef-
fect (βage∗clean = 0.36, 95%CrI = [0.05, 0.68])
was smaller than for the other verbs (βage∗choose =
1.10, 95%CrI = [0.31, 2.03]; βage∗find =
0.66, 95%CrI = [0.08, 1.26];βage∗look = 0.56,
95%CrI = [0.03, 1.13]; βage∗point = 0.55,
95%CrI = [0.02, 1.08]; βage∗strike = 0.44,
95%CrI = [0.12, 0.75]).

In summary, this last analysis demonstrated that
verbs that underwent syntactic change over time
predicted differences in interpretations across the
lifespan.

5 Discussion

Through two corpus analyses (Section 2), we found
that verb biases (whether a verb co-occurs more
frequently with instrument or modifier construc-
tions) often change over time. While many verbs
have largely stable biases, the most frequent type
of diachronic change between 1940 and 2000 is a
decrease in instrument bias.

Our behavioral experiment (Section 3) replicated
prior findings that the interpretations of sentences
with globally ambiguous with-PP attachment were

predicted by a verb’s bias. These verb bias effects
appeared stronger for younger adults than older
adults. This may be in part due to the fact that
verbs’ biases were categorized using norms from a
previous study, which were collected from a sample
of young adults.

Finally, we used two Bayesian models to test the
relationship between the corpus-based verb bias
trends over time and the lifespan data (Section 4).
While there were some discrepancies in the verb-
specific trends between the two corpora, the model
results were consistent. When the instrument bias
of a verb decreased between 1940 and 2000, the
verb was more likely to elicit instrument interpreta-
tions among older adults than young adults. This
suggests that the experience with verb biases of past
decades (greater instrument bias for some verbs in
the past), unique to the older adults, impacted their
in-the-moment sentence processing.

Our results extend previous findings that lan-
guage users update their syntactic representations
based on experience with the statistics of the en-
vironment (Ryskin et al., 2017) and indicate that,
at least for the alternation studied here, this up-
dating unfolds over many decades (perhaps due
to infrequent encounters of some verbs in the key
constructions).

5.1 Limitations and future studies
In the present work, we only used one syntactic
alternation as a case study for the relationship be-
tween diachronic syntactic change and lifespan dif-
ferences in language processing. Other syntactic
alternations are known to have undergone syntactic
change (e.g, genitive and dative, Wolk et al., 2013).
Future studies could investigate the relationship be-
tween diachronic change and processing across the
lifespan for these syntactic alternations .

Additionally, while the diachronic changes in
verb biases found in the analysis of CCOHA were
more pronounced than in Syntgram, the reduced
corpus size should still be taken into account: the
amount of relevant instances for each verb was
greatly reduced (rangeccoha = 110 − 1, 616 vs
rangeSyntgram = 324 − 613, 575), and the num-
ber of valid verbs was also lower in CCOHA
(nccoha = 11/27 vs nSyntgram = 24/27). Fu-
ture studies could examine syntactic structures that
occur more frequently in diachronic corpora.

Moreover, the dependency parsers used in the
corpora analyses may not be sensitive to the con-
textual, fine-grained semantics of the constituents,
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such as the plausibility of using the with-PP prepo-
sitional object to carry out the action. Certain
objects may be viewed as canonical instruments
and therefore strongly favor instrument construc-
tions for certain verbs, but are incompatible with
other verbs. A ‘sponge’ may be used to ‘rub’ or
‘clean’ but is very unlikely to be used with ‘feed’ or
‘hug.’ Therefore, future studies could use context-
sensitive models, such as BERT, to augment or
replace the dependency parsers. For example, Man-
ning et al. (2020) used the self-attention heads in
BERT to parse different types of syntactic relation-
ships.

Lastly, future studies should take age-related dif-
ferences into account when comparing behavioral
data to norms generated by one age group. There-
fore we plan to collect production data from across
the lifespan.

6 Conclusion

Language is continually changing over time, due
to a variety of factors. Previous studies have high-
lighted the relationship between online sentence
processing and recent linguistic experience. Our
findings additionally suggest that previous linguis-
tic experience continues to influence online sen-
tence processing on the timescale of decades.

References

Reem Alatrash, Dominik Schlechtweg, Jonas Kuhn, and
Sabine Schulte Im Walde. 2020. Ccoha: Clean cor-
pus of historical american english. In Proceedings
of the Twelfth Language Resources and Evaluation
Conference, pages 6958–6966.

Harald Baayen, Fabian Tomaschek, Susanne Gahl, and
Michael Ramscar. 2017. The Ecclesiastes Princi-
ple in Language Change. In Marianne Hundt, San-
dra Mollin, and Simone E. Pfenninger, editors, The
Changing English Language, 1 edition, pages 21–48.
Cambridge University Press.

Clay Beckner, Richard Blythe, Joan Bybee, Morten H.
Christiansen, William Croft, Nick C. Ellis, John Hol-
land, Jinyun Ke, Diane Larsen-Freeman, and Tom
Schoenemann. 2009. Language Is a Complex Adap-
tive System: Position Paper. Language Learning,
59:1–26.

Ina Bornkessel-Schlesewsky, Dietmar Roehm, Robert
Mailhammer, and Matthias Schlesewsky. 2020. Lan-
guage processing as a precursor to language change:
Evidence from icelandic. Frontiers in Psychology,
10:466901.

Thomas Brochhagen, Gemma Boleda, Eleonora Gual-
doni, and Yang Xu. 2023. From language develop-
ment to language evolution: A unified view of human
lexical creativity. Science, 381(6656):431–436.

Paul-Christian Bürkner. 2017. brms: An r package for
bayesian multilevel models using stan. Journal of
statistical software, 80:1–28.

Ellis Cain and Rachel Ryskin. 2023. Diachronic lan-
guage change and its influence on lexico-semantic
representations across the lifespan. In Proceedings of
the Annual Meeting of the Cognitive Science Society,
volume 45.

Nick Chater and Morten H. Christiansen. 2010. Lan-
guage Acquisition Meets Language Evolution. Cog-
nitive Science, 34(7):1131–1157.

Abigail L Cosgrove, Roger E Beaty, Michele T Diaz,
and Yoed N Kenett. 2023. Age differences in seman-
tic network structure: Acquiring knowledge shapes
semantic memory. Psychology and aging, 38(2):87.

Mark Davies. 2012. Expanding horizons in historical
linguistics with the 400-million word Corpus of His-
torical American English. Corpora, 7(2):121–157.

Haim Dubossarsky, Simon De Deyne, and Thomas T.
Hills. 2017. Quantifying the structure of free associ-
ation networks across the life span. Developmental
Psychology, 53(8):1560–1570.

Susanne Gahl, Dan Jurafsky, and Douglas Roland. 2004.
Verb subcategorization frequencies: American en-
glish corpus data, methodological studies, and cross-
corpus comparisons. Behavior Research Methods,
Instruments, & Computers, 36(3):432–443.

Yoav Goldberg and Jon Orwant. 2013. A dataset of
syntactic-ngrams over time from a very large cor-
pus of english books. In Second Joint Conference
on Lexical and Computational Semantics (* SEM),
Volume 1: Proceedings of the Main Conference and
the Shared Task: Semantic Textual Similarity, pages
241–247.

William L. Hamilton, Jure Leskovec, and Dan Juraf-
sky. 2016. Diachronic Word Embeddings Reveal
Statistical Laws of Semantic Change. In Proceedings
of the 54th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 1489–1501, Berlin, Germany. Association for
Computational Linguistics.

M Honnibal and I Montani. 2017. spacy 2: Natural lan-
guage understanding with bloom embeddings, con-
volutional neural networks and incremental parsing.
neural machine translation. In Proceedings of the As-
sociation for Computational Linguistics (ACL), pages
688–697.

Mathilde Josserand, Marc Allassonnière-Tang, François
Pellegrino, and Dan Dediu. 2021. Interindividual
Variation Refuses to Go Away: A Bayesian Com-
puter Model of Language Change in Communicative
Networks. Frontiers in Psychology, 12:626118.

229



Ying Li and Cynthia S. Q. Siew. 2022. Diachronic
semantic change in language is constrained by how
people use and learn language. Memory & Cognition,
50(6):1284–1298.

Christopher D. Manning, Kevin Clark, John Hewitt,
Urvashi Khandelwal, and Omer Levy. 2020. Emer-
gent linguistic structure in artificial neural networks
trained by self-supervision. Proceedings of the Na-
tional Academy of Sciences, 117(48):30046–30054.

Jean-Baptiste Michel, Yuan Kui Shen, Aviva Presser
Aiden, Adrian Veres, Matthew K. Gray, The Google
Books Team, Joseph P. Pickett, Dale Hoiberg, Dan
Clancy, Peter Norvig, Jon Orwant, Steven Pinker,
Martin A. Nowak, and Erez Lieberman Aiden. 2011.
Quantitative Analysis of Culture Using Millions of
Digitized Books. Science, 331(6014):176–182.

Michael Ramscar, Peter Hendrix, Cyrus Shaoul, Petar
Milin, and Harald Baayen. 2014. The Myth of Cog-
nitive Decline: Non-Linear Dynamics of Lifelong
Learning. Topics in Cognitive Science, 6(1):5–42.

Rachel A. Ryskin, Zhenghan Qi, Melissa C. Duff, and
Sarah Brown-Schmidt. 2017. Verb biases are shaped
through lifelong learning. Journal of Experimen-
tal Psychology: Learning, Memory, and Cognition,
43(5):781–794.

Jesse Snedeker and John C. Trueswell. 2004. The de-
veloping constraints on parsing decisions: The role
of lexical-biases and referential scenes in child and
adult sentence processing. Cognitive Psychology,
49(3):238–299.

Mahesh Srinivasan and Hugh Rabagliati. 2015. How
concepts and conventions structure the lexicon:
Cross-linguistic evidence from polysemy. Lingua,
157:124–152.

Bill Thompson, Simon Kirby, and Kenny Smith. 2016.
Culture shapes the evolution of cognition. Pro-
ceedings of the National Academy of Sciences,
113(16):4530–4535.

Christoph Wolk, Joan Bresnan, Anette Rosenbach, and
Benedikt Szmrecsanyi. 2013. Dative and genitive
variability in late modern english: Exploring cross-
constructional variation and change. Diachronica,
30(3):382–419.

Dirk U. Wulff, Simon De Deyne, Samuel Aeschbach,
and Rui Mata. 2021. Understanding the aging
lexicon by linking individuals’ experience, seman-
tic networks, and cognitive performance. Preprint,
PsyArXiv.

230



Proceedings of the Workshop on Cognitive Modeling and Computational Linguistics, pages 231–241
August 15, 2024 ©2024 Association for Computational Linguistics

How Useful is Context, Actually? Comparing LLMs and Humans on
Discourse Marker Prediction

Emily Sadlier-Browna Millie Loub Miikka Silfverbergb Carla L. Hudson Kama

aUniversity of British Columbia bIndependent
emily.sadlier-brown@ubc.ca

Abstract

This paper investigates the adverbial discourse
particle actually. We compare LLM and human
performance on cloze tests involving actually
on examples sourced from the Providence Cor-
pus of speech around children. We explore the
impact of utterance context on cloze test perfor-
mance. We find that context is always helpful,
though the extent to which additional context
is helpful, and what relative placement of con-
text (i.e. before or after the masked word) is
most helpful differs for individual models and
humans. The best-performing LLM, GPT-4,
narrowly outperforms humans. In an additional
experiment, we explore cloze performance on
synthetic LLM-generated examples, and find
that several models vastly outperform humans.

1 Introduction

Natural human language utterances can be de-
scribed as containing different levels of informa-
tion. The most obvious is the main message or
topic of the utterance, but speakers often also aim
to convey information that is about the main mes-
sage, e.g., reflecting their beliefs about or stance
on the message, and its relation to other utterances
in the discourse (Clark, 1996). This pragmatic
information is an essential component of human
linguistic interactions. With the recent advent of
highly capable large language models (LLMs), it
is also becoming a key focus in research on com-
putational language generation.

In this paper we focus on the English adverbial
discourse marker actually, a word with pragmatic
functions. Actually serves to 1) highlight unex-
pectedness by conveying contrast and contradiction
(Oh, 2000; Halliday and Hasan, 1976; Lenk, 1998;
Aijmer, 2002), and 2) express reality, truth, cer-
tainty, and evidentiality (Quirk et al., 1985; Biber
and Finegan, 1988; Glougie, 2016). We expect
these functions to result in statistically robust prop-
erties in the surrounding linguistic context that

could potentially allow an LLM to correctly predict
a missing actually. Our experiments examine how
the relative placement of contextual information af-
fects prediction success of a variety of LLMs. Here
we provide models context in the form of preced-
ing and following utterances. We also compare the
LLMs’ performance to that of humans on the same
task.

To evaluate prediction success, we utilize stan-
dard cloze tests, which consist of masking a word
in an utterance or sequence of utterances and ask-
ing a model/human to predict the missing word.
Our cloze test items are drawn from the Providence
Corpus (Demuth et al., 2006) of transcribed every-
day conversational speech around children, which
represents an under-explored text-type in compu-
tational studies. We recruit human participants
through the mTurk platform (Crowston, 2012) and
compare their performance to artificial language
models: GPT-3.5 and GPT-4 (Achiam et al., 2023;
Brown et al., 2020), BERT (Devlin et al., 2018),
RoBERTa (Liu et al., 2019) and ELECTRA (Clark
et al., 2020).

Humans’ guessing accuracy on cloze-type tasks
has been shown to improve with increased sur-
rounding context and to depend on the placement
of that context (Rubin, 1976). We, therefore, vary
the amount and type of context available in the
cloze examples. Our results show that GPT-4 pre-
diction performance is on par with (in fact higher
than) human subjects’ performance, echoing very
recent findings (Sravanthi et al., 2024) on other
pragmatic language processing tasks. Performance
depends crucially on surrounding utterance con-
text. Some amount of context is always helpful
though different models and humans benefit from
different placement of context. For humans and
the highest-performing model, GPT-4, preceding
context is more helpful than following context.

In an additional experiment, we compare cloze
performance on examples sourced from the Provi-
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dence corpus to synthetic examples generated by
GPT-3.5. Surprisingly, while human and model
performance is quite similar for the corpus-sourced
examples, three of the models vastly outperform hu-
man subjects on the synthetic examples. This result
corroborates earlier findings that LLM-generated
data differs in crucial ways from natural data (Das
et al., 2024) and that LLMs demonstrate a prefer-
ence for synthetic text (Panickssery et al., 2024).

Related Work Pragmatic LLM language use is an
active research area. Hu et al. (2023) investigate
LLM capacity for pragmatically motivated inter-
pretations, finding that humans and models utilize
similar cues for pragmatic language use. Sravanthi
et al. (2024) present a benchmark of ten pragmatic
language use tasks, showing that LLMs achieve
near comparable performance with human subjects
on many tasks. Our findings lend additional support
for this result. Lake and Murphy (2023) raise two
important points: 1. current models are strongly
linked to text-based patterns and 2. if the aim is
human-like language capacity, models should bene-
fit from context in similar ways to humans. We ad-
dress these observations by targeting (transcribed)
spoken language and investigating the impact of
context.

Several studies investigate LLM cloze test per-
formance. Lai et al. (2020) compare cloze test
performance of BERT and LSTM language models
(Hochreiter and Schmidhuber, 1997). Pezzelle et al.
(2018) compare LSTMs to human subjects on quan-
tifier prediction in context, observing that humans
benefit from broad context, while models do not.
Our findings do not agree with this observation be-
cause we found that models also benefit from broad
context. This possibly reflects differences between
LSTMs and LLMs.

Closely related to our approach, Pandia et al.
(2021) investigate LLM cloze performance on dis-
course markers, finding that model performance
does not mirror humans on causal connectives.
However, in contrast to our approach, they force
models to choose a completion from among a set
of 66 discourse particles. We instead allow models
and humans to freely generate the masked word.
We believe our approach to be preferable because
artificially restricting the pool of answers makes
the task substantially easier. This complicates in-
terpretation of the experimental results and risks
inflating performance for models and/or humans.

2 Methods

Data We use both corpus and synthetic data in
our experiment. Our corpus data consist of 295
naturally-produced spoken utterances containing
the discourse marker actually along with a pre-
ceding and following context utterance. Utter-
ances are drawn from the Providence corpus (De-
muth et al., 2006) of the PhonBank database (Rose
and MacWhinney, 2014)1 which consists of video-
taped interactions between six children, family
members and other adults in natural situations, usu-
ally in the home. All utterances in the corpus are
orthographically transcribed and time-aligned with
the video.

All actually-containing utterances in our dataset
are spoken by adults, but many context utterances
are child speech, and children are always present
or nearby. 70% of target utterances (utterances con-
taining actually) are directed at children while the
remaining 30% are adult-directed, with the result
that the speech style is best described as "speech
around children". Preceding and following utter-
ances could be spoken by the same speaker as the
target utterance or by a different speaker. In addi-
tion to the actually examples, 37 distractor exam-
ples containing one of three other words, drawn
from the same corpus, are included in the dataset.
See Appendix A for additional details.

In our experiment with human participants (con-
ducted using Amazon Mechanical Turk (Crowston,
2012), participants control how many cloze items
they complete. Because actually is always a pos-
sible answer, there is a risk that participants will
realize that it is the intended completion regardless
of the example. To counteract this possibility, we
generated 295 synthetic examples using GPT-3.5.
These are engineered to resemble the actually ex-
amples, but target a variety of other words (selected
based on which word in the synthetic target utter-
ance was predicted with the lowest confidence by
BERT). See Appendix A for additional details.

Cloze test To investigate the effect of surround-
ing context, we created four examples for every ac-
tually utterance, each accompanied by some com-
bination of the preceding and following context
utterance as demonstrated in Figure 1. The four
conditions were: T (target utterance only); T+N
(target plus next utterance); P+T (preceding utter-

1Publicly available at https://sla.talkbank.org/TBB/
phon/Eng-NA/Providence
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Figure 1: Cloze test (correct answer = actually). We
investigate different degrees of contextual supervision,
asking human participants and models to fill in the miss-
ing word given different combinations of: the target
utterance (T), the following utterance (N) and the pre-
ceding utterance (P).

ance plus target); and P+T+N (preceding, target
and next). In total, this results in 2360 examples
of which 1180 are actually examples and the rest
synthetic.

We asked human subjects to fill in the "5 most
likely English words" for the target utterance. We
chose to ask for five answers because there are nor-
mally several reasonable answers for any given ex-
ample, and overly limiting the number of responses
(say, to one or two) would mean our dataset would
fail to include words that participants might believe
are equally likely. On the other hand, asking for
more than five responses could make the task too
difficult and time-consuming. All examples and all
conditions were randomized such that any given
participant received a random mix of actually and
synthetic examples across a random distribution of
conditions. Each example was only completed by
one participant (although participants were free to
complete as many items as they wanted). In order
to ensure the validity of the results, we limited par-
ticipants to those completing the task in an English-
speaking country, and we removed responses which
contained high proportions of repeated answers or
answers that occurred in the prompt. In total, there
were 255 mTurk participants. Given that there were
2360 examples in total, each annotator annotated
8.1 examples on average. See Appendix C for ad-
ditional details.

We experiment with two types of LLMs: 1)
Encoder-only large language models: BERT,
RoBERTa and ELECTRA, and 2) Generative large
language models: GPT-3.5 and GPT-4. For
encoder-only models, which are trained on a
masked language modeling objective, we can
straightforwardly frame the cloze task as masked
prediction. We extracted the five most probable

Synthetic

Figure 2: Results (recall@5) on cloze tests for: BERT,
ELECTRA RoBERTa, GPT-3.5, GPT-4 and

mTurk. We present results for actually examples in the
top panel and synthetic examples in the bottom panel.
Results are presented for all context types: T, T+N, P+T
and P+T+N.

words in the given context. For generative models
(GPT-3.5 and GPT-4), we cannot directly frame
the cloze task as masked prediction. Instead, we
prepared a prompt which asks the model to predict
the missing word in the example (see Appendix B
for details on the prompts and generation process).

For both models and humans, we evaluate re-
call@5, i.e., we computed how often the correct
word is found among the five completions.

3 Results

Experimental results for human subjects and LLMs
are presented in Figure 2. The information is shown
in tabular format in Table 1.

Actually examples Across all settings, humans
do well in comparison to most models on actually
prediction but GPT-4 outperforms humans in all
settings apart from T, where only the target utter-
ance is provided as context. In general, context is
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ACTUALLY EXAMPLES

Model T T+N P+T P+T+N
Human 26.1 23.1 27.1 31.5
GPT-3.5 16.0 16.6 22.4 22.4
GPT-4 23.7 25.8 33.2 34.2
BERT 16.3 19.7 17.3 21.0
ELECTRA 11.5 13.6 13.9 13.6
RoBERTa 22.4 25.4 24.4 25.8

SYNTHETIC EXAMPLES

Model T T+N P+T P+T+N
Human 40.3 42.6 51.9 51.2
GPT-3.5 50.7 52.6 74.1 73.1
GPT-4 61.1 64.9 90.8 91.2
BERT 56.3 63.6 74.1 75.6
ELECTRA 29.3 30.3 42.1 42.9
RoBERTa 36.7 42.5 57.0 60.5

Table 1: Cloze test results (recall@5) for actually and synthetic data.

helpful for both models and humans, but the effect
of quantity and placement differs across humans
and different models. Purely based on the target
utterance (T), human recall@5 (0.291) narrowly
beats both GPT-4 (0.237) and RoBERTa (0.224),
while BERT, GPT-3.5 and ELECTRA deliver sub-
stantially lower performance. In the presence of
additional supervision in the form of the follow-
ing utterance (T+N), the general picture remains
largely unchanged, although RoBERTa and GPT-4
now narrowly outperform human annotators. Pro-
viding the previous utterance as context instead
of the following one (P+T), results in a substan-
tial boost in recall for GPT-4 (+0.08) and GPT-3.5
(+0.06), while changes for humans and other mod-
els remain small. In this setting, GPT-4 clearly
outperforms all other models and humans. Finally,
full context (P+T+N) delivers the best performance
for GPT-4. In this context, humans’ recall@5 gains
+0.04 and ends up close to, though still slightly
below, GPT-4.

Synthetic examples Performance for all models
and human participants is higher on synthetic ex-
amples than actually examples. In the baseline
setting, seeing only the target utterance (T), human
participants do 14%-points better on synthetic ex-
amples and GPT-4 does 37%-points better. Overall,
three of the models– GPT-4, BERT and GPT-3.5–
very clearly outperform human participants on the
synthetic examples. Given additional context, we
see the same overall trend as for actually examples:
providing the next utterance (T+N) marginally im-
proves performance whereas the preceding utter-
ance (P+T) leads to large improvements for all
model types and humans. Providing both context
utterances (P+T+N) delivers small additional im-
provements for RoBERTa and GPT-4 and results in
minor degradation for humans and GPT-3.5 com-
pared to P+T. Overall, model performance is ex-

tremely high, with GPT-4 achieving 91% recall in
the P+T+N setting, which is a whole 40%-points
higher than human performance. At the same time,
RoBERTa seems to deliver the most humanlike per-
formance. BERT surprisingly delivers far stronger
performance than RoBERTa even though the model
architectures are very similar.

4 Discussion

Both models and humans achieved moderate suc-
cess in the cloze task for actually and notably
higher rates of success on the synthetic examples.
Humans’ ability to predict actually in a variety of
contexts generally fell within the range of accuracy
of the best-performing models. This suggests that
the models were able to generalize to the type of
speech from which we drew our examples (largely
comprising child-directed speech). GPT-4, in par-
ticular, outperformed humans. This is not wholly
unexpected given that it is one of the largest LLMs
to date.

Context is generally helpful. The preceding con-
text utterance seems to be crucial—the best perfor-
mance is always achieved either in the condition
P+T or P+T+N. For the actually examples, the
generative models GPT-3.5 and GPT-4, along with
humans, derive the largest gains in accuracy from
added context, while other models saw smaller im-
provements. This might indicate that a generative
training objective better helps models condition on
contextual information in a human-like way com-
pared to a masked language modeling objective.
On the other hand, GPT-4 outperforms humans, so
it is in fact using context more effectively than our
human subjects. Interestingly, although RoBERTa
sees little improvement with context, it neverthe-
less outperforms GPT-3.5 in all conditions.

Models massively outperform humans on syn-
thetic data. Our natural examples proved much
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more difficult than the synthetic ones. GPT-4, in
particular, achieved a stunning 91.2% recall@5 in
the synthetic P+T+N condition. As evidenced by
far lower human performance at 51.2%, this is unre-
alistically high. In fact, on synthetic data, humans
were outperformed by all models apart from ELEC-
TRA, a pattern of results which stands in stark
contrast with the results from the natural data. We
hypothesize that synthetically produced examples,
unlike real ones, strongly reflect the distribution
learned by GPT-3.5 which was used to generate
those examples. This makes a cloze task less of a
test of generalizability and more of a test of over-
fitting to training data. Therefore, models in fact
benefit from a narrow understanding of language
on synthetic data, which makes it less surprising
that they outperform humans. The effects of con-
text in the synthetic examples are also much more
pronounced and in this setting both humans and all
models improve with added context in contrast to
the harder actually examples.

5 Conclusion and Future Work

In our data, the performance of models and hu-
mans fell within the same range. This suggests
that models, especially those performing closest
to humans, are able to predict the occurrence of
the pragmatically-sensitive item actually, possibly
based on similar aspects of the surrounding con-
text as humans. However, important differences
emerged between models and humans in overall
accuracy, use of context, and the effect of con-
text location, suggesting differences in how, and
how effectively, models and humans utilize context.
Our work raises some important questions: where
models outperform humans, are they picking up
on contextual cues that humans are not sensitive
to? If so, what are these cues? Is outperforming
humans a desirable goal, or is emulating human
behavior—interpreting contextual cues in a human-
like way, including failing to make use of certain
cues even if they might be useful—more aligned
with the goals of language modeling? Finally, our
experiments on synthetic examples demonstrate a
stark contrast between LLM performance on nat-
ural and synthetic data. Consequently, we urge
caution when using synthetic data in experiments,
especially when comparing human and LLM per-
formance.

6 Limitations

Limitations of working with human subjects
There are several limitations related to the human
cloze experiment. Although we limited mTurk par-
ticipants to those performing the task in English-
speaking countries, we do not know whether par-
ticipants are native English speakers, nor do we
know their level of English proficiency. In fact, we
expect many participants will have been second lan-
guage speakers, meaning that the results might not
carry over to a native English-speaking population.
The presumed language background variability of
the human participants also reduces comparabil-
ity between our human results and model results,
since the models are trained only on English. Fur-
thermore, as in all experiments involving human
subjects, participants’ understanding of the task,
attention to the task and motivation to follow the
instructions cannot be controlled. To mitigate these
potential issues as much as possible, we limited
participants by experience and approval rating and
we automatically filtered out responses that bore
the hallmarks of inattention: those that exceeded
a pre-determined proportion of repeated answers
or answers copied directly from the prompt (see
Appendix C for details).

Limitations of the experimental design Given
that our human participants were allowed to com-
plete as many examples as they wanted, there was
a risk that participants who completed more exam-
ples would figure out that actually is often a possi-
ble answer. In an ideal world, each human subject
would complete a single example, which would
entirely eliminate the effect of seeing multiple ac-
tually examples, but unfortunately, limiting the task
to one example per participant would make it not
worthwhile for most participants. We attempted to
mitigate the potential effect of seeing multiple ac-
tually examples by adding the synthetic examples
as described in Methods and Appendix A. In addi-
tion, we performed a post-hoc analysis evaluating
whether participants who completed more exam-
ples in fact guessed actually more often. Figure 3
shows the number of actually answers as a function
of the total number of cloze test items completed
by the participant. As the regression line in the plot
demonstrates, participants who completed more ex-
amples did tend to guess actually more frequently
than others. However, the effect is moderate. More-
over, as Figure 4 demonstrates, most of our answers
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Figure 3: The proportion of correctly identified actually
answers as a function the number of examples com-
pleted. The regression line shows that the proportion of
actually guesses does tend to increase as the number of
completed examples increases.

an
no

ta
to
rs

Figure 4: The distribution of the number of completed
examples among participants. 58% of participants com-
pleted maximally five examples and 87% completed
maximally fifteen.

come from participants who completed very few ex-
amples. Consequently, most of our correct actually
responses come from participants who completed
very few examples simply because there are far
more such participants. This means that the data is
unlikely to be very biased on the whole.

Caveat concerning LLMs Finally, there is one
major limitation related to the LLMs: while we do
not believe that the LLMs would have been exposed
to the Providence corpus during their training pro-
cess, we were only able to check this for BERT,
RoBERTa and ELECTRA. For the GPT models it
is impossible to know for certain. If these were ex-

posed to the Providence corpus, this might inflate
their performance on the actually cloze tests.
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A Test Item Creation

Actually items Actually examples are drawn
from the publicly-available Providence corpus (De-
muth et al., 2006), which consists of video-taped
spoken English interactions between children (n=6)
and their parents and sometimes others. The chil-
dren ranged in age from 1 year to 4 years. The data
was collected in the form of one hour video record-
ings, collected across an average of 61 sessions
per child over the years 2002-2005. The corpus
is transcribed in written English, and these tran-
scriptions are time-aligned with the videos. The
mean(sd) lengths of example utterances (in number
of words) were: for target utterances, 11.1(7.1); for
preceding utterance, 5.3(4.8); for following utter-
ance, 5.9(4.9).

We located all utterances containing tokens of
actually (n=844). As part of a larger project, the
actually-containing utterance, the utterance before
and the utterance after were annotated for a suite
of linguistic and other behavioural features (e.g.
activity). For the present analysis, the example
set was filtered to exclude examples in which the
child spoke the target (actually-containing) utter-
ance, examples in which there was no behavioural
information (e.g. due to speakers being off-camera)
and examples in which the utterance before and/or
after was missing. Three examples of actually test
items can be seen in Figure 5.

Synthetic items The synthetic examples were
generated by GPT-3.5-turbo-1106 with temperature
set to 0.7. The GPT-3.5 prompt is given in Figure
6. To generate a set of synthetic examples that
resembled the actually examples, we provided GPT
with the following variables and populated them
with randomly selected values from distributions
similar to those of the actually dataset:
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MOM: "Hee hee hee."
MOM: "I think it'd be a great idea if we

____ went to sleep tonight and stayed
asleep all night."

MOM: "Wouldn't that be great?"
******
CHILD: "More there and there."
MOM: "Nope we ____ don't need more there."
MOM: "The secret to good wrapping is not to

use too much tape I think."
******
OTHER ADULT: "You have more of the last

paper?"
MOM: "It's ____ in my car."
MOM: "Let me get it out."

Figure 5: Example test items

• 2 speakers (e.g., MOM, DAD, CHILD)

• emotion of speaker2 (e.g., neutral, happy)

• activity of speaker2 (e.g., playing, conversing)

• location in the house (e.g., living room,
kitchen)

• age of the CHILD if CHILD was selected as
a speaker (e.g., 15 months, 2 years old)

• "do" or "do not" add a discourse marker to the
utterance

Out of 295 examples, 50 had to be manually
edited so that the format was correct. A common
error was that GPT-3.5-turbo added a fourth utter-
ance in the synthetic example when the instructions
only asked for three. After this light editing pro-
cess, the mean(sd) lengths of the synthetic example
utterances (in number of words) were: for target ut-
terances, 8.7(3.1); for preceding utterance, 6.0(2.1);
for following utterance, 6.5(2.8).

Once synthetic examples were finalized, we sim-
ulated masking each word in the utterance and used
BERT to make one word predictions for all masked
instances. The word with the the lowest probabil-
ity among BERT’s predictions was masked for the
cloze test. In Figure 7, we give three examples of
synthetic items (the masked words are Um, I’m and
bedtime, respectively).

B LLM Prompt Details

LLMs were asked to predict one example at a time
to ensure their responses were not influenced by

any text from other examples. A synthetic example
was provided so that the LLM responded in the
correct json format. The prompt is shown in Figure
8.

C mTurk Experiment Details

We recruited human participants via Amazon Me-
chanical Turk (Crowston, 2012). Each participant
was paid $0.10 per HIT (which consisted of one
test question). mTurk participants qualified for the
task if they:

• had a HIT approval rate over 95%

• had a number of HITs approved > 500

• were located in one of the 35 most populous
countries in which English is an official
or predominant language, according to
https://en.wikipedia.org/wiki/List_
of_countries_and_territories_where_
English_is_an_official_language

In addition to the above qualifications, mTurk par-
ticipants were required to pass a qualification test
consisting of three fill-in-the-blank questions of the
form given in Figure 9.

The instructions in the HIT were: "Fill in the
blank with the 5 most likely English words. No
duplicates."

To limit the number of examples a participant
could complete, and to prevent participants from
completing the same example in more than one
condition, we implemented the following:

• examples were released in 100-example
batches and participants who completed HITs
in one batch were unable to complete the task
in another batch

• in one batch, there was only one type of con-
text per example (e.g., if T+N of example1 is
in Batch1, then T, P+T, P+T+N of example1
will be in a different batch)

• only one set of responses was collected per
example

Once answers were collected, a quality check
was conducted to filter out poor responses:

• no responses consisting of repeated answers
(e.g., "fun", "fun", "fun", "fun", "fun")

• no one-character answers (e.g., "r", "e", "a",
"l", "y")
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You are a screenwriter who is writing a conversation between two people. Speaker1
and Speaker2 are {location} and Speaker2 {act_cat}.{child_msg} Create a three turn
conversation, make up an action for Speaker2 before the Speaker2 utterance and
{discourse_marker_msg} add a discourse marker frequently found in conversations in
Speaker2's utterance. Follow the specified FORMAT. In the FORMAT, more detailed
instructions will be provided between the delimiter triple backticks, ```.

###FORMAT START###
Speaker2 ```The scene will be provided and should be printed exactly the same in
the output```.
Speaker1: "```Says something brief to Speaker2 that fits the scene.```"
Speaker2 ```Make up an action Speaker2 is doing before the next utterance.```
Speaker2: "```Says something brief to Speaker1.```"
Speaker1: "```Responds to Speaker2.```"
###FORMAT END###

###EXAMPLE START###
INSTRUCTIONS:
- Speaker1 = MOM
- Speaker2 = DAD
- Scene = DAD is changing diaper.
- Emotion = DAD is feeling panicked.
- Location = living room
- Do add a discourse marker frequently found in conversations in Speaker2's
utterance

OUTPUT:
DAD is changing diaper.
MOM: "Did you remember to use baby powder?"
DAD looks up quickly.
DAD: "Huh, what do you mean baby powder? I didn't know she needs it. Is she sick?"
MOM: "No calm down. She's fine."
###EXAMPLE END###

Now it's your turn.

INSTRUCTIONS:
- Speaker1 = {s1}
- Speaker2 = {s2}
- Scene = {s2} {act_cat}.
- Emotion = {s2} is feeling {emotion}.
- Location = {location}
- {discourse_marker_msg} add a discourse marker frequently found in conversations in
Speaker2's utterance

OUTPUT:

Figure 6: LLM prompt template for generation of synthetic cloze examples. The LLM generates its answer after
OUTPUT:.
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OTHER ADULT: "Hey, do you have the car
keys?"

MOM: "_____, let me see... Oh, here they
are."

OTHER ADULT: "Great, let's head out."
******
DAD: "Smells delicious in here, what's for

dinner?"
MOM: "_____ making your favorite, spaghetti

and meatballs."
DAD: "That sounds amazing, I can't wait to

eat!"
******
OTHER ADULT: "I didn't expect to see you

here."
MOM: "Yeah, I wanted to tidy up a bit

before _____."
OTHER ADULT: "Well, that's nice of you to

do."

Figure 7: Example synthetic items.

• type-to-token ratio (TTR) was =<0.5

• answer-to-sample-ratio (ATSR) was =>0.1

TTR and ATSR were calculated by participant. We
found that low TTR indicates the participant did
not meaningfully complete the task due to having
repeated a high proportion of words across differ-
ent HITs. High ATSR indicates that the participant
repeatedly used words found in the example ut-
terances as responses, rather than choosing words
that fit the context as per task instructions. Exam-
ples with rejected answers were put in new batches
for another round of mTurk completions. In to-
tal, we completed three rounds before all examples
received accepted answers.
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You are a fluent English-speaker. In a conversation between two people, there will
be a blank denoted by _____.

TASK:
1. Read the text between the characters ```
2. Determine the 5 most likely English words in place of the blank _____; NO

DUPLICATES IN THE LIST
3. Create a JSON object like the following: {"word1": "one_word_only",

"word2":"one_word_only", "word3": "one_word_only", "word4": "one_word_only",
"word5":"one_word_only"}

4. Your response should only contain the JSON object.

EXAMPLE:
```MOM likes to _____ cookies.``` A good response is {"word1": "eat", "word2": "make",
"word3": "buy", "word4": "decorate", "word5": "bake"}

TEXT:
```
{example}
```

OUTPUT:

Figure 8: LLM Prompt template for Recall@5. The variable {example} is replaced by a cloze test example. The
LLM generates its answer after OUTPUT:.

DAD is cooking.

MOM: "Did you add salt?"

DAD is standing.

DAD: "Yeah, _____ course."

MOM: "Oh good."

Figure 9: One of our qualification questions for mTurk
annotators. The correct answer here is of.
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Abstract

Rule-based language processing systems have
been overshadowed by neural systems in terms
of utility, but it remains unclear whether neural
NLP systems, in practice, learn the grammar
rules that humans use. This work aims to shed
light on the issue by evaluating state-of-the-
art LLMs in a task of morphological analysis
of complex Finnish noun forms. We generate
the forms using an FST tool, and they are un-
likely to have occurred in the training sets of the
LLMs, therefore requiring morphological gen-
eralisation capacity. We find that GPT-4-turbo
has some difficulties in the task while GPT-3.5-
turbo struggles and smaller models Llama2-
70B and Poro-34B fail nearly completely.

1 Do neural networks learn grammar?

The debate on whether neural networks (NNs) can
be accurate models of human language often re-
volves around the question whether NNs learn sim-
ilar grammar rules as children do. In a famous
instance of the debate, Rumelhart and McClelland
(1986) argued that a NN can capture the implicit
rules that govern how English verbs are inflected
in the past tense. In a response, Pinker and Prince
(1988) counter that explicit rules are indispensable
to explain how children learn past tenses, and more
generally to explain the psychology of language.

Neural methods have gradually become more
capable of modelling varied aspects of language,
which could be viewed as supporting the implicit
rules argument. (For updates on the past-tense de-
bate see Kirov and Cotterell (2018); Corkery et al.
(2019); Fukatsu et al. (2024).) The most recent
instances of the debate are over large language
models (LLMs), whose language-generation and
task-solving capabilities have surprised many. The
recent debate consequently concerns modelling
human language more generally instead of focus-
ing on specific phenomena such as verb inflection.
Considering the success of LLMs, it is clear that

they learn some implicit rule-abiding behaviour
that enables them to process and generate language
competently, but it is still not clear if they learn
grammar similarly to humans, or if they learn and
employ some other set of rules.

Assessing grammatical knowledge learned by
NNs is not straightforward, but there are at least
two popular approaches. Training a classifier
(called a ‘probe’ (Alain and Bengio, 2016) or a
‘diagnostic classifier’ (Hupkes et al., 2018), first
developed by Shi et al. (2016); Adi et al. (2017))
to classify the internal representations of NNs has
been used to inspect what aspects of grammar are
encoded in them. Probing studies have found vari-
ous syntactical information encoded in neural NLP
systems (Jawahar et al., 2019; Tenney et al., 2018;
Papadimitriou et al., 2021), but interpreting the re-
sults remains contentious (Voita and Titov, 2020;
Immer et al., 2022).

The other popular method is to directly inspect a
neural LM’s next-unit predictions, or to train a clas-
sifier NN to predict which word is most acceptable,
given sequence of previous words. In an influen-
tial work by Linzen et al. (2016), knowledge of
subject-verb agreement in LSTM networks was as-
sessed this way, and it was concluded that ‘LSTMs
can learn to approximate structure-sensitive depen-
dencies fairly well’. Similar targeted syntactic
evaluation methods, inspired by methods in psy-
cholinguistics (e.g. Crain and Fodor (1985); Stowe
(1986)), have subsequently been employed to as-
sess the knowledge of many different grammati-
cal phenomena in NNs, for example anaphora or
negative polarity items (Marvin and Linzen, 2018;
Futrell et al., 2019; Jumelet and Hupkes, 2018; Hu
et al., 2020). Larger test suites such as BLiMP
(Warstadt et al., 2020) or SyntaxGym (Gauthier
et al., 2020) are used as benchmarks to track ad-
vances in the field.

The general conclusion has not changed much
since that of Linzen et al.’s: the networks are fairly
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good at acquiring the grammar rules. Sometimes
results of a single study are interpreted as evidence
that the NNs have acquired a syntactical rule com-
pletely (e.g. Wilcox et al. (2023)), but a closer
inspection often proves such an interpretation pre-
mature (e.g. Lan et al. (2024)). Since there is no
conclusive evidence that NNs learn from text the
same grammar that people use, it remains an impor-
tant task to delineate the instances where NNs, and
LLMs in particular, adhere to and utilise grammar,
and the instances where they do not.

Designing targeted syntactic evaluation tests re-
quires careful formulation of the sequences. For
example, Wilcox et al. (2023) examined the un-
derstanding of filler-gap effects by comparing the
probabilities of acceptable and unacceptable contin-
uations for sentence pairs such as ‘I know what the
lion devoured’ and ‘I know that the lion devoured’.
The continuation ‘yesterday’ is assumed to be ac-
ceptable for the former but not the latter sequence.
However, ‘yesterday’ could be an acceptable next
word even for the latter sequence: consider the sen-
tence ‘I know that the lion devoured yesterday’s
leftovers.’ This example highlights the difficulty of
designing test sentences of this sort.

Instead of inspecting the next-unit predictions or
training diagnostic classifiers, in this work we ask
LLMs explicitly to perform a classification task,
which is possible due to the flexible text generation
capacity of the LLMs. This makes the evaluation
relatively unambiguous. For example, asking an
LLM directly ‘Is the verb “devour” transitive or
intransitive?’ does not leave much room for con-
founding factors. The apparent limitation of this
method is that even if a model fails in an explicit
classification task like this, we cannot rule out the
possibility that the model nevertheless encodes per-
fect implicit knowledge of the verb and how to use
it in any context. However, we make the assump-
tion in this work that if the LLMs had learned a
grammar rule as perfectly as humans, they would
be able to answer the explicit questions as compe-
tently as humans. This seems justified considering
the type and difficulty of, and LLMs’ performance
in, other tasks used to evaluate LLMs, such as aca-
demic and professional exams (OpenAI, 2023).

This approach was also taken by Weissweiler
et al. (2023), who assessed the morphological com-
petence of GPT-3.5-turbo by asking it directly to
fill in past tenses of words in a sentence, and con-
cluded that it ‘massively underperforms purpose-
built systems’. Similarly, Weller-Di Marco and

Fraser (2024) took a morphologically complex
word W and asked GPT-3.5-turbo questions such
as ‘What is the head noun of W ?’.

In this work we present LLMs directly and ex-
plicitly with a classification task to investigate the
knowledge of Finnish morphology in LLMs. Al-
though Finnish has relatively few speakers world-
wide (<10 million), it is not a low-resource lan-
guage, having about 32B tokens of available train-
ing texts (Luukkonen et al., 2023, 2024). Conse-
quently, the state-of-the-art (SOTA) multilingual
LLMs such as GPT-4 are fluent in Finnish, and
could be expected to have a good grasp of the
grammar, if the LLMs are in fact good at learn-
ing grammar from text.

2 Data and methods

Previous datasets of inflected Finnish words in-
clude the MorphyNet (Batsuren et al., 2021) and
UniMorph (Kirov et al., 2016; Batsuren et al., 2022)
corpora. We chose not to use data from these
datasets for two reasons. Firstly, complex words
comprising unusually many morphemes make it
possible to assess if the systems can generalise to
many types of possible inflections instead of learn-
ing only the most common inflection types. The
previous datasets do not include many extremely
complex word forms, but these can be generated us-
ing a finite-state transducer (FST). Secondly, since
the SOTA LLMs have been trained on very large
datasets harvested from the Internet, it is likely
that the previously published datasets are included
in their training data, which would preclude fair
assessment.

We use the Omorfi tools (Pirinen, 2015; Pirinen
et al., 2017) that are based on finite-state morphol-
ogy (Koskenniemi, 1984; Beesley and Karttunen,
2003) to generate inflected forms of Finnish nouns.
The Omorfi library includes some 500k lexemes, of
which about 140k are nouns. We inflect the nouns
in all possible combinations of number, grammati-
cal case, and possessive suffix (see Table 1 for ex-
amples, and Appendix A for further details), which

BASE +PL +INE +SG2 / +PL1

laite laitteet
laitteissa laitteissasi / laitteissamme
+TRA
laitteiksi laitteiksesi / laitteiksemme

Table 1: Examples of inflections of the word ‘laite’ (‘de-
vice’). PL means plural, INE and TRA are case classes,
and SG2/PL1 are possessive suffixes. Inflections in each
column include also those in the columns to their left.
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creates about 25M word forms. A random sample
of 2000 inflected nouns is used as a test set in our
experiments. We are unaware of any assessment
of the generation accuracy of Omorfi, so we per-
formed manual evaluation of the first 200 words
in the sample and found 6 incorrectly inflected
words. We therefore estimate the generation ac-
curacy to be around 97%, which creates an upper
bound for the classification accuracy of the test set.
We publish the test set and all code to reproduce the
results at https://github.com/aalto-speech/
llm-morph-tests. We note, however, that once
the data is published, it is subject to the same data
contamination issue as the previous datasets men-
tioned above—the good thing is that one can al-
ways draw a new random sample from the full set
of 25M forms.

Uniform sampling of lexemes creates a bias to-
wards low-frequency types that are correlated with
regularity of the inflection (Kodner et al., 2023).
We note that this is the case in our data, as we took
a random sample of the lexemes, and this should
be kept in mind when interpreting the results; there
are probably not many irregularly inflected words,
which makes the task easier. This is not an issue,
however, given our research question of whether
the LLMs have picked up even the most systematic
inflection types from textual data.

Prompt:
Jäsennä taivutetut substantiivit tällä tavalla:
taivutusmuoto – perusmuoto, luku, sijamuoto, omistusliite

vedessämme – vesi, yksikkö, inessiivi, 1. persoonan monikko
kinoksiksensa – kinos, monikko, translatiivi, 3. persoona
peukalostanne – peukalo, yksikkö, elatiivi, 2. persoonan monikko
huurteenani – huurre, yksikkö, essiivi, 1. persoonan yksikkö
sängiltäsi – sänki, monikko, ablatiivi, 2. persoonan yksikkö
koivuumme – koivu, yksikkö, illatiivi, 1. persoonan monikko
kaistojaan – kaista, monikko, partitiivi, 3. persoona
rehtiyksiesi – rehtiys, monikko, genetiivi, 2. persoonan yksikkö
laaksoillani – laakso, monikko, adessiivi, 1. persoonan yksikkö
talollenne – talo, yksikkö, allatiivi, 2. persoonan monikko
kansoiltanne – kansa,

Correct answer:
monikko, ablatiivi, 2. persoonan monikko

Table 2: An example 10-shot prompt. An English trans-
lation of the first two rows is: Parse the inflected nouns
in this manner: inflected form – base form, number,
grammatical case, possessive suffix. The following
rows are the examples. We use n-shot prompts with
n ∈ {0, 1, 5, 10}, and for all n we use the same n
first examples. For instance, the 5-shot prompts have
the vedessämme, kinoksiksensa, peukalostanne, huur-
teenani, and sängiltäsi example rows.

LLMs are prompted to give a morphological
analysis given an inflected form and the base form.
That is, the models should give the correct number,
case, and possessive suffix classes of the inflected
noun. The prompt, shown in Table 2, comprises a
short description of the task and the desired format,
after which there are 0, 1, 5, or 10 examples of the
task before the test word.

We test GPT-4-turbo-1106-preview (Achiam
et al., 2023) (which outperformed GPT-4-0613 in
preliminary experiments), GPT-3.5-turbo-1106,
Llama2-70B (Touvron et al., 2023) (outperformed
smaller Llama2 models and chat versions), and
Poro-34B (Luukkonen et al., 2024), which is
trained on Finnish, English, and programming
code.

For Poro and Llama2, we performed a coarse
tuning of the temperature parameter on a validation
set, and found no large differences but 0.5 to be
marginally better than the others, so we used this
value in the experiments with these models. For
the GPT models we found a temperature of 0.0
to yield the best results, so this value is used for
GPT-4-turbo and GPT-3.5-turbo. We did not tune
the top_p parameter (of nucleus sampling) but used
the default value 1.0.

Additionally, we trained simple recurrent neu-
ral network (RNN) models to also classify words
(one RNN for each category: number, case, and
possessive suffix), using random samples of the
FST-generated word forms as training data (exclud-
ing the test set). The aim of this comparison is to
give some indication of the difficulty of the task,
and to see if NNs can handle the task if they are
specifically trained on this small subset of Finnish
morphology. We took the RNN off the shelf of
the Pytorch library1 without tuning any of its hy-
perparameters. It consists of three layers of size
128.

3 Results

The rightmost plot in Figure 1 shows that besides
GPT-4-turbo, the models perform poorly in the task.
GPT-4-turbo is not close to perfect accuracy either,
and the combined 10-shot result does not reach the
result achieved by simple RNNs trained with 80k
words. With training set sizes of 800, 4k, 8k, 40k,
and 80k words, the RNNs achieved accuracies of
0.380, 0.765, 0.774, 0.821, and 0.840, respectively.

1From the tutorial at https://pytorch.org/tutorials/
intermediate/char_rnn_classification_tutorial
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Figure 1: Results in the morphological analysis task.

The first three plots from left in Figure 1 break
down the classification task into the three compo-
nent classification tasks: number, case, and pos-
sessive suffix. There are some differences in the
strengths of the models: Llama outperforms GPT-
3.5 in the possessive suffix classification task, while
GPT-3.5 performs better for other classification
tasks. In number classification, Poro outperforms
Llama, although Llama performs better in other
tasks.

Figure 2 shows the confusion matrices for GPT-
4-turbo classifications of cases for the 0-shot and
10-shot setups. From the 0-shot confusion matrix
we can see that the model does predict all classes
even though we did not provide it with the names
of the classes we expected it to recognise. This is
not surprising, since GPT-4-turbo has no difficul-
ties if asked to inflect a Finnish word in all cases
and to provide the names of the cases. It is ob-
vious that GPT-4-turbo has a fair amount of both
declarative knowledge (metalinguistic knowledge;
it knows the classes) and procedural knowledge
(knows how to inflect the words) of the Finnish
morphology. Therefore, the challenge in this task
comes presumably from the need to generalise to
infrequently used, morphologically complex word
forms.

4 Discussion

4.1 Reasons behind the errors

Most current SOTA LLMs use subword tokenisa-
tion methods such as BPE (Sennrich et al., 2016)
that break down infrequent character sequences
into multiple shorter tokens while keeping frequent
sequences as single tokens. Intuitively, having long
tokens that combine multiple morphemes into a sin-

Figure 2: Case label confusions of GPT-4-turbo in the
0-shot and 10-shot setups. See Appendix B for all con-
fusion matrices.

gle token could hinder the capacity to model mor-
phology, since multiple embeddings would have
to be learned for a single morpheme. Of the three
model families, Poro uses the longest tokens, hav-
ing an average of 3.55 characters per token in our
test words, while the Llama average is 2.16 and
the GPT average is 2.26. Furthermore, the average
length of the last token of a word is even longer:
4.42 for Poro, 2.41 for Llama, and 2.78 for GPT.
For example, the first two test words whose pos-
sessive suffix Poro classifies incorrectly and differ-
ences in the tokenisations of the different models
are shown in Table 3. Both of these words have the
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Figure 3: Possessive suffix label confusions of GPT-4-
turbo in the 0-shot and 10-shot setups. See Appendix B
for all confusion matrices.

Base form lyhty (lantern) tarttuma (infection)
Test word lyhtyjämme tarttumassamme

Poro tokens ly hty jämme t art t um assamme
Llama tokens ly ht yj äm me tart t um ass am me

GPT tokens ly ht y j äm me t art t um ass am me

Table 3: BPE tokenisations of different models.

first person plural possessive suffix, which always
ends in ‘me’. The possessive suffix ‘me’ is com-
bined with the case morpheme (partitive ‘jä’ in ‘ly-
htyjämme’ and inessive ‘ssa’ in ‘tarttumassamme’)
by Poro but not by GPT or Llama. This might be
one reason Poro misclassifies these words, while
GPT and Llama do not, and in general why Poro
lags behind the other models in the possessive suf-
fix classification task as seen in Figure 1. The pos-
sessive suffix is simple to recognise, if the tokenisa-
tion is conducive to the task: a rule that checks the
last two letters of the word and assigns ‘ni’–>SG1;
‘si’–>SG2; ‘me’–>PL1; ‘ne’–>PL2; else–>3
would achieve 100% accuracy on our test set. Ad-
mittedly, the rule would have to be more compli-
cated if there were also words without any posses-
sive suffix, since these words could end in virtually
any two letters: for instance, ‘vesi’ (‘water’) ends
in ‘si’ but does not have any possessive suffix (SG2
form would be ‘vetesi’) as does the translative case
‘vedeksi’ without a possessive suffix (the translative
case with SG2 suffix becomes ‘vedeksesi’).

Class frequencies could also explain some of the
confusions. For example, GPT-4 often confuses
abessive cases as partitive, seen in Figure 2. In
addition to partitive being often quite similar to
abessive, for example the inflected forms ‘kättä’
and ‘kädettä’ of the base ‘käsi’ (‘hand’), partitive
is also much more common than abessive: 16.2%
versus 0.1% of occurrences in Kettunen (2005).

4.2 Interpretations and implications

The results suggest that despite the versatile lan-
guage generation capacity of GPT-4-turbo it has not
acquired the rules of Finnish morphology as com-
pletely as could be expected based on its language
generation capacity. Instead, GPT-4 employs some
other set of heuristics to decide the next token, al-
though these undoubtedly overlap somewhat with
grammar rules. This is hardly a surprise given the
literature reviewed in Section 1, where the general
conclusion tends to be that NNs rarely use grammar
rules systematically, although usually fairly well.

The ineptitude of neural nets to follow grammar
rules is related to systematic compositionality and
inefficiency w.r.t training data set size, which are
said to be weaknesses of neural nets compared to
rule-based systems. Learning grammar enables
systematic compositional generalisation (Fodor
and Pylyshyn, 1988): learning a concise gram-
mar rule such as ‘the suffix -nne indicates
2nd person plural possessive form’ would
enable generalising to all possible 2nd person plu-
ral forms in Finnish, obviating the need to learn
word-specific associations and therefore reducing
the required training corpus size. GPT-4 reaches
close to 100% accuracy in this simple task of classi-
fying possessive suffixes (RNN reaches 100%, and
it is obvious that Finnish speakers would also reach
100%). However, the fact that it still sometimes
classifies words ending in ‘nne’ as 2nd person sin-
gular instead of plural (see Figure 3) betrays its
incomplete grasp of the systematic possessive suf-
fixes in Finnish. Similar arguments apply to the
other two classification tasks and the combined
classification task.

5 Conclusion

We conclude that even a SOTA LLM, GPT-4-turbo,
does not model Finnish morphology thoroughly
enough to allow it to provide morphological anal-
yses of rare and complex word forms with a high
accuracy. Contrasting this with its impressive text
generation capacity suggests that it utilises some
other language processing heuristics, which clearly
overlap somewhat with morphological rules since
it rarely produces incorrect forms, but which pre-
clude human-level systematic generalisation on our
test set. GPT-4-turbo outperforms models such
as GPT-3.5-turbo and Llama2-70B, however, by a
large margin.
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6 Limitations

Our experiments are limited to only one language
and only four LLMs, which of course means we
cannot be certain how the models perform on dif-
ferent languages, or how other models perform in
Finnish, even though we suggest our results shed
some light on general questions of grammar repre-
sented in LLMs. We also have not optimised the
prompt beyond trying out a few different phrasings,
so we assume some other prompt could elicit better
performance especially in the 0- and 1-shot setups.

As noted in the introduction, we assess LLMs us-
ing explicit, metalinguistic questions about Finnish
morphology. It is in principle possible that even if
the models fail in this task, having a limited grasp
of the morphological labels, they could succeed in
using the words correctly in sentences and repre-
senting their meanings correctly.
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A Details of the classification task

We inflect Finnish nouns in all possible combina-
tions of number, grammatical case, and possessive
suffix. Tables 4 and 5 list the classes of case and
possessive suffix with examples of both singular
and plural forms. We include a possessive suffix in
all the forms in our test set.

Short Name SG e.g. PL e.g.
ABE abessive talotta taloitta
ABL ablative talolta taloilta
ADE adessive talolla taloilla
ALL allative talolle taloille
ELA elative talosta taloista
ESS essive talona taloina
GEN genitive talon talojen
ILL illative taloon taloihin
INE inessive talossa taloissa
NOM nominative talo talot
PAR partitive taloa taloja
TRA translative taloksi taloiksi

Table 4: Finnish grammatical cases used in the ex-
periments, with example inflections of the word ‘talo’
(‘house’). There are three more grammatical cases in
Finnish (totalling 15), but comitative and instructive are
not supported by Omorfi, and accusative does not have
its own unambiguous surface form, so these three are
not included in our data.

Class SG e.g. (ELA) PL e.g. (ELA)
- talosta taloista
SG1 talostani taloistani
SG2 talostasi taloistasi
PL1 talostamme taloistamme
PL2 talostanne taloistanne

3
talostaan, taloistaan,
talostansa taloistansa

Table 5: Possessive suffixes in Finnish, with example
inflections of the word ‘talo’ (‘house’) with the elative
grammatical case ‘talosta’. SG1 is ‘first person singu-
lar’, SG2 is ‘second person singular’ etc. The third
person has the same forms in singular and plural, but
there are synonyms such as ‘talostaan’ and ‘talostansa’.

B Detailed results

Figures 4 through 13 show the confusion matrices
of all models and in all classification tasks. Not
all rows sum up to exactly to the same number:
for example, in Figure 5 1-shot matrices, the SG
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row for Llama2 adds up to 964, whereas for Poro
it adds up to 962. This is because of ambiguity
in the task: for example the form ‘taloni’ could
be singular or plural (if the case is nominative).
If the a system gives one of the correct classes,
the ‘true label’ is also assigned to that class in
these confusion matrices. If the system predicts
incorrectly, the ‘true label’ could be any of the
correct classes (whichever happens to be listed last
in our data).

One notable thing in the confusion matrices is
that Llama2-70B does not give many nonsense an-
swers: when one or more examples are given in
the prompt, the Llama2-70B almost always gives
class names, correct or incorrect, which are actual
classes, leaving the ‘other’ column empty in Fig-
ures 5, 8, and 12. One reason that this is not the
case for the GPT models is probably that GPT-4-
turbo and GPT-3.5-turbo have been tuned for chat.
In Microsoft Azure docs it is stated that ‘Like GPT-
3.5 Turbo, and older GPT-4 models, GPT-4 Turbo
is optimized for chat and works well for traditional
completions tasks.’2. GPT-4-turbo therefore of-
ten asks for clarification if it doesn’t recognise the
word, leading to nonsense classifications. Poro, on
the other hand, is not tuned for chat, but still gives
a lot of ‘other’ answers. This seems to be more
about Poro not grasping the format that the answer
should be given in, or simply not knowing which
classes are possible answers.

Figure 4: Confusions in the GPT-4-turbo and GPT-3.5-
turbo number classification task.

2https://learn.microsoft.com/en-us/azure/
ai-services/openai/concepts/models

Figure 5: Confusions in the Llama2-70B and Poro-34B
number classification task.
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Figure 6: Confusions of GPT-4-turbo in the case classi-
fication task.

Figure 7: Confusions of GPT-3.5-turbo in the case clas-
sification task.
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Figure 8: Confusions of Llama2-70B in the case classi-
fication task.

Figure 9: Confusions of Poro-34B in the case classifica-
tion task.
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Figure 10: Confusions of GPT-4-turbo in the possessive
suffix classification task.

Figure 11: Confusions of GPT-3.5-turbo in the posses-
sive suffix classification task.
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Figure 12: Confusions of Llama2-70B in the possessive
suffix classification task.

Figure 13: Confusions of Poro-34B in the possessive
suffix classification task.
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Abstract
Eye movements in reading reveal humans’ cog-
nitive processes involved in language under-
standing. The duration a reader’s eyes fix-
ate on a word has been used as a measure of
the visual attention given to that word or its
significance to the reader. This study investi-
gates the correlation between the importance
attributed to input tokens by language mod-
els (LMs) on the one hand and humans, in the
form of fixation durations, on the other hand.
While previous research on the internal pro-
cesses of LMs have employed the models’ at-
tention weights, recent studies have argued in
favor of gradient-based methods. Moreover,
previous approaches to interpret LMs’ internals
with human gaze have neglected the tasks read-
ers performed during reading, even though psy-
cholinguistic research underlines that reading
patterns are task-dependent. We therefore em-
ploy a gradient-based saliency method to mea-
sure the importance of input tokens when LMs
are targeted on specific tasks, and we find that
task specificity plays a crucial role in the cor-
relation between human- and model-assigned
importance. Our implementation is available at
https://github.com/gjwubyron/Scan.

1 Introduction

Human eye movements during reading reflect cog-
nitive processes involved in language process-
ing (Just and Carpenter, 1980; Rayner, 1998): the
fixation duration on a word correlates with read-
ing comprehension (Rayner, 1977; Malmaud et al.,
2020a). As such, fixation duration has been em-
ployed as proxy of the relative importance of a
word to a reader (Hollenstein and Beinborn, 2021).

The introduction of neural attention mecha-
nisms (Bahdanau et al., 2014) and the Transformer
architecture (Vaswani et al., 2017), which relies
on self-attention to compute input and output rep-
resentations, has given fresh impetus to research
into how language models (LMs) process language.

Attention mechanisms assign dynamic weights to
input tokens, offering a method to understand a
model’s internal functioning and decision-making
processes (Wang et al., 2016; Ghaeini et al., 2018).

Recent research has compared model and hu-
man language comprehension by aligning model
attention weights with human reading metrics, such
as fixation durations (Sood et al., 2020; Eberle et al.,
2022; Bensemann et al., 2022), presuming model
attention effectively signifies the relative impor-
tance of input tokens. However, the findings are
mixed (cf Section 2). While some studies (Sood
et al., 2020) observed significant differences be-
tween transformer LMs’ attention patterns and hu-
man fixation patterns, other studies (Eberle et al.,
2022; Bensemann et al., 2022) found strong cor-
relations. Besides, research on attention (Jain and
Wallace, 2019; Serrano and Smith, 2019; Brun-
ner et al., 2019) has questioned the reliability of
attention weights in accurately reflecting token sig-
nificance.

In contrast, Hollenstein and Beinborn (2021)
utilized gradient-based saliency (Simonyan et al.,
2014; Li et al., 2016) to approximate relative im-
portance in LMs through iterative token masking
and discovered strong correlation between LMs
gradient-based saliency and human fixation dura-
tions. However, the output space of this approach
comprises tens of thousands of tokens, which could
make gradient-based saliency uninformative (Yin
and Neubig, 2022). Moreover, their work focused
on natural reading. Since psycholinguistic stud-
ies show that human reading strategies vary with
the task and differ from normal reading (Malmaud
et al., 2020b; Shubi and Berzak, 2023; Mézière
et al., 2023), it is crucial to take task specificity
into account.

In this work, we align the LMs with the same
tasks performed by human participants during task-
specific reading and measure the importance of
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input tokens using gradient-based saliency. Addi-
tionally, we expand our analysis to include decoder-
based LMs, which, due to their auto-regressive na-
ture, more closely mirror the incremental nature of
human processing. We find strong correlations be-
tween LMs and humans in this task-specific setting,
and further fine-tuning on the task can enhance
these correlations.

2 Related Work

Model attention and human attention Re-
search comparing model attention to human visual
attention, using fixation locations and durations as
proxies, has produced mixed findings. Sood et al.
(2020) observed distinct differences between trans-
former LM attention patterns and human fixation
patterns. Conversely, studies by Eberle et al. (2022)
and Bensemann et al. (2022) found strong corre-
lations between early transformer layer attention
weights, like those in BERT (Devlin et al., 2019),
and human visual attention, contrasting with ear-
lier results. This discrepancy can be attributed to
methodological differences in processing attention
weights: Sood et al. (2020) analyzed maximum at-
tention values from the last layer’s sub-word tokens,
while Bensemann et al. (2022) averaged attention
across sub-word tokens in the first layer.

Limitations of attention-based interpretation
The inconsistent results outlined above challenge
the usefulness of methods based on model attention
to investigate the internals of LMs. Indeed, Brunner
et al. (2019) emphasize the lack of token identifia-
bility as one moves to higher layers of a model, and
Abnar and Zuidema (2020) show that distinct atten-
tion patterns are only found in earlier layers, while
in higher layers the attention weights approximate
a uniform distribution. Moreover, Jain and Wallace
(2019) question whether attention weights can re-
liably identify the relative importance of inputs to
the entire model, showing that different attention
distributions yield equivalent model predictions.
Similarly, Serrano and Smith (2019) find attention
weights to be very noisy indicators of importance.
Finally, an analysis of BERT’s (Devlin et al., 2019)
attention (Clark et al., 2019) reveals a significant
focus on the [SEP] token, which does not affect
model outputs when its attention is altered, sug-
gesting a“no-op” operation. Similarly, research on
attention heads (Voita et al., 2019; Michel et al.,
2019) finds that many of them can be pruned with
minimal impact, further indicating the potential

redundancy or non-operational nature of certain
attention mechanisms.

Saliency-based methods for analyzing LMs with
human gaze As saliency-based methods are ar-
guably more suited than methods based on atten-
tion (Bastings and Filippova, 2020) for model anal-
ysis, Hollenstein and Beinborn (2021) extract token
importance by iteratively masking each input to-
ken, computing the L2 norm of the gradient for
the correct output with respect to each token, and
then summing all saliency scores for each input
token. However, while they do emulate the LM’s
pre-training objective, this does does not neces-
sarily align with human processing: whereas the
model “sees” the input only partially, and as many
times as there are tokens, the readers see the input
fully and only once. Moreover, the gaze data used
in their study was, in parts, recorded while partic-
ipants were completing a task, such as sentiment
analysis and relation extraction (i.e., task-specific
reading). In our approach, we thus compute gradi-
ents by having the model perform the same kind of
classification task that humans performed during
reading. Thereby the token importance attributed
by both humans and the model refers to the impor-
tance within the constraint of a specific task, and
the model sees the input only once, and fully.

3 Method

Consider an input sentence, formalized as x =
⟨x1, . . . , xN ⟩ of N tokens, where xj is the jth to-
ken (word) in the sentence, and two corresponding
token importance vectors of the same length: the
human importance vector h = ⟨h1, . . . , hN ⟩ and
the model importance vector m = ⟨m1, . . . ,mN ⟩,
where hj and mj are the human and model impor-
tance attributed to token xj . We obtain the mean
Spearman correlation between model and human
importance by computing the by-token Spearman
correlations between the vectors m and h for all
sentences x, then dividing the sum of these correla-
tions by the number of sentences x.

Extracting model importance: gradient-based
saliency The model importance vector m con-
sists of gradient saliency values mj for each input
token xj of the sentence x. “Saliency” refers to
neural network interpretation methods that assign
an importance distribution over the input in order
to analyze a network’s prediction (Ding and Koehn,
2021). In other words, saliency methods aim at ex-
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BERT base BERT large RoBERTa DistilBERT GPT-2 base GPT-2 large OPT
Sentiment Analysis (SA)

fine-tuned 0.610.010 0.570.011 0.470.012 0.530.011 0.490.011 0.550.010 0.430.012

pre-trained (0-shot) 0.550.011 0.590.010 0.450.012 0.520.012 0.40.014 0.480.012 0.420.013
random init. (0-shot) 0.240.013 0.220.013 0.040.014 0.210.013 0.20.014 0.190.014 0.150.015

Relation Extraction (RE)
fine-tuned 0.530.010 0.520.009 0.420.010 0.450.010 0.460.010 0.520.009 0.50.011
pre-trained (0-shot) 0.510.010 0.470.011 0.370.011 0.490.010 0.370.011 0.450.011 0.420.011
random init. (0-shot) 0.080.011 0.070.011 0.040.012 0.090.011 0.160.013 0.160.013 0.140.014

Table 1: We report mean Spearman correlations and standard errors between model and human importance for all
models in their fine-tuned, pre-trained (0-shot), and randomly initialized (0-shot) version, for both tasks SA and RE.
The difference in correlations is significant in all cases except for the ones indicated in italic.

plaining how sensitive the decision of a model is to
changes in the input. The most common method of
assigning this importance distribution is by means
of the gradient (Simonyan et al., 2014). Given a
parametrized language model fθ, we compute the
gradient g with respect to an input token xj ∈ x as

g(xj) :=
∂f c

θ

∂xj
(x), (1)

where c indexes the true class y in the model’s out-
put, and f c

θ refers to the predicted output logit for
the true class y. We then follow Li et al. (2016) by
defining the gradient saliency mj of token xj as the
L1 norm of its gradient mj := |g(xj)|. Since dif-
ferent LMs employ different tokenization methods
which split tokens into sub-word tokens (Sennrich
et al., 2016; Song et al., 2021), we pool gradients
back to token level by summing up the sub-word
token-level gradient norms. We then normalize the
token-level saliencies by dividing them by the sum
of all saliency values in the sentence.

Extracting human importance: relative fixation
duration To obtain the human importance vector
h, we first extract raw total fixation durations tj,r
for each token xj ∈ x, which is the sum of the
durations of all fixations on that token by a reader
r. However, due to variations in reading speed
across readers and sentences, these raw durations
can vary significantly between instances. We thus
normalize them by dividing them by the sum of du-
rations across all tokens within a sentence, resulting
in relative fixation durations dj,r = tj,r/

∑
j tj,r

for each token xj . These relative durations are
then averaged across all readers to bypass individ-
ual differences and to obtain a more robust signal,
resulting in aggregated relative fixation durations
hj =

∑
r dj,r/ |readers| for each token xj .

4 Experiments

Datasets The eye-tracking part of the Zurich Cog-
nitive Language Processing Corpus (ZuCo; Hol-
lenstein et al., 2018) comprises two task-specific
readings: in the sentiment analysis (SA) reading,
participants were presented with a subset from the
Stanford Sentiment Treebank (SST; Socher et al.,
2013) that consists of movie reviews, based on
which they had to rate the movies; in the relation
extraction (RE) reading, they performed relation ex-
traction on a subset of sentences from the Wikipedia
relation extraction corpus (Culotta et al., 2006).

Models and fine-tuning We include both en-
coder models and decoder models, as well as mod-
els from the same family but different in size. En-
coders include BERT (Devlin et al., 2019) base
and large, RoBERTa (Liu et al., 2019), and Dis-
tilBERT (Sanh et al., 2019); decoders include
GPT-2 (Radford et al., 2019) base and large, and
OPT (Zhang et al., 2022). As the models perform
classification — ternary for SA, and 9-class for RE
—, we utilize the architecture variants implemented
for sequence classification in Huggingface (Wolf
et al., 2019). For SA, we fine-tune the models on
the SST dataset and for RE on the Wikipedia dataset
(Culotta et al., 2006) , excluding the sentences used
for ZuCo SA and RE, respectively.1

Baselines. We include two sets of baseline mod-
els: the above-mentioned models randomly initial-
ized (random (0-shot)), and the models pre-trained
but not fine-tuned (pre-trained (0-shot)).

Results As depicted in Table 1, the more similar
the model’s training is to the human task, the more
aligned are the model and human importance vec-
tors. There exist medium to strong correlations be-
tween the fine-tuned model importance and human

1For training and implementation details as well as classi-
fication test results, see Appendix A.
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Figure 1: Mean Spearman correlations between relative fixation durations and gradient saliencies for fine-tuned
BERT base are depicted at the participant level, with error bars denoting the standard error. Participants are arranged
according to task accuracy, with their average task accuracies presented at the bottom of each bar.

importance vectors, exemplified by correlations of
0.61 by BERT base or 0.55 by GPT-2 large for SA.
Additionally, most fine-tuned models produce sig-
nificantly higher correlations than the pre-trained
baselines, and the pre-trained models all have sig-
nificantly higher correlations than their randomly
initialized counterparts. Encoder models, on av-
erage, achieve higher correlations than decoders,
despite variability within both types. Additionally,
SA task model importance correlates more strongly
on average than for RE.

5 Participant-level analysis

To investigate whether the models correlate more
with certain participants, we perform an additional
participant-level analysis in which we compute cor-
relations between the model-extracted saliency val-
ues and relative fixation durations for each partici-
pant individually. We also extract the participants’
response accuracies for both their SA and RE, av-
eraged over sentences. The underlying intuition is
that the models possibly correlate more with partic-
ipants that have a higher task accuracy.

Results The juxtaposition of correlations on par-
ticipant level and participants’ accuracies reveals
no discernible pattern, as exemplified by BERT
base in Figure 1. The correlation coefficients be-
tween participants exhibit great variability in both
tasks. Participants’ task accuracies are distributed
across a wide range for SA but exhibit a ceiling
effect for RE. Moreover, averaging the participant-
level correlations yields lower correlation values
than using the aggregate relative fixation durations,
e.g., the group-level correlation with BERT base is
0.61 and the average on participant-level is 0.41.2

2An overview of all by-participant accuracies and correla-
tions, for all models can be found in Table 3 in Appendix B.

6 Discussion and Conclusion

The experimental results find medium to strong
correlations between model importance vectors,
derived from gradient saliencies, and human im-
portance vectors, indicated by relative fixation du-
rations, particularly when language models (LMs)
are fine-tuned for tasks mirroring those undertaken
by readers: task-specific fine-tuned models demon-
strate notably stronger correlations than pre-trained
zero-shot baselines. The discrepancy between
the pre-trained and randomly initialized models
suggests an initial understanding for human im-
portance attribution acquired during pre-training.
These findings underline the importance of match-
ing tasks between models and humans for accu-
rate gaze analysis, with task-specificity influencing
reading behavior but remaining largely ignored in
NLP (Shubi and Berzak, 2023). We further find
that SA tasks show consistently higher correlations
than RE, possibly due to the complexity introduced
by more output classes affecting model predictions.
Moreover, initial observations suggest encoders
outperform decoders in correlation, potentially due
to decoders’ unsuitability for classification tasks.
Yet, this distinction may be incidental, influenced
by factors like pre-training data or model architec-
ture. Surprisingly, BERT base yields the highest
correlation, while BERT large and RoBERTa, who
achieve higher test accuracies than BERT, produce
lower correlations. This indicates that emulating
human importance attribution is neither a function
of model parameters nor does it necessarily imply
better model performance. The participant-level
analysis reveals no distinct pattern, indicating that
the models do not mirror the token importance attri-
bution of more proficient humans. Moreover, aver-
aging correlations across individual participants re-
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sults in a lower correlation value compared to when
participant fixation durations are aggregated across
sentences. This implies both that by-participant ag-
gregation of relative fixation durations produces a
more robust signal, and that models correlate more
with average human language processing than with
subject-level idiosyncracies.

In conclusion, we have developed a gradient
saliency-based method to analyze LMs with hu-
man gaze that does not neglect task-specificity and
found that mirroring tasks yields higher correla-
tions.

Limitations

First of all, the number of sentences in the eye gaze
dataset is quite low, as is the number of readers
(which are all L1 English readers based in Zurich,
and are not experts in sentiment analysis or relation
extraction), which does not make for a representa-
tive sample of the population at large.

Relatedly, for a more extensive evaluation of
our task-specific approach, one would have to ap-
ply it to the same sentences that contain eye move-
ments from natural reading instead of task-specific
reading. We leave it to future work to extend the
data from ZuCo with eye movements from natural
reading.

Moreover, while the studies outlined in Sec-
tion 2 underline the superiority of gradient-based
over attention-based methods, they might still not
be the state-of-the-art for explainability methods
and one might employ methods such as Integrated
Gradients or Layer-wise Relevance Propagation.
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Appendices
A Fine-Tuning Details

We fine-tune the models outlined in Section 3 on the SST (Socher et al., 2013) dataset for ternary sentiment
classification, excluding the sentences used for ZuCo SA, and on the Wikipedia dataset (Culotta et al.,
2006) for 9-class relation classification, excluding the sentences used for ZuCo RE. After excluding
sentences from ZuCo SA and RE, we are left with 5211 sentences allocated for SA and 889 sentences
allocated for RE. Subsequently, we implement an 80/20 split for training and validation. For testing, there
are 400 sentences from ZuCo SA and 335 sentences from ZuCo RE 3. We train the models for 10 epochs,
with an early stopping patience of 3 epochs, using the AdamW (Loshchilov and Hutter, 2019) optimizer, a
learning rate of 2 ∗ 10−5, and a batch size of 16. All models are implemented in PyTorch (Paszke et al.,
2019).

BERT base BERT large RoBERTa DistilBERT GPT-2 base GPT-2 large OPT
SA 75.3 76.5 82.8 75.0 71.8 77.8 73.8
RE 57.9 61.2 57.9 60.9 53.1 56.1 55.2

Table 2: We report the accuracy of fine-tuning the models on the SST (Socher et al., 2013) for sentiment analysis
(SA) and on the Wikipedia dataset (Culotta et al., 2006) for relation extraction (RE). In both cases, the ZuCo SA and
RE sentences are excluded from the training data; the models are tested on the ZuCo sentences for SA and RE.

B Participant-Level Analysis

(a) BERT large

(b) DistilBERT

(c) RoBERTa

3Out of the original 407 sentences in ZuCo RE, we retain only 335 sentences that contain a specific relation.
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(d) GPT-2 base

(e) GPT-2 large

(f) OPT

Figure 2: Spearman correlations between relative fixation durations and gradient saliencies for various models are
depicted at the participant level, including standard error. Participants are arranged according to task accuracy, with
their accuracy values presented at the bottom of each bar.

ZAB ZDM ZDN ZGW ZJM ZJN ZJS ZKB ZKH ZKW ZMG ZPH avg
Sentiment Analysis (SA)

Task acc 76.09 76.09 89.13 71.74 80.43 54.34 91.3 89.13 76.09 69.57 91.3 89.13 79.53
BERT base 0.47 0.36 0.28 0.39 0.40 0.36 0.39 0.42 0.51 0.49 0.43 0.40 0.41
BERT large 0.44 0.33 0.26 0.37 0.37 0.34 0.36 0.38 0.48 0.46 0.39 0.36 0.38
DistilBERT 0.40 0.32 0.25 0.36 0.35 0.30 0.34 0.36 0.44 0.41 0.38 0.35 0.35
RoBERTa 0.4 0.25 0.2 0.28 0.33 0.31 0.29 0.3 0.43 0.37 0.31 0.27 0.31
GPT-2 base 0.41 0.25 0.23 0.29 0.35 0.31 0.31 0.31 0.43 0.38 0.31 0.27 0.32
GPT-2 large 0.43 0.3 0.29 0.33 0.39 0.35 0.34 0.36 0.45 0.43 0.34 0.33 0.36
OPT 0.34 0.23 0.21 0.26 0.31 0.27 0.26 0.28 0.35 0.34 0.27 0.25 0.28

Relation Extraction (RE)
Task acc 90.42 96.81 92.87 92.14 79.12 96.56 93.86 95.33 93.12 94.84 95.82 97.05 93.16
BERT base 0.39 0.27 0.27 0.34 0.40 0.34 0.32 – 0.42 0.41 0.37 0.24 0.34
BERT large 0.37 0.27 0.26 0.33 0.41 0.34 0.31 – 0.43 0.42 0.36 0.22 0.34
DistilBERT 0.35 0.25 0.24 0.28 0.30 0.29 0.31 – 0.34 0.30 0.30 0.23 0.29
RoBERTa 0.33 0.21 0.19 0.25 0.34 0.31 0.26 – 0.38 0.31 0.27 0.16 0.27
GPT-2 base 0.36 0.21 0.23 0.30 0.34 0.33 0.25 – 0.37 0.35 0.29 0.20 0.29
GPT-2 large 0.41 0.24 0.27 0.34 0.39 0.35 0.29 – 0.4 0.4 0.34 0.24 0.33
OPT 0.4 0.24 0.29 0.33 0.35 0.34 0.31 – 0.38 0.36 0.31 0.25 0.32

Table 3: The participants’ task accuracy and their Spearman correlations with the LMs are reported. There is a lack
of correlations for one participant in the RE task because of a pre-processing issue with the eye-tracking data.
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Abstract

We propose leveraging cognitive science re-
search on emotions and communication to im-
prove language models for emotion analysis.
First, we present the main emotion theories in
psychology and cognitive science. Then, we
introduce the main methods of emotion anno-
tation in natural language processing and their
connections to psychological theories. We also
present the two main types of analyses of emo-
tional communication in cognitive pragmatics.
Finally, based on the cognitive science research
presented, we propose directions for improving
language models for emotion analysis. We sug-
gest that these research efforts pave the way for
constructing new annotation schemes, methods,
and a possible benchmark for emotional under-
standing, considering different facets of human
emotion and communication.

1 Introduction

Emotion analysis in natural language processing
aims to develop computational models capable of
discerning human emotions in text. Recently, lan-
guage models have been widely used to solve vari-
ous tasks in natural language processing, including
emotion analysis (Devlin et al., 2019; Brown et al.,
2020). This field of research faces several limi-
tations. First, different ways of conceptualizing
emotions lead to different annotation schemes and
datasets (Klinger, 2023). As a result, the general-
ization ability of models is limited, and it is often
impossible to compare studies. To address these
limitations, it has been proposed to unify some
annotation schemes based on the semantic prox-
imity of emotion categories (Bostan and Klinger,
2018), to automatically find emotion categories
from data (De Bruyne et al., 2020), or to obtain
emotion embeddings independent of annotation

*The authors contributed equally and are listed in alpha-
betical order.

schemes (Buechel et al., 2021). Inspired by psy-
chology and cognitive science research, we believe
building an annotation scheme unifying different
perspectives on the emotional phenomenon would
be possible and desirable.

In addition, existing benchmarks evaluate certain
aspects of emotional understanding but do not con-
sider its full complexity (Campagnano et al., 2022;
Zhang et al., 2023a; Paech, 2024). For example,
Paech (2024) proposes to evaluate the emotional un-
derstanding of language models by predicting the
intensity of emotions in conflict scenes. This type
of evaluation is too limited: benchmarks should re-
flect as much as possible the richness of emotional
understanding in humans, a richness documented
in different branches of affective sciences (Green,
2007; Wharton, 2016; Scarantino, 2017; Barrett
et al., 2019; Bonard and Deonna, 2023).

Another related research area focuses on the the-
ory of mind of language models, i.e., their ability
to correctly attribute mental states to others. In our
view, this literature is promising in that it links re-
cent developments in language models to theories
and empirical methods in cognitive science (for a
review, see Bonard (2024, section 5)). Notably,
several tasks and benchmarks have been developed
to measure the ability of language models to suc-
ceed at different versions of the False Belief Task
(Trott et al., 2022; Aru et al., 2023; Gandhi et al.,
2023; Holterman and van Deemter, 2023; Kosinski,
2023; Mitchell and Krakauer, 2023; Shapira et al.,
2023; Stojnić et al., 2023; Ullman, 2023). How-
ever, theory of mind and, more generally, social
reasoning abilities go beyond the ability to succeed
at the False Belief Task (Apperly and Butterfill,
2009; Langley et al., 2022; Ma et al., 2023). The
ability to correctly interpret expressed emotions
cannot be reduced to it. The degree to which lan-
guage models possess this emotional competence
is worth studying in its own right.

Generally speaking, research on language mod-
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els for emotion analysis would benefit from cog-
nitive science research on emotion and commu-
nication. In particular, we believe this approach
can lead to better ways of annotating emotions ex-
pressed in text. Additionally, it can improve the
evaluation of the emotional understanding of lan-
guage models by developing new benchmarks. In
what follows, we present an overview of psycho-
logical theories of emotion (section 2) and ways of
annotating emotions in natural language processing
(section 3). Then, inspired by specific psychologi-
cal and linguistic theories (section 4), we propose
research directions to address some of the current
limitations of emotion analysis (section 5).

Contributions. We propose integrating different
cognitive science theories on emotion with NLP
research. We explain why and how emotion analy-
sis should use research from cognitive pragmatics,
specifically what we call "the detective analysis",
to improve automatic emotion analysis. We sug-
gest that these points lead both to devising a new
annotation scheme and improving how language
models should be evaluated for emotion analysis.

2 Emotion Theories in Cognitive Science

This section will present the three main emotion
theories in psychology to provide a background for
connecting emotion analysis in natural language
processing with cognitive science.

Basic emotion theory. Basic emotion theory is
certainly the most influential today. Inspired by
Darwin’s research on emotions (Darwin, 1872), it
postulates a certain number of discrete, basic emo-
tions that are universal and innate among humans
due to their evolutionary origins. Emotions are un-
derstood as psycho-physiological "programs" that
were naturally selected to help overcome recur-
rent evolutionary challenges (Cosmides and Tooby,
2000). A prominent version is that of Paul Ekman
(Ekman, 1999), who sought to show, as Darwin en-
visaged, that some emotions are expressed with the
same facial expressions across cultures – Ekman
used Darwin’s (Darwin, 1872) list of six "core" ex-
pressions of emotions: anger, fear, surprise, disgust,
happiness, and sadness. He notably conducted stud-
ies with individuals having no exposure to West-
ern culture, indicating that they could accurately
identify facial expressions for these six emotions
(Ekman and Friesen, 1971). It should be noted that
Ekman left it open how many basic emotions there

are. Besides the six emotions listed, candidates in-
clude amusement, contempt, embarrassment, guilt,
pride, and shame (Ekman, 1999). Other versions of
basic emotion theory have different lists (Tomkins,
1962; Izard, 1992; Panksepp, 1998; Plutchik, 2001).
For a discussion of the evidence supportive of basic
emotion theory, notably the potential physiological
and neurological signatures of basic emotions, see
Moors (2022, 129––131).

Psychological constructivism. Psychological
constructivism is the most influential alternative
to basic emotion theory today. It rejects that there
are discrete, basic emotions universally shared by
humans and posits instead that emotion kinds such
as anger, fear, and joy are constructed through the
interplay of biological, psychological, and sociocul-
tural factors. Early proponents include Schachter
and Singer (1962), but its main representatives are
James Russell and Lisa Feldman Barrett (Russell
and Barrett, 1999). Psychological constructivists
focus on the feeling component of emotions that
they interpret as a continuum with no categorical
barriers. Feelings are typically represented in a
two-dimensional space with a valence axis (pleas-
ant–unpleasant feelings) and an arousal axis (feel-
ings of activation–deactivation). The impression
that there are discrete emotions is seen as a social
construct: different forms of enculturation yield
different ways to conceptualize or label our bod-
ily feelings into discrete emotional kinds. For a
discussion of the evidence supportive of psycholog-
ical constructivism, see Moors (2022, 261––265).
Some evidence comes from so-called "arousal mis-
attribution" studies, i.e. cases where subjects mis-
interpret the source of their arousal and where that
seems to influence what emotions they undergo.

Appraisal theory. The third major psychologi-
cal theory of emotion is appraisal theory, whose
empirical version was pioneered by Magda Arnold
(Arnold, 1960). It was developed to explain the
absence of a bijective, one–to–one correspondence
between kinds of emotions and emotional stimuli,
i.e., the fact that the same kind of stimuli triggers
different emotions and that different kinds of stim-
uli trigger the same kind of emotion. To explain
this fact, appraisals are postulated as mediators be-
tween stimuli and emotional reactions. Appraisals
are cognitive evaluations (unconscious, fast, and
error-prone) of the relevance of stimuli given one’s
concerns and how one should react. Appraisal the-
ory hypothesizes that, for instance, Sam is fearful
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of the mouse in the kitchen because he appraises
it as an imminent threat to his safety, while Maria,
on the other, is angry that there is a mouse in the
kitchen because she appraises it as an intruder to
be kicked out. Thus, each emotion kind can be
analyzed by the associated appraisal. For instance,
Lazarus (1991) proposes imminent danger for fear,
demeaning offense for anger, irrevocable loss for
sadness, and progress towards a goal for happiness.

In the 1980s, appraisal theorists started to ana-
lyze appraisals as regions in a multi-dimensional
space (Moors et al., 2013). Appraisal dimensions
typically include (a) the goal-conduciveness of the
stimulus, (b) the coping potential of the individ-
ual in the situation, (c) the urgency of the needed
response, (d) the cause of the eliciting event (me,
others, intentional or not), and (e) the compatibil-
ity with one’s normative standards. For instance,
fear is triggered by an appraisal of a stimulus as
(a) highly inconducive, (b) hard to cope with, and
(c) requiring an urgent response. For a discus-
sion of the evidence supportive of appraisal the-
ory, see Moors (2022, 190––196). Most evidence
comes from self-report studies where participants
are asked to recall instances of emotions and to
rate these in terms of appraisal variables. Other ev-
idence comes from manipulating appraisal dimen-
sions and measuring associated emotions (e.g., in
a video-game setting) or from neurological predic-
tions about correlations between brain activations
and appraisal dimensions.

Figure 1: The integrated framework for emotion the-
ories. Rectangles represent the four components con-
stituting an emotional episode, and arrows represent
causation. Adapted from Scherer and Moors (2019).

An integrated framework for emotion theories.
Though the three theories reviewed are usually con-
sidered rivals, some have argued for their integra-
tion (Scherer and Moors, 2019; Bonard, 2021b;
Scherer, 2022). Arguably, the three theories dif-
fer mainly in their focus. Basic emotion theory
focuses on the universal traits inherited from evo-
lution, particularly their physiological and bodily

expressions. Psychological constructivism focuses
on the dimensions of feeling and how individu-
als categorize them. Appraisal theory focuses on
emotional elicitation and action tendencies. We
believe that a framework integrating the various
elements studied by these theories is possible and
desirable. What we call "the integrated framework
for emotion theories" proposes to do so by pos-
tulating that paradigmatic emotional episodes are
made of synchronized and causally interconnected
changes in four components: appraisal process, ac-
tion tendencies, bodily changes (motor expressions
and physiological responses), and subjective feel-
ings. For a discussion of this integrated framework,
see Scherer (2022).

3 Emotion Analysis in Text

3.1 How is emotion annotated in text?

Emotion is a category. Textual emotion analysis
relies on basic emotion theories to define different
emotion categories to associate with textual units
(a textual span, a sentence, or a document). For
instance, the sentence "I love philosophy." could
automatically be associated with the discrete emo-
tion happiness. Several annotation schemes focus
on subsets of categories while others encompass a
broader set, reaching over 28 different categories
(Demszky et al., 2020; Bostan and Klinger, 2018).

Emotion is a continuous value with affective
meaning. Instead of representing emotion as a
category, some annotation schemes consider emo-
tion as a point in a multidimensional space, associ-
ating continuous values with textual units (Buechel
and Hahn, 2017). These dimensions carry an affec-
tive meaning. Two dimensions dominate the litera-
ture and stem from psychological constructivism,
which considers, as we have seen, that an emotion
can be characterized by its degree of pleasantness
and its degree of arousal. Thus, the sentence "His
voice soothes me." could be automatically asso-
ciated with two continuous values: a degree of
pleasantness of 4 out of 5 and a degree of arousal
of 1 out of 5.

Emotion is a continuous value with cognitive
meaning. These dimensions can also carry a
cognitive meaning. Recently, a new line of re-
search proposes incorporating appraisal theories
into emotion analysis models (Hofmann et al.,
2020; Troiano et al., 2022; Zhan et al., 2023). From
this perspective, emotions are caused by events

266



evaluated according to several cognitive dimen-
sions. For example, the sentence "I received a
surprise gift." could be automatically associated
with several continuous values: the event is sudden
(4 out of 5), contrary to social norms (0 out of 5),
and the person has control over the event (0 out of
5).

Emotion consists of semantic roles. An emo-
tion cannot be reduced to a category or contin-
uous values with affective or cognitive meaning.
To better understand an emotional event, several
approaches associate spans of text with semantic
roles, such as cause, target, experiencer, and cue
of the emotion (Lee et al., 2010; Kim and Klinger,
2018; Bostan et al., 2020; Oberländer et al., 2020;
Campagnano et al., 2022; Wegge et al., 2023; Cor-
tal, 2024). Thus, instead of considering emotion as
caused by an event, semantic role labeling of emo-
tions considers that emotion is an event (Klinger,
2023) that must be reconstructed by answering the
question: "Who (experiencer) feels what (cue) to-
wards whom (target) and why (cause)?". In this
example, each text span can be associated with a
semantic role: "Louise (experiencer) was angry
(cue) at Paul (target) because he did not warn her
(cause)."

Emotion is a refined feeling. Sentiment analysis,
a fundamental task in natural language processing,
is sometimes considered a simplified version of
emotion analysis. In its most basic form, sentiment
analysis associates textual units with a category
indicating a polarity (positive or negative) (Poria
et al., 2020). A finer-grained task identifies aspects
of a product or topic and determines the sentiment
expressed about each of these aspects (Zhang et al.,
2022). For example, in the sentence "The battery
life of this phone is amazing, but its camera quality
is disappointing.", the sentiment is positive for the
aspect "battery life" and is negative for the aspect
"camera quality."

3.2 Limitations
No unified annotation scheme. Divergences in
the psychological definition of emotion lead to di-
vergences in how emotion is annotated in the text.
Psychological theories of emotions represent dif-
ferent perspectives on the emotional phenomenon.
However, these perspectives are not as contradic-
tory as they seem and may even tend towards uni-
fication (section 2). We believe this is also the
case for annotation schemes in emotion analysis.

In section 5, we provide directions for construct-
ing a unified annotation scheme inspired by recent
debates in psychology (Scherer, 2022).

Emotion verbalization is overlooked. Emotion
analysis rarely considers the process of emotion
verbalization. As a result, it is difficult to obtain
annotation guides that clearly define the linguistic
markers to annotate in text. We want to highlight
the linguistic theory of Raphael Micheli, which cat-
egorizes a broad panel of linguistic markers into
three emotion expression modes (Micheli, 2014):
labeled, displayed, and suggested emotion. Emo-
tion can be expressed explicitly with an emotional
label ("I am happy today"), be displayed with lin-
guistic characteristics of an utterance such as in-
terjections and punctuations ("Ah! That’s great
!"), or be suggested with the description of a situ-
ation that, in a given sociocultural context, leads
to an emotion ("She gave me a gift"). Most an-
notation schemes have implicitly focused on the
labeled emotion, overlooking the other two expres-
sion modes. Recently, annotation schemes based
on appraisal theories implicitly concern themselves
with the suggested emotion (Troiano et al., 2023).
Micheli’s theory thus analyzes the different types
of verbal signs humans use to infer expressed emo-
tions. In a complementary manner, theories of
cognitive pragmatics are interested in the psycho-
logical mechanisms used to infer what is communi-
cated, especially the emotions expressed by these
different types of signs. In the next section, we will
hypothesize that the sign categories distinguished
by Micheli correspond to different sources of infer-
ences postulated by cognitive pragmatics.

4 Cognitive Pragmatics and Emotional
Communication

Two analyses of communication. Cognitive
pragmatics is the branch of cognitive science con-
cerned with how agents use and interpret signs in
communication. In this and related branches, it is
common to distinguish between two broad ways to
analyze communication: the "dictionary analysis"
(a.k.a. the "code", "semiotic", or "semantic" model)
and the "detective analysis" (a.k.a. the "Gricean",
"inferential", or "pragmatic" model) (Sperber and
Wilson, 1995; Schlenker, 2016; Heintz and Scott-
Phillips, 2023).

Dictionary analysis. The dictionary analysis de-
picts communication as a sender who intentionally
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or unintentionally encodes information into a signal
that the receiver decodes. Vitally, prior to the com-
municative exchange, the sender and the receiver
must share the same code. A code here is under-
stood as a pre-established pairing between kinds of
stimuli (symbolized by "<. . . >") and sets of infor-
mation (symbolized by "[. . . ]"). For instance, the
Morse code consists of a pairing between <com-
binations of short and long signals> and [letters]
that senders and receivers must share to commu-
nicate with it. Codes can be conventional, as the
Morse code is and as is the formal semantics of a
language: a code made of syntactical and lexical
rules that pairs <strings of words> with [senten-
tial meanings] (Heim and Kratzer, 1998). Codes
can also be non-conventional or "natural" (Whar-
ton, 2003; Bonard, 2023a). For instance, bees are
thought to use a code pairing their <dances> with
the [location of nectar]. As mentioned in section
2, humans are thought to use a code pairing types
of <facial expressions> with types of [emotions
expressed].

The main limitation of the dictionary analysis
is that codes sometimes underdetermine meaning:
The pre-established pairings between <types of
stimuli> and [sets of information] are sometimes
insufficient to account for the information commu-
nicated. Paradigmatically, in conversational impli-
catures (Grice, 1975), the utterer implicitly commu-
nicates information beyond what is linguistically
encoded, beyond what is determined by syntactical
and lexical rules. For instance (Wilson and Sperber,
2006), if Peter asks, "Did John pay back the money
he owed you?" and Mary answers, "He forgot to
go to the bank.", Peter will readily understand that
Mary means "no". However, the relevant code – the
rules pairing <English grammar and lexicon> with
[sentential meaning] – is insufficient to account for
this since the code only tells you that John forgot
to go to the bank.

Codes underdetermine the meaning of verbal ex-
pressions of emotions as well. To illustrate, let
us go back to Micheli’s typology: labeled, dis-
played, and suggested emotions (Micheli, 2013).
As far as labeled emotions are concerned, the dic-
tionary analysis does quite well thanks to the pair-
ing between <emotion words> (e.g., happy, amaz-
ing, sadly) with the [emotion kinds] they refer to.
However, even labeled emotions sometimes do not
encode all that is communicated. For instance, "I
am happy now" is explicit about the kind of emo-
tion expressed but does not encode what the emo-

tion is about. Nevertheless, we often correctly infer
such information in the relevant context. The dic-
tionary analysis fairs even less well with displayed
emotions because these are often ambiguous. For
instance, interjections such as "Wow!", "Damn!",
"Fuck!", "Shit!", "Ah!", and "Oh!" though they
readily display that the utterer undergoes an emo-
tion, can express various positive and negative emo-
tions. Furthermore, these interjections don’t en-
code what emotions are about. However, receivers
usually correctly infer these pieces of information.
The dictionary analysis regarding suggested emo-
tions is even more limited. Depending on what
the person expressing their emotion believes or
desires, a phrase that only suggests emotions can
communicate pretty much any kind of emotion.
Imagine, for instance, that someone says, "The
ship has black sails.". In a certain context, this
apparently vapid sentence may poignantly convey
intense emotion – because, say, it means that the
son of the utterer died, as in the story of Aegeus
and Theseus. Note that, beyond verbal expression,
most, if not all, types of emotional expressions
also underdetermine what emotions are expressed.
Facial expressions or acoustic cues (e.g., screams,
laughter, sighs) also communicate different emo-
tions given different contexts (Aviezer et al., 2008;
Teigen, 2008; Vlemincx et al., 2009; Barrett et al.,
2011, 2019; Bonard, 2023b). The dictionary analy-
sis is thus also insufficient for these kinds of emo-
tional expressions.

So, how do humans disambiguate emotional ex-
pressions in cases where codes underdetermine
what is communicated? If we trust contemporary
cognitive pragmatics, the answer should be found
in the detective analysis of communication.

Detective analysis. What we call "the detective
analysis" is constituted by a family of theories de-
veloped by Paul Grice (Grice, 1957, 1989) and his
heirs (for reviews, see Bonard (2021a), chapter one
and appendix). Note that although our presentation
aims to remain balanced, no universally accepted
version of this analysis exists.

As mentioned, the detective analysis was devel-
oped to account for conversational implicatures,
cases where what is communicated goes beyond
what is conveyed through conventional meaning,
as in Peter and Mary’s example above. To do so,
the detective analysis conceptualizes linguistic in-
terpretation as a type of abductive reasoning – i.e.,
as an inference that seeks the simplest and most
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likely conclusion given the evidence available. The
analysis spells out three main sources of evidence:

1. Codes, i.e., pre-established pairings between
types of stimuli and sets of information, e.g.,
English syntactical and lexical rules; the codes
for verbal and nonverbal emotional expres-
sions. As we saw, expressions using la-
beled (e.g., "I’m happy") and displayed emo-
tions (e.g., "Damn!") are partially understood
through such codes, though they are too am-
biguous to account for all that is communi-
cated.

2. Pragmatic expectations, i.e., how people are
expected to behave in given contexts, partic-
ularly the kind of signal they receive. For in-
stance, in conversations, people are expected
to say things relevant to the question under dis-
cussion (see Grice (1975)’s maxims of conver-
sation). For this reason, although what is liter-
ally encoded in Mary’s reply is that John for-
got to go to the bank, Peter will nevertheless
expect this to be relevant to the question he
asked. Similarly, we expect someone’s emo-
tional expressions to be about something rele-
vant to their concerns (Wharton et al., 2021;
Bonard, 2022). For instance, if someone says
"Damn!" after receiving a surprisingly nice
compliment, we expect the compliment to be
particularly relevant to the person and will
interpret the interjection accordingly.

3. Common ground, i.e., the information pre-
sumed to be shared by the participants in
the exchange (Stalnaker, 2002). For instance,
Mary and Peter both presume that a bank is a
place where one can withdraw money. Sim-
ilarly, we usually presume that receiving a
compliment is something that one seeks, espe-
cially if it is surprisingly nice – though this is
not always part of the common ground, e.g., if
the complimenter is the complimentee’s arch-
enemy. The common ground also allows us
to understand that Aegeus can express deep
despair with the sentence « The ship has black
sails. ».

Based on these three sources of evidence, the
detective analysis further postulates that the inter-
preter uses mindreading abilities (i.e., theory of
mind, mentalizing, or social cognition) to infer
what is the most likely piece of information that is

implicitly communicated – e.g., Peter infers that
Mary meant "no" and we infer that the person say-
ing "Damn!" is probably pleased. Finally, the de-
tective analysis specifies that the information so
inferred is added to the common ground shared by
participants in the exchange so that it may be a new
source of evidence in the upcoming exchanges.

Let us note that the detective analysis predicts
that the ability to correctly infer what is commu-
nicated by emotional expressions heavily depends
on one’s mind-reading capacities. Corroborating
this prediction, children or people on the autistic
spectrum may struggle to infer implicit meaning
correctly, e.g., conversational implicatures (Fop-
polo and Mazzaggio, 2024) or in expressions using
suggested emotions (Blanc and Quenette, 2017).

5 Research Directions for Emotion
Analysis

5.1 Towards a Unified Annotation Scheme

Training models on data annotated with a scheme
that reflects the multifaceted nature of emotions
is desirable to improve the capacity of language
models to understand emotions. Such a scheme
would need to integrate different perspectives on
the emotional phenomena to allow for better study
comparisons. This would also increase the perfor-
mance and generalization of models.

Attempts at unification. Several recent stud-
ies attempt to unify different ways of annotating
emotion in text. Campagnano et al. (2022) pro-
pose a new annotation scheme that unifies various
schemes on emotion semantic roles. To choose a
set of shared categories, the different discrete emo-
tions from the schemes were converted to the ba-
sic emotions of Plutchik’s theory (Plutchik, 2001).
Klinger (2023) explores the divergences and com-
monalities between semantic role labeling of emo-
tions and approaches based on appraisal theories.
The study identifies several research directions,
such as using appraisal variables to improve the
task of detecting emotion causes, or analyzing
experiencer-specific appraisals (Wegge et al., 2023).
These studies show that combining schemes allows
knowledge transfer between tasks, increasing per-
formance and generalization.

In search of a common framework. What we
have previously referred to as "the integrated frame-
work for emotion theories" (section 2) aims to
reconcile the main emotion theories in psychol-
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ogy (Scherer, 2022). In our view, it represents a
strong candidate to provide a common framework
for annotation schemes. As mentioned in section 2,
this model considers that emotion consists of syn-
chronized changes in different components: the ap-
praisal process, action tendencies, bodily changes
(motor expressions and physiological responses),
and subjective feelings. Research in emotion anal-
ysis must draw from the recent debates in the psy-
chology of emotions to bring existing annotation
schemes into dialogue on a solid theoretical basis
and, ideally, construct a unified annotation scheme.

Emotion comprises several interacting compo-
nents. A unified annotation scheme could clarify
some gray areas in emotion analysis, such as the
lack of clear definitions for emotion semantic roles
(e.g., experiencer, cause, and target). It could also
better situate existing schemes. For example, anno-
tating discrete emotions and affective dimensions
emphasizes subjective feeling, whereas annotat-
ing cognitive dimensions emphasizes appraisals.
Few schemes account for physiological responses,
motor expressions, and action tendencies. More
generally, few schemes consider all components.
Kim and Klinger (2019) analyze the communica-
tion of emotions in fiction through descriptions of
subjective sensations, postures, facial expressions,
and spatial relations between characters. Casel
et al. (2021) associate text spans with categories
corresponding to Scherer’s emotional components.
Cortal et al. (2022, 2023) structure emotional narra-
tives according to components similar to Scherer’s.
Each text span corresponds to observable behav-
iors, thoughts, physical feelings, or appraisals. To
our knowledge, no annotation schemes attempt to
capture the interaction between components. Gen-
erally, emotion analysis pays little attention to the
dynamic nature of emotion and the synchronization
of its various components.

Improving the clarity of annotation guides. We
note that few studies psychologically justify the
choice of different objects to detect in the text.
Emotion analysis needs to develop a systematic
approach to compare annotation guides with one
another, thereby precisely understanding how dif-
ferent annotation schemes capture emotion. Thus,
these schemes must draw from psychological the-
ories (section 2) but also from linguistic theories
(sections 3.2 and 4) to identify linguistic mark-
ers that verbalize emotion. With clear annotation
guides, it would be easier for research teams to

focus on points of convergence between schemes.

5.2 Better Knowledge Use and Environmental
Interaction

In natural language processing, prompting refers
to supplying a tailored input to a language model,
aiming to direct its generation process towards a
desired response (Brown et al., 2020). Numer-
ous prompting methods draw inspiration from hu-
man cognition to improve the performance of lan-
guage models (Zhang et al., 2023b). These meth-
ods propose generating reasoning steps (Wei et al.,
2023; Kojima et al., 2023), reasoning through mul-
tiple generated responses (Wang et al., 2023b;
Yoran et al., 2023), facilitating communication
by rephrasing questions (Deng et al., 2023), and
self-improving with its own generated feedback
(Madaan et al., 2023; Yuan et al., 2024).

Prompting methods for emotional understand-
ing. Most methods have been explored to im-
prove model performance on tasks requiring for-
mal reasoning (Zhang et al., 2023b). We believe
it is possible to adapt these methods or even cre-
ate new ones to improve model performance on
tasks requiring social reasoning, such as emotional
understanding. It would be interesting to rely on
the ability of language models to act as charac-
ter simulators (Shanahan et al., 2023; Lu et al.,
2024), capable of adopting multiple perspectives
to change style (Deshpande et al., 2023), solve
tasks requiring expert knowledge (Xu et al., 2023),
or simulate discussions to encourage exploration
(Wang et al., 2023c; Liang et al., 2023). Zhou
et al. (2023) enhance the ability of language mod-
els to make relevant inferences for solving theory
of mind tasks. They propose a reasoning structure
that anticipates future challenges and reasons about
potential actions. More globally, a major challenge
in natural language processing is finding suitable
reasoning structures to effectively use the internal
knowledge of models (Kojima et al., 2023; Zhou
et al., 2023, 2024). The contribution of the detec-
tive analysis (section 4) could prove valuable here:
prompts that explicitly ask models to seek evidence
from the three sources highlighted by this analysis
could lead to better performance and explainability.
Finally, the integrated framework for emotion theo-
ries (section 3) can serve as inspiration for prompts
that aim to exploit all the different facets of emo-
tions rather than focusing on just one of them (e.g.,
subjective feeling).
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Interaction with the environment. Current lan-
guage models, trained solely on predicting missing
words, have essentially mastered linguistic codes,
i.e., lexical and syntactic rules (section 4), which
Mahowald et al. (2023) call "formal linguistic com-
petence". However, they struggle to perform well
on tasks relying on what Mahowald et al. (2023)
call "functional linguistic competence", i.e. the
skills required to use language in real-world sit-
uations. These skills centrally involve the mech-
anisms postulated by the detective analysis – in
particular, sharing a common ground and having
sensible pragmatic expectations (section 4). To
address this limitation, studies augment language
models with external modules like a mathematical
calculator (Schick et al., 2023), a web browser (Gur
et al., 2023), or a virtual environment (Park et al.,
2023). Through tool manipulation, language mod-
els intertwine reasoning with action and can thus
effectively combine internal with external knowl-
edge (Yao et al., 2023). This point is crucial to
develop models that exhibit human-like social be-
haviors. For example, Park et al. (2023) show that
observation, planning, and reflection are impor-
tant components for increasing the credibility of
behaviors in a virtual environment. Research on
human communication can help highlight relevant
abilities to augment language models (e.g., with ex-
ternal modules). This surely applies to emotional
communication as well: models could be comple-
mented with modules encapsulating, for instance,
our knowledge of codes for emotional expressions,
of how kinds of appraisals relate to kinds of emo-
tions, and of how we expect people undergoing
emotions to behave, along the lines sketched in
sections 2 and 4 above.

5.3 Better Benchmarks for Emotional
Understanding

Recent benchmarks evaluate language models on
specific aspects of emotional understanding (Wang
et al., 2023a; Paech, 2024), but they don’t consider
its full richness (Scherer, 2007; Mayer et al., 2008;
O’Connor et al., 2019). For example, Paech (2024)
assesses emotional understanding by predicting the
intensity of multiple emotions in conflict scenes.
Some benchmarks evaluate models on related tasks,
such as sentiment analysis (Zhang et al., 2023a) and
theory of mind (Zhou et al., 2023; Ma et al., 2023;
Kim et al., 2023; Gandhi et al., 2023). However,
no benchmark specifically proposes to evaluate the
multiple facets of emotions that affective sciences

reveal (section 2). Therefore, it is difficult to know
whether current models are efficient for emotional
understanding.

This limitation is compounded by the fact that
it is difficult to clearly determine which proper-
ties of emotional understanding are to be evalu-
ated. We believe that evaluating language models
should be grounded in research on human emo-
tional communication, especially psycholinguistics.
For example, before the age of ten, basic emotions
(e.g., joy or sadness) are better remembered than
complex emotions (e.g., pride or guilt) (Davidson
et al., 2001; Creissen and Blanc, 2017). From six
to ten years old, labeled emotions are better un-
derstood than suggested emotions (Blanc, 2010;
Creissen and Blanc, 2017). Another example of
relevant studies concerns the difficulty that autis-
tic people have in understanding different types of
emotional expressions (Foppolo and Mazzaggio,
2024). These studies suggest that, for humans, dif-
ferent types of emotions and different modes of
emotional expression are more or less difficult to
interpret. It would be desirable for benchmarks
to evaluate language models in ways that reflect
the relative difficulty of tasks for humans. Such
a project would certainly benefit from research in
cognitive pragmatics (section 4), knowing, for ex-
ample, that people with communication disorders
have difficulty understanding conversational im-
plicatures (Foppolo and Mazzaggio, 2024), which
indicates that the different sources of evidence dis-
tinguished by the detective analysis are associated
with different levels of difficulty.

We believe the concept of emotion should be
addressed through its relationship with text under-
standing, i.e., the ability of a reader to construct a
mental representation of a situation in a text (Zwaan
and Radvansky, 1998). Thus, we would need to
go beyond current conceptualizations of emotion
in natural language processing (section 3.1) to con-
sider the diversity of linguistic markers used to
verbalize emotion (section 3.2) as well as the dif-
ferent types of emotion (basic or complex) from
psycholinguistic research (section 2). Inspired by
previous studies, Etienne et al. (2022) propose an
annotation scheme that considers emotion expres-
sion modes and types of emotion. Future bench-
marks assessing the ability of language models to
analyze emotions should consider such annotation
schemes, which, as we have recommended, seek to
be solidly based on relevant research in cognitive
science.
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6 Conclusion

Emotion analysis has several limitations that, we
believe, are partially due to a lack of communica-
tion with other disciplines and, in particular, cog-
nitive science. We propose exploiting cognitive
science research on emotions and communication
to address some limitations, especially what we
called "the integrated framework" in emotion theo-
ries and "the detective analysis" in cognitive prag-
matics. We suggest that this opens the way for con-
structing new annotation schemes, methods, and
benchmarks for emotional understanding that con-
sider the multiple facets of human emotion and
communication.

Limitations

We propose a theoretical perspective on emotion
analysis in natural language processing. We believe
it would benefit the emotion analysis community
to adopt an interdisciplinary approach by drawing
from cognitive science theories to address certain
existing limitations in the research field. In prac-
tice, this is a challenging task. Although we focus
on concrete actions that could be undertaken soon
(for example, clarifying annotation guidelines), we
recognize that our contribution involves specula-
tive research directions. In future research, it would
be desirable to complement these speculative as-
pects with more concrete proposals, notably with
empirically testable hypotheses and implementable
algorithms.

Ethics Statement
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published any data or models in this paper. The
present research aims to better understand human
emotional communication, not to develop tools for
automatically detecting individuals’ private subjec-
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