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Abstract

This paper describes our participation in the
ArAIEval Shared Task 2024, focusing on Task
2C, which challenges participants to detect
propagandistic elements in multimodal Ara-
bic memes. The challenge involves analyz-
ing both the textual and visual components
of memes to identify underlying propagandis-
tic messages. Our approach integrates the ca-
pabilities of MARBERT and ResNet50, top-
performing pre-trained models for text and im-
age processing, respectively. Our system archi-
tecture combines these models through a fusion
layer that integrates and processes the extracted
features, creating a comprehensive representa-
tion that is more effective in detecting nuanced
propaganda. Our proposed system achieved
significant success, placing second with an F1-
score of 0.798.

1 Introduction

With the rise of social media platforms and the
growing number of users worldwide, people have
found a more accessible way to express themselves.
They have turned to humour and wit, creating jokes
and memes to succinctly convey thoughts, emo-
tions, and behaviours.

Memes are compositions of images and text,
merging them to collectively communicate ideas.
They have become a prevalent form of communica-
tion on various social media platforms such as Twit-
ter and Facebook, where content often combines
text with images or videos. With the widespread
use of memes on social media platforms across all
age groups, it is important to categorize and un-
derstand the sentiment and purpose behind them.
This involves determining whether memes convey
positive or negative implications and whether they
are used to spread hatred, ridicule, and misinforma-
tion (Dupuis and Williams, 2019). It’s also crucial
to identify whether they contain hateful or non-
hateful content (Lippe et al., 2020). From another

perspective, some focus on processing text only
that extracted from memes (Boinepelli et al., 2020),
while others view it as a multi-modal task (Du
et al., 2020). Despite the diversity of tasks, the
ultimate goal remains the same: understanding the
impact of memes on society. Our team partici-
pated in the ArAIEval Shared Task, specifically
focusing on Task 2C, which involves analyzing
multimodal content (Hasanain et al., 2024b). This
content includes textual data extracted from memes
and their corresponding images to identify propa-
gandistic elements. We developed a methodology
that combines the best-performing text and image
pre-trained models, using MARBERT for textual
analysis and ResNet50 for visual analysis.

2 Related Work

Recent research has focused on classifying memes
and extracting features using advanced computa-
tional methods. For example, one study (Suryawan-
shi et al., 2023) addresses the classification of multi-
modal offensive memes by employing Natural Lan-
guage Inference (NLI) techniques and fine-tuning
RoBERTa models to refine the task into a unimodal
offensive text classification challenge. Another
significant study (Dimitrov et al., 2021) proposes
a multi-label multimodal approach for detecting
propaganda techniques in memes. This method
involves annotating a corpus of 950 memes with
22 different propaganda techniques found in text,
images, or both, utilizing a multilabel setup for the
annotations.

A different work (Ouaari et al., 2022) proposes a
feature extraction method for multimodal meme
classification using Deep Learning approaches.
They aim to classify the sentiment in memes us-
ing Multi-Embedding, Residual Network, and Bi-
modal Autoencoder techniques, highlighting the
importance of sentiment analysis for monitoring
and managing negative content online. Addition-
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ally, a study (Deng et al., 2023) introduces a Meme-
Integrated Deep Learning (MIDL) framework for
meme classification and analysis, employing BERT
and ResNet architectures. They discuss the limi-
tations of traditional methods and the potential of
the proposed framework to advance research in
online culture analysis. Furthermore, surveys ad-
dress challenges in meme classification and under-
standing harmful memes, discussing a typology of
harmful memes and the lack of suitable datasets for
studying certain types, such as those featuring self-
harm and extremism. They emphasize the need for
cutting-edge solutions and fine-grained analysis in
this area. Works (Sharma et al., 2022), and (Afridi
et al., 2021) collectively aim to enhance meme clas-
sification, sentiment analysis, and understanding
of harmful content on social media platforms, con-
tributing to research in online culture analysis and
combating misinformation.

3 Methodology

This section outlines our methodology for detect-
ing propagandistic content in Arabic memes. It
details the dataset, pre-trained models for text and
image processing, system architecture, and train-
ing procedures, collectively enabling our system to
analyze multimodal data effectively.

3.1 Dataset

The dataset compiles memes from various social
media platforms including Facebook, Twitter, Insta-
gram, and Pinterest (Hasanain et al., 2023, 2024a).
Each meme is labeled as either propagandistic
or not propagandistic. The dataset is structured
as a JSON file containing the following fields:
"id": a unique identifier assigned to each meme;
"img_path": the file path or URL pointing to the
image associated with the meme; "text": the textual
content of the meme, often presenting a dialogue or
interaction between characters; and "class_label":
indicates whether the meme is classified as "not
propaganda" or "propaganda". As depicted in Fig-
ure 1, all subsets (training, development, and test)
exhibit a similar distribution pattern, with a signif-
icantly higher number of non-propaganda memes
compared to propaganda memes. This consistent
imbalance across the sets challenges developing
robust models that effectively recognize less repre-
sented propagandistic content.

Figure 1: Distribution of memes in the dataset by Clas-
sification. This bar chart shows the number of memes
classes within the training, dev, and test subsets.

3.2 Models
To effectively handle the multimodal data, we com-
pared three pre-trained models for both text and
image processing to determine the most efficient
method for detecting propagandistic content.

3.2.1 Pre-trained Text Models
MARBERT (Abdul-Mageed et al., 2021) is a bidi-
rectional transformer-based model specifically de-
signed for Arabic language processing. This model
was pre-trained on extensive and varied datasets
(about 6 Billion tweets) to enable effective transfer
learning for Arabic dialects. MARBERT focuses
on the diverse Arabic dialects, many of which have
not been extensively studied due to the scarcity of
resources. AraBERT (Antoun et al.) is another
prominent model in Arabic NLP, fine-tuned to un-
derstand Modern Standard Arabic (MSA) and Ara-
bic dialects. It was trained using a large corpus that
included 200 million sentences, totalling 77 billion
words. QARiB (Abdelali et al., 2021), the Arabic
and Dialectal BERT (QARiB) model, was trained
on a vast dataset that included 180 million text
phrases and nearly collected 420 million tweets.

3.2.2 Pre-trained Images Models
ResNet50 (He et al., 2016) is a Convolutional Neu-
ral Network (CNN) architecture comprising 50 lay-
ers. It is trained on large-scale image datasets,
such as ImageNet, to learn hierarchical features
from images. ResNet50 is widely used for tasks
like image classification, object detection, and im-
age segmentation. Its architecture features residual
connections, which help mitigate the vanishing gra-
dient problem during training. Swin Transformer
(Swin-V2) (Liu et al., 2021) is a transformer-based
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Figure 2: Architecture of our proposed multimodal classification system for propaganda detection.

architecture designed for vision tasks. It employs a
hierarchical design with shifted windows to capture
local and global information effectively. Swin-V2
is a specific variant of the Swin Transformer, char-
acterized by its unique configuration of layers and
parameters. This model is trained on large-scale im-
age datasets for image classification, object detec-
tion, and semantic segmentation tasks. The Swin
Transformer is notable for its strong performance
and scalability in handling large images. MaxViT
(Tu et al., 2022) is a variation of the Vision Trans-
former (ViT) architecture based on the transformer
model. MaxViT introduces modifications to the
transformer architecture to enhance performance
and efficiency. It uses the self-attention mechanism
to capture global dependencies in images. MaxViT
is trained on image datasets like other image mod-
els for tasks such as image classification, object
detection, and image generation.

3.3 System Architecture

Our system architecture is strategically designed to
effectively process and integrate the outputs from
the aforementioned text and image models, as illus-
trated in Figure 2. Each text model generates a high-
dimensional embedding of 768 dimensions, captur-
ing the nuances of the Arabic language, while each
image model outputs feature vectors—2048 dimen-
sions from ResNet50, 1024 from Swin Transformer
V2, and 768 from MaxViT—that encapsulate both
the local and global contextual details of the im-
ages. These outputs are concatenated to form a
comprehensive feature vector whose dimension-

ality depends on the specific models used. For
instance, combining MARBERT with ResNet50
yields a vector of 2816 dimensions.

This feature vector is processed through a fu-
sion layer, which often reduces the dimensional-
ity to a more manageable size (512 dimensions).
This is achieved by passing the concatenated vec-
tor through a dense layer that integrates the textual
and visual information into a unified representation.
This combined representation is then fed into a
classification head, consisting of a fully connected
layer with a softmax activation function, which
classifies the content into "propagandistic" and "not
propagandistic" categories. This integration of text
and image embeddings ensures a robust analysis,
enhancing our capability to detect nuanced propa-
gandistic content in multimodal data such as Arabic
memes.

3.4 Experimental Setup

We employ the Cross-Entropy Loss function for
our binary classification tasks and the Adam op-
timizer. It is renowned for efficiently handling
sparse gradients and adaptive learning rate adjust-
ments. Training begins with a learning rate of 2e-
5, a standard for fine-tuning BERT-based models,
with a batch size of 16 to balance computational
efficiency and memory constraints. Each model
is trained for up to three epochs, as preliminary
results indicated that more extended training peri-
ods did not significantly enhance performance and
could lead to overfitting. To prevent overfitting, a
dropout rate of 0.3 is implemented in both the text

475



Model precision recall F1-score
MARBERT 0.778 0.739 0.754
ARABERT 0.752 0.696 0.713

QARiB 0.728 0.694 0.706

Table 1: Comparative performance metrics of pre-
trained text models on development set.

model and the fusion layers to promote robustness
by randomly deactivating neurons during training.
We used the official metric proposed by the shared
tasks organisers (macro-average F1-score) to assess
model effectiveness.

4 Results and Discussion

4.1 Text-Based Models

To evaluate our adopted pre-trained models namely
MARBERT, ARABERT, and QARiB, we adopted
the F1-score as a key metric to assess their effec-
tiveness on the development set in detecting pro-
pagandistic content. MARBERT emerged as the
leading model, achieving a macro-average F1-score
of 0.754. This model displayed robust capabilities
in discriminating between propagandistic and non-
propagandistic content, evidenced by its balanced
performance across the classes. Table 1 shows the
detailed results of this evaluation.

ARABERT recorded a macro-average F1-score
of 0.713. While it showed proficiency in recogniz-
ing non-propagandistic content, its performance in
identifying it was less effective, impacting its over-
all score. QARiB, with the lowest macro-average
F1-score of 0.706, demonstrated challenges in con-
sistently identifying more nuanced propagandistic
elements, indicating a need for further refinement.
Based on these results, MARBERT was selected
for further experiments.

4.2 Integrated Text and Image Models
(Multimodel)

In our investigation, we combined our top-
performing text model, MARBERT, with differ-
ent image models to find the most effective ap-
proach for detecting propagandistic content in Ara-
bic memes. The evaluation conducted on the de-
velopment set showed that integrating MARBERT
with MaxViT demonstrated superior performance,
achieving an F1-score of 0.791, with precision at
0.838 and recall at 0.842. This configuration outper-
formed both Swin-V2, which posted an F1-score
of 0.786, and ResNet50, which recorded a score

Model Precision Recall F1-score
Development set

ResNet50 0.803 0.810 0.7531
Swin-V2 0.829 0.833 0.7866
MaxViT 0.838 0.842 0.791

Test set
MaxViT 0.790 0.809 0.798

Table 2: Comparative performance metrics of multimod-
els on development and test sets. The text-based model
used alongside the image model is MARBERT.

of 0.753. Due to its outstanding results, MaxViT
was selected for further assessment on the test set.
Table 2 shows the detailed results of this evaluation.

Upon testing, the MaxViT-MARBERT combina-
tion maintained strong performance, achieving a
precision of 0.7904 and a recall of 0.809, resulting
in an F1-score of 0.798. These results solidified
the model’s effectiveness in accurately identifying
propagandistic content, confirming the robustness
of our selection based on earlier evaluations. These
findings highlight the critical role of integrating
advanced image processing techniques with sophis-
ticated text analysis to tackle the complex challenge
of multimodal propaganda detection.

5 Conclusion

Our participation in the ArAIEval Shared Task
2024 led to the development of a robust system
that integrates advanced text and image process-
ing techniques to detect propagandistic content in
Arabic memes. We used MARBERT for textual
analysis and MaxViT for visual analysis. Our ap-
proach placed second with an F1-socre of 0.798,
showing its effectiveness in handling complex mul-
timodal data. These results validate our method-
ology and highlight the importance of combining
different modalities to improve content classifica-
tion systems. In the future, we plan to refine these
techniques, explore additional model integrations,
and expand our dataset to enhance the system’s
performance and adaptability across various multi-
media platforms.
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