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Abstract

Disambiguating a word’s intended meaning
(sense) in a given context is important in Nat-
ural Language Understanding (NLU). WSD
aims to determine the correct sense of ambigu-
ous words in context. At the same time, LMD
(a WSD variation) focuses on disambiguating
location mention. Both tasks are vital in Nat-
ural Language Processing (NLP) and informa-
tion retrieval, as they help correctly interpret
and extract information from text. Arabic ver-
sion is further challenging because of its mor-
phological richness, encompassing a complex
interplay of roots, stems, and affixes. This pa-
per describes our solutions to both tasks, em-
ploying Llama3 and Cohere-based models un-
der Zero-Shot Learning and Re-Ranking, re-
spectively. Both the shared tasks were part
of the second Arabic Natural Language Pro-
cessing Conference co-located with ACL 2024.
Overall, we achieved 1st rank in the WSD task
(accuracy 78%) and 2nd rank in the LMD task
(MRR@1 0.59).

1 Introduction

The First shared task is Word Sense Disambigua-
tion in Arabic (Khalilia et al., 2024)(WSD), which
aims to determine a word’s intended meaning
(sense) in a given context. Word Sense Disam-
biguation (WSD) is a long-standing challenge in
Natural Language Processing (NLP), and it has an
extended history of research. (Bevilacqua et al.,
2021). In the shared task ArabicNLU2024 WSD
task (Jarrar et al., 2023; Malaysha et al., 2023),
Arabic language adds further challenges in WSD
as Arabic exhibits morphological richness, encom-
passing a complex interplay of roots, stems, and
affixes, rendering words susceptible to multiple
interpretations based on their morphology.

Second task Location Mention Detection (LMD)
is a special case of WSD. Disambiguating loca-
tion/geolocation from social media posts is very
useful in disaster management, as it helps response

authorities, for example, locating incidents for plan-
ning rescue activities and affected people for evac-
uation. (Suwaileh et al., 2023), An LMD system
aims at matching location mentions (LMs) appear-
ing in microblogs toponyms, i.e., place or location
names, in a geo-positioning database, i.e., gazetteer.
(Bennett, 2010), The LMD problem can be typi-
cally decomposed into two sub-problems: 1) candi-
date retrieval (which aims to retrieve a list of can-
didate toponyms from gazetteer), 2) and candidate
ranking (which aims to rank the list of retrieved
candidates).

In this paper, we employed zero-shot learning on
Llama3 (AI@Meta, 2024), to solve WSD task as
training data wasn’t provided. To solve LMD task,
we employed OpenStreetMap API (Bennett, 2010),
for candidate retrieval and we fine-tuned Cohere
models 1 for re-ranking with the training data.

2 Literature Review

The task of resolving word sense ambiguity has
attracted significant research efforts. These ap-
proaches can be broadly categorized into two main
paradigms:

• Knowledge-Based Methods: These methods
leverage external resources, such as BalkaNet
(Tufis et al., 2004), BabelNet (Navigli and
Ponzetto, 2013), IMS (Zhong and Ng, 2010),
or manually constructed knowledge bases, to
capture the semantic relationships between
words and identify the intended sense in a
given context (Banerjee et al., 2003; Basile
et al., 2014; Wang et al., 2020; Kwon et al.,
2021).

• Machine Learning Methods: Supervised ma-
chine learning approaches (Iacobacci et al.,
2016; Papandrea et al., 2017; Zhang et al.,
2021; Le et al., 2020), utilize pre-labeled data

1https://cohere.com/blog/rerank
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to train models for predicting the most appro-
priate sense of a word. Advancements in deep
learning yielded promising results in WSD
tasks. While requiring significant computa-
tional resources, these methods often outper-
form knowledge-based approaches because
they can learn complex patterns within lan-
guage data.

For Arabic specifically (Al-Hajj and Jarrar, 2021),
created a dataset of labeled Arabic context-gloss
pairs (around 167k pairs) using Arabic Ontology
and benchmarked this dataset using three fine-
tuned Arabic BERT models.

The recent emergence of large language models
(LLMs) such as GPT-3 represents a significant
advancement in natural language processing (NLP)
(Brown et al., 2020; Thoppilan et al., 2022). These
models have expertise in a variety of domains, and
hence, they can be used as it is in multiple NLP
tasks. Traditional language models use separate
pre-training and fine-tuning pipelines (Devlin et al.,
2019; Maheshwari et al., 2021; Lan et al., 2019;
Zhuang et al., 2021), where the fine-tuning stage
follows pre-training. Models are fine-tuned on a
task-specific dataset in a fully-supervised manner.
The recent large language models such as Llama-3
and GPT-4 (Achiam et al., 2023), are improving
at handling multiple languages and providing
decent accuracy with zero-shot learning / only
with prompt instructions (where we define the
required task instruction in detail). These models
have become the preferred choice when training
data is not available.

3 Preliminary Background

3.1 WSD

Given the following inputs: A sentence S, a word w
that needs to be disambiguate, and a set of possible
definitions D = d1, d2, ... , dn; where di is one
possible definition of w, the WSD system tries to
select the right definition di of w for the context S.

3.2 LMD

Given the following inputs: A post p (tweet in our
dataset), a set of location mentions (LMs) Lp = li;
i in [1,np] in post p, where li is the ith location
mention, and np is the total number of location
mentions in p and a geo-positioning database G
(i.e., OSM) that consists of a set of toponyms T =

tj ; j in [1,k] where tj is the jth toponym, and k
is the number of toponyms in G, the LMD system
aims to match every location mention li in the post
p to one of the toponyms tj in OSM that accurately
represents it.

4 Data

4.1 WSD
SALMA corpus (Jarrar et al., 2023), is the first
sense-annotated corpus for Arabic. SALMA con-
tains 1,440 sentences and 34K tokens (8,760 unique
tokens with 3,875 unique lemmas). All tokens are
sense-annotated manually, with a total of 4,151
senses. The participants were provided with the
development and test datasets in the shared task.
The development set consists of 100 sentences ran-
domly selected from SALMA, the set of candi-
date senses (glosses), and the target/correct sense
for each word in each sentence. The rest of the
SALMA corpus (1,340 sentences) was shared as a
test set. The test set is similar to the development
set but will not include the target/correct senses.
No training dataset was provided.

4.2 LMD
IDRISI-DA (Suwaileh et al., 2023), is the first Ara-
bic LMD dataset in the disaster domain. It en-
compasses 2,869 posts from diverse dialects, fea-
turing 3,893 location mentions, of which 763 are
unique, across seven countries. In the shared task,
the data was shared with the standard 70:10:20
splits per event. For each post/tweet in the train
and dev datasets, annotations of the location men-
tions were provided, where each location mention
is accompanied by its correct toponym from the
OpenStreetMap (Bennett, 2010), (OSM) gazetteer.
Each toponym includes several attributes such as
geo-coordinates, address, etc.

5 WSD with Zero-Shot Learning

As there is no training data present in WSD task,
we leverage prompt based approaches to solve the
task.

First, we manually convert the WSD problem
statement to Natural language based task descrip-
tion and use it consistently for all prompt based
experiments. In WSD task, each input consists of
Arabic sentence, Arabic word, and list of definition
choices. In our first experiment, we prompt mod-
els with WSD task description with input defined
above to generate the correct option choice. We
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refer to this approach as "Base Prompt". To en-
force input format, we convert all parts of an input
to a JSON formatted string and prompt the model
to generate output in a fixed schema. We refer
to this approach as "Structural Input and Output".
We found 6% accuracy improvement for Llama-3-
70B-Instruct model and 0.4% drop in accuracy for
GPT-4-Turbo. This suggests that GPT-4-Turbo’s
performance is agnostic to input/output format and
Llama-3-70B-Instruct understands structured in-
puts more accurately than raw inputs. To further
handle the complexity of the Arabic language, we
also explored In-Context learning based methodol-
ogy. Specifically, we used Llama-3-70B-Instruct
model to generate Arabic sentences for a set of
words with their true definitions present in Ara-
bic sentences. After getting Arabic sentences, we
pass these sentences along with true definitions
as few-shot examples for the model. We refer to
this approach as "Structural Input and Output + In-
Context Learning". However, we found that this
approach hurt the accuracy of the dev set. This
also suggests that more experiments are required
for effective In-Context learning capability.

5.1 Results

Table 2 shows a 6% accuracy improvement for
the Llama-3-70B-Instruct model with a "Structural
Input and Output" based prompt approach. Due
to the inference cost efficiency of Llama-3-70B-
Instruct, we opted to use this prompting approach
for final submission. Overall, our team achieved
first rank on the test set with a test accuracy of
77.82%

6 LMD with LLM-based Re-Ranking

The approach consists of two stages: 1. Candidate
Retrieval 2. Candidate Re-Ranking.

6.1 Candidate Retrieval

During this stage, for each location mention li of
the post p, we query OSM to get the candidate
toponyms. As per our analysis on the training data,
for approximately 30% of the query results, either
the OSM API didn’t return the right toponym or
returned a null value. The specific cause behind
this behavior remains unclear and warrants further
investigation. It is hypothesized that this limitation
in the dataset and/or the OSM API’s performance
may have contributed to capping our performance
on the test data. Figure 3 in Appendix gives the

query result structure as opposed to the gold data.
The example shows that the OSM API does not
retrieve the correct toponym ID for the location
mention ’France.

6.2 Candidate Re-Ranking

The high-level description of this stage is shown
in Figure 1. Since the training data and devel-
opment data were available for this task, we em-
ployed a Cohere rerank-multilingual-v2.0 model to
re-rank candidate toponyms. The Cohere Rerank 2

model is a state-of-the-art neural network architec-
ture designed to re-ranking candidate results (Co-
here, 2023). This model has been successfully ap-
plied in various natural language processing tasks,
such as document retrieval and question answering.
The Cohere rerank-multilingual-v2.0 model lever-
ages advanced techniques, including self-attention
mechanisms and transformer-based architectures
(Vaswani et al., 2017), to effectively capture the
semantic relationships between the query and the
candidate results. By learning to assign higher
scores to the most relevant candidates, the model
can significantly improve the accuracy of the re-
ranking process.

6.3 Results

For the test data (791 tweets), our model achieved
an accuracy/MRR@1 of 0.5994. The results of
the test dataset are shown in Table 2. We stood
second in the overall ranking. Model details can
be accessed on the cohere fine-tuning portal 3. The
possible explanation behind the huge gap between
the 1st and 2nd results could be the issues we men-
tioned in the Candidate Retrieval stage.

6.4 Future Work

We noticed that the OSM API doesn’t return the
right toponym or a null value for a significant por-
tion of the location mentions. We do not run our
rerank pipeline further for such cases. As men-
tioned before, this reduced our performance signif-
icantly. Assuming that annotations and the OSM
API are correct, we believe that query expansion
and/or using additional gazetteers can enhance our
system’s performance.

2https://cohere.com/blog/rerank
3https://dashboard.cohere.com/fine-

tuning/custom/bf502547-df9f-4719-af4d-e7a70d640b4d
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Model Prompt Approach Dev Accuracy
GPT-4-Turbo Base Prompt 79.14%
Llama-3-70B-Instruct Base Prompt 75.1%
GPT-4-Turbo Structural Input and Output 78.74%
Llama-3-70B-Instruct Structural Input and Output 81.4%
Llama-3-70B-Instruct Structural Input and Output + In-Context Learning 76.11%

Table 1: Results on WSD dev set: we explore different prompting approaches. Our final submission for the WSD
task is based on the approach marked in bold. Refer to Figure 2 (Appendix) for the exact prompt.

Figure 1: Re-ranking using Cohere Re-Rank model. Given the Query text: Mention + tweet, the candidate toponyms
were returned by the OSM API. Those toponyms were finally re-ranked using the Cohere Re-Rank model.

Overall Rank Accuracy
Team Upaya (ours) 77.82%
Team Pirates 70.78%
Team Rematchka 57.52%
Baseline(with train) 84.2%

Table 2: Results on WSD test dataset.

Top K MRR 1
Team Rematchka 0.9497
Team Upaya(ours) 0.5994
Baseline(OSM) 0.572

Table 3: Results on LMD test dataset.

7 Conclusion

This work explores the use of large language mod-
els for resolving lexical ambiguity in the Arabic
language. Two lexical ambiguities are addressed
here: 1. Word Sense Disambiguation (WSD) and 2.
Location Mention Disambiguation (LMD). Since
no training data was available for the WSD task,
we employed the Llama-3 model with Zero-Shot
Learning. Our WSD system achieved the 1st rank
with an accuracy of 0.7782. For the LMD task, we
used Cohere models to re-rank the toponym can-
didates retrieved using OpenStreetMap API. Our
LMD system secured the 2nd spot with MRR@1
of 0.599.
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Figure 2: Prompt used for WSD task submission

Figure 3: Input Output to OSM API

382


