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Abstract

This paper introduces a novel method for em-
pirically evaluating the relationship between
the phonological and semantic similarity of lin-
guistic units using embedding spaces. Chinese
character homophones are used as a proof-of-
concept. We employ cosine similarity as a
proxy for semantic similarity between char-
acters, and compare relationships between
phonologically-related characters and baseline
characters (chosen as similar-frequency char-
acters). We show there is a strongly statisti-
cally significant positive semantic relationship
among different Chinese characters at varying
levels of sound-sharing. We also perform some
basic probing using t-SNE and UMAP visu-
alizations, and indicate directions for future
applications of this method.

1 Introduction

Homophones – linguistic units with the same sound
but different meanings – evidently produce seman-
tic ambiguity within language. However, certain
functional linguistic theories suggest that ambigu-
ity may actually allow for greater linguistic effi-
ciency, by enabling language learners to better use
finite phonological space (i.e. limitations on the
word length and sounds in a language) (Piantadosi
et al., 2012; Wasow et al., 2005). It remains un-
certain to what degree linguistically ambiguous
input such as homophones require highly differen-
tiable semantic/syntactic contexts for processing,
or whether this is generalizable across languages.
Studies in French and English have indicated that
homophony may have either an insignificant or in-
hibitory effect on language processing(Ferrand and
Grainger, 2003; Rubenstein et al., 1971). Field-
work in these languages have also shown that ho-
mophones with different syntactic contexts and se-
mantic meanings are easier for children to memo-
rize (Dautriche et al., 2018). These studies widely
assert that homophones should have different se-

mantic and syntactic functions to survive in a lan-
guage. However, in Chinese, a language where
many characters have high frequency homophone
mates, studies have actually indicated that semanti-
cally similar homophones can be facilitate lexical
decision-making (Chen et al., 2009), and acquisi-
tion of new words (Liu and Wiener, 2020).

Do homophones necessitate high semantic dis-
similarity? This paper proposes a novel method of
using word embedding spaces to empirically inves-
tigate this question by using embedding space prop-
erties to determine statistically significant relation-
ships between phonological and semantic similar-
ity. Our method involves comparing the cosine sim-
ilarity between embeddings of homophone pairs
to baseline similarities, where we find baselines
using similar-frequency characters. We choose a
pre-trained embedding space optimized to encode
both semantic and syntactic information, and then
use this space to look for a statistically significant
difference in homophone and baseline similarity.

This methodology can be extended to other lan-
guages and linguistic units, but we first turn to Chi-
nese character homophones, which offer an inter-
esting avenue of investigation into homophony due
to the previous literature arguing for their unique
role in language. The densely packed phonological
space of Chinese characters, along with the ease of
accessing standard sounds from Chinese characters,
also provide a straightforward proof-of-concept for
our method.

2 Method

2.1 Embedding spaces

Word embeddings transform linguistic units into
numerical vectors within a continuous vector space.
In Chinese natural language processing, these
spaces have been trained successfully to evaluate
semantic hierarchies (Fu et al., 2014) and word
similarity (Pei et al., 2016), indicating that both
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syntactic and semantic context can be captured suc-
cessfully through these embeddings. In this pa-
per, we look to use these embeddings to evaluate
phonological comparisons, which is a novel appli-
cation of this architecture. We use a pre-trained
model that produces competitive results on the task
of Chinese word segmentation by combining rad-
ical information within a dual LSTM network to
capture deeper semantic meaning between words
(He et al., 2018). This downstream task – placing
characters closer together if they are more likely
to form linguistic constituents – is useful for our
project because it captures both deeper semantic
meaning and knowledge of syntactic context ef-
fectively. We access these embeddings through
the RADICAL_CHAR_EMBEDDING_100 version of the
word2vec model from hanlp, a multilingual NLP
package (He and Choi, 2021). There are 9074
unique Chinese characters in this space, which pro-
duce a high number of phonological and baseline
comparisons for each of our experiments.

2.2 Evaluating homophone relationships
using cosine similarity

To extract groupings of homophones from the char-
acters present in our embeddings, we used the
pypinyin package1 which converts characters to
pinyin (a romanized representation that allows for
the categorization of characters by their oral sound
along with tone). Based on this information, we
define true homophones as different characters that
exhibit the same sound and tone. We also investi-
gate the general effect of phonological similarity
on the semantic relationships between words on
the following levels: pseudo-homophones, defined
as words which share the same sound but may ex-
hibit different tones, characters that share an ini-
tial sound, and characters that share vowels. These
were selected to account for fundamental structural
elements of all Chinese characters, as shown below
in Table 1.

Phonological Relationship Examples
Homophone 鱼 (yú),愉 (yú),渔 (yú)

Pseudo-Homophone 腿 (tuı̌),推 (tuı̄) ,退 (tuì)

Initial sound 会 (huı̌),哈 (hā),很 (hěn)

Vowels 乖 (guāi),段 (duǎn),挂 (guǎ)

Table 1: Example groups exhibiting level of phonologi-
cal similarity investigated.

1https://pypi.org/project/pypinyin/

We calculate homophone similarity as follows
(the process is analogous for all other levels of sim-
ilarity): let H be the set of all unique homophone
pairs in our list of characters, where we use ki ∈ H
to denote the pair of homophone character embed-
dings {hi1, hi2}. We evaluate the cosine similarity
by calculating the cosine between the character em-
beddings for homophone hi1 and its homophone
mate hi2:

sim(ki) = cos(hi1, hi2) (1)

For each homophone comparison produced, we
also generate two baseline comparisons. The base-
line we chose was cosine similarity between a ho-
mophone and the characters of most similar fre-
quency to its homophone mates. For each homo-
phone pair {hi1, hi2} in each homophone group,
we find character bi1 that has most similar fre-
quency to character hi1 so that we can compare
bi1 to hi2, and similarly we find character bi2 that
has similar frequency to character hi2. Let B be
the set of all appropriate baseline comparisons that
we can make to our original homophone charac-
ters. We then evaluate the cosine similarity be-
tween the homophones and their corresponding
similar-frequency comparison, where we denote
each possible pair as li ∈ B, as follows:

sim(li1) = cos(hi1, bi2) (2)

sim(li2) = cos(bi1, hi2) (3)

Using words of similar frequency as our base-
line normalizes our results, since within a high-
dimensional embedding space, higher frequency
tokens generally exhibit smaller distances to all
other tokens on average, and lower frequency to-
kens generally exhibit higher distances to all other
tokens on average. Given this, a statistically signif-
icant difference in overall baseline and homophone
comparisons would indicate a relationship between
homophony and embedded similarity, since similar-
frequency words – all else equal – should be most
likely to exhibit the same average distances from
homophone mates if there is no real underlying
effect of homophony on context-sharing.

We extract the frequency of characters using
wordfreq, a library containing word frequencies in
various languages (Speer, 2022). We assume this to
be a good proxy for the original frequency since the
original corpus was trained on a scraped version
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of Chinese Wikipedia from 2017, and wordfreq
obtains its corpora for evaluating word frequency
from Wikipedia alongside a variety of other sources
such as newspapers, books, and websites. Similar
frequency character in our experiments is thus ex-
tracted as the character in our embedding space
that precedes or follows the target character in the
sequence of all characters arranged in increasing
order of frequency.

The baseline cosine similarities computed are
then compared to the cosine similarities between
homophones. We calculate the difference between
the average baseline and homophone similarities
as follows:

Diff =
1

|B|
∑

li∈B
sim(li)−

1

|H|
∑

ki∈H
sim(ki) (4)

Finally, we record each individual similarity re-
sult alongside a binary value for whether the simi-
larity is a baseline comparison or not. These results
were employed in a probit model to test if similarity
is a statistically significant predictor of a compari-
son being a baseline or homophone comparison.

2.3 Testing statistical significance

To test whether there is a statistically significant
relationship between the similarities of characters
and their status as homophone pairs, we fit a probit
model to the relationship between our computed
similarities and the homophone/baseline status of
all of our comparisons. The model uses the similar-
ity as the independent variable and fits a cumulative
distribution function of the standard normal distri-
bution to predict the effect of similarity on the prob-
ability that a word is either a baseline comparison
or a homophone comparison.

3 Results

Table 2 shows the average cosine similarities calcu-
lated from our experiments, with the target column
displaying the results of comparing characters that
exhibit the indicated relationship.

Based on our similarity comparisons, we find
that there is a highly statistically significant effect
of homophony and pseudo-homophony on increas-
ing cosine similarity, and a slightly less significant
effect of characters with the same initial sound (in
the opposite direction), but no significant effect on
characters which share the same vowels. Results
are shown in Table 3.

Relationship Target Sim. Baseline Sim. Diff
Homophones 0.233 0.220 0.0125

Pseudo-H 0.227 0.219 0.00792

Initial sound 0.215 0.218 -0.00330

Vowels 0.222 0.219 0.00300

Table 2: Average cosine similarities and Diff (difference
between average cosine similarities)

Relationship n coefficient z-value P > |z|
Homophones 9070 0.525 -26.634 0.000

Pseudo-H 755,304 0.345 -28.745 0.000

Initial sound 30,173 -0.154 2.474 0.013

Vowels 31,016 0.118 -1.632 0.103

Table 3: Relationships and levels of statistical signifi-
cance obtained from probit model

In Table ??, n displays the sample size for each
group. This varies because different numbers of
comparisons can be made for each relationship, but
since we generate baselines proportionately to each
target group, this should not impact the results.
The coefficient can be interpreted as the amount
which a one-unit addition in similarity impacts the
likelihood of the comparison belonging to the tar-
get relationship (e.g. homophone) rather than the
baseline comparison. The positive coefficient for
homophones and pseudo-homophones, alongside
the high level of significance (p-value < 0.05 in all
cases except same-vowel comparisons), indicate
that increased proximity in the embedding space
(which we use as a proxy for increased semantic
similarity) increase the probability of a comparison
sharing similar phonological features according to
our model. Other results are analyzed further in the
Discussion section.

3.1 Visualizing embeddings in 2D space

We use t-SNE2 and UMAP3 packages to visually
assess the local and global structures of homophone
embeddings against the baseline. We have selected
a specific pair of UMAP and t-SNE plots featuring
the character为 (wèi) to effectively illustrate our
intended purpose, where baseline characters are
chosen to have similar frequency to our "original
homophone" (为).

Both UMAP and t-SNE are dimensionality re-

2https://scikit-learn.org/stable/modules/
generated/sklearn.manifold.TSNE.html

3https://umap-learn.readthedocs.io/en/latest/
basic_usage.html
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Figure 1: 为 (wèi) t-SNE plot

Figure 2: 为 (wèi) UMAP plot

duction techniques designed for handling non-
linear data. While t-SNE focuses on find-
ing a lower-dimensional approximation distri-
bution by minimizing divergence between two
higher-dimension-agnostic probability distribu-
tions4, UMAP attempts to represent the underlying
manifold structure of the data.5 In simpler terms,
t-SNE preserves local structure by retaining rela-
tionships between nearby data points in the high-
dimensional space, while UMAP preserves global
structures by considering the overall patterns of the
data.

Our t-SNE plot (Figure 1) shows no distinct pair-
wise relationship between either homophones or
the baseline group. However, our UMAP (Figure 2)
analysis reveals that the chosen homophone group
forms a distinctly different cluster from the base-

4https://tivadardanka.com/blog/how-tsne-works
5https://umap-learn.readthedocs.io/en/latest/

how_umap_works.html

line group. This indicates that on a local level,
homophone character embeddings may not exhibit
high levels of similarity, corroborating our low Diff
score, but at a more global level they may exhibit
distinct semantic meanings compared to baseline
characters.

4 Discussion

Based on our results, we find evidence that phono-
logical similarity and semantic similarity are cor-
related in Chinese. However, since words with
the same initial sound exhibit semantic dissimi-
larity (albeit with a coefficient of smaller magni-
tude than for coefficient for homophones or pseudo-
homophones, and with slightly less statistical sig-
nificance), there may be a particular semantic role
that is played by characters that share all sounds
that cannot just be explained by the general level
of phonological similarity. This is especially sup-
ported by the lack of statistically significant rela-
tionship for characters that share the same vowel
sound.

If we interpret the embedding similarity purely
as a measure of the syntactic environments which
these characters are likely to occur in, the fact
that homophones are more likely to share syntactic
environments challenges the theory that language
users rely explicitly on different syntactic context
to avoid linguistic ambiguity. Further, if we use
the distributional hypothesis to assume that this
embedding similarity is representative of the se-
mantic similarity between homophones, our find-
ings dispute the idea that homophones must be se-
mantically distant to survive or be effectively used
in a language. This also corroborates the work
of linguistic studies that have shown that encod-
ing similar semantic information into words with
phonological similarity may be more efficient for
learning Chinese.

Our t-SNE and UMAP plots confirm these re-
sults, and also indicate that homophones exhibit
different levels of similarity at the local and global
level of the embedding space. Future probing could
potentially determine what this discrepancy implies
for the semantic relationship between homophones.

4.1 Conclusion

Our results show that previously existing architec-
tures can be applied to produce fruitful empirical
insights into Chinese homophony. Namely, our
results indicate that a possible positive relation-
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ship exists between the phonological similarity of
character-level homophones and their semantic sim-
ilarity. Future robustness tests in other languages
could further contribute to our understanding of
homophony’s role in language at large.

4.2 Limitations and Future Work
Since we did not have access to the original train-
ing corpus of our embeddings, we estimate charac-
ter frequency using an external package. Possible
discrepancies may exist between our recorded fre-
quency and the true frequency of the character in
the original training corpus.

Our study also exclusively relied on a single set
of pretrained character embeddings for conducting
the experiments. Consequently, the results may
vary slightly when employing alternative models,
given their capacity to generate distinct embed-
dings compared to our chosen model.

For ease of comparison, we evaluated a single
embedding space that was shown to effectively cap-
ture both syntactic and semantic information for
a downstream task (word segmentation). Future
work could evaluate the robustness of these results
across different embedding spaces, especially us-
ing embeddings that were optimized for different
tasks. Another potential option for extension would
be to perform experiments by training new mod-
els to produce vector embeddings. This would
allow for variation in training corpora, thus possi-
bly investigating if homophony displays different
semantic behavior in different contexts. Investi-
gating homophony at the word-level rather than
the character-level in Chinese could also provide
new insights into the relationship between phono-
logical and semantic similarity within the Chinese
language.

Future work extending this form of analysis
to other languages could produce interesting and
novel linguistic results, as well as improve the
robustness of this technique. Agglutinative lan-
guages, where sounds can be densely packed to-
gether to construct new meanings, may be a par-
ticularly interesting avenue for investigation since
embedding spaces could be produced at the mor-
pheme and word level.
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