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Abstract

Prompt-based learning has shown its effective-
ness in few-shot text classification. A key fac-
tor in its success is a verbalizer, which trans-
lates output from a language model into a pre-
dicted class. Notably, the simplest and widely
acknowledged verbalizer employs manual la-
bels to represent the classes. However, manual
selection may not yield the optimal words for
a given language model, potentially leading to
subpar classification performance, especially
in mid-to-low resource languages with weaker
language models. Therefore, we propose Label-
Aware Automatic Verbalizer (LAAV), effec-
tively augmenting manual labels for improved
few-shot classification results. Specifically, we
utilize the label name along with the conjunc-
tion "and" to induce the model to generate more
effective words for the verbalizer. Experimen-
tal results on four mid-to-low resource South-
east Asian languages demonstrate that LAAV
significantly outperforms existing verbalizers.

1 Introduction

In recent years, we have seen many promising ap-
plications of prompt-based learning for text classi-
fication (Schick and Schütze, 2021b; Wang et al.,
2022b; Zhang et al., 2022; Hu et al., 2022). While
the traditional approach trains or fine-tunes a ma-
chine learning model to directly predict a class for
an input text, the prompt-based approach fits the
input text into a template that has some slots to be
filled. Next, it asks a language model (LM)1 to fill
in the slots and then translates what the model filled
to be a predicted class (Liu et al., 2023). To predict
sentiment in a movie review like "Great movie!" as
positive or negative, we may prompt a masked LM
with "Great movie! It was [MASK]." The model
may predict the word "fun" for the [MASK] token,

∗ Corresponding author
1Generally, masked LMs are preferred for classification

tasks due to their close alignment with the pre-training task
(Liu et al., 2023).

Figure 1: Comparing LAAV with AMuLaP and
NPPrompt in the search for class representative tokens.
This example can be applied to other languages.

and we can apply a function, so-called a verbalizer,
to map "fun" to the positive class.

Certainly, the success of a prompt-based text
classifier heavily relies on its verbalizer. Schick
and Schütze (2021a) proposed PET, which manu-
ally chooses a word to represent each class. During
inference, it compares the likelihood of those words
at the [MASK] token (as predicted by the LM) to
find the most probable class. In contrast, Wang et al.
(2022a) proposed AMuLaP, which represents each
class with a set of words, automatically derived
from those predicted by the LM for training exam-
ples. Zhao et al. (2023) proposed NPPrompt, which
represents each class using a set of tokens with the
highest embedding similarity to the manual class la-
bel. Its performance, therefore, relies solely on the
LM’s embedding space. Additionally, there is no
guarantee that the chosen words will be relevant to
the classes of interest, potentially affecting the clas-
sifier’s performance. This issue disproportionately
impacts mid-to-low resource languages, where the
LM may have received less comprehensive training
data (Hangya et al., 2022; Conneau et al., 2019).

In Figure 1 (top), to predict whether an ob-
ject "Feather" is light with a prompt "Feather is
[MASK].", the LM suggests "king", "good", and
"strong", which are irrelevant to the task but used
by AMuLaP to construct the verbalizer. Mean-
while, as shown in Figure 1 (middle), NPPrompt
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suggests "Light", "lights", and "lighter", which are
variations related to the class "light" but hardly
provide additional information about the class.

With the smaller size of LMs, particularly for
mid-to-low languages, predicting relevant words
becomes more challenging. (Nguyen and Nguyen,
2020). In this paper, we propose LAAV (Label-
Aware Automatic Verbalizer), integrating PET and
AMuLaP by exploiting the class labels to induce
the model to generate more relevant words for
the verbalizer. As shown in Figure 1 (bottom),
we could construct a better verbalizer by asking
"Feather is light and [MASK]." Now, the LM sug-
gests "fluffy", "smooth", and "soft", which are
closely connected to the light class and can be used
to construct an effective verbalizer. The contribu-
tions of this paper are as follows.

• We propose LAAV– a simple yet effective
technique to create a reliable verbalizer for
prompt-based text classification (Section 3).

• We conduct few-shot classification experi-
ments on four datasets from four mid-to-
low resource languages (Section 4), showing
LAAV outperforms baselines (Section 5.1).

• We carry out an additional analysis to deter-
mine the best choice of conjunction for retriev-
ing more related words (Section 5.2).

2 Background & Related Work

2.1 Few-shot Text Classification
Various strategies address few-shot scenarios in text
classification. Meta-learning uses labeled exam-
ples from auxiliary tasks to train a model for quick
adaptation to new tasks with only a few examples
(Li et al., 2020; Yin, 2020). Semi-supervised or
weakly-supervised approaches use extensive un-
labeled data with limited labeled data to enhance
the model’s performance (Li et al., 2018; Duarte
and Berton, 2023). In-context learning (ICL) in-
cludes a few labeled examples within a prompt for
querying large pre-trained LMs to get the classifi-
cation (Brown et al., 2020; Lin et al., 2021). Our
paper adopts the prompt-based learning approach,
which involves template design, verbalizer, and
model fine-tuning. This approach has proven effi-
cient in model training (Zhao et al., 2023; Schick
and Schütze, 2021a) and is beneficial for few-shot
classification in mid-to-low resource languages,
where auxiliary tasks, unlabeled data, and large
pre-trained LMs are limited.

2.2 Verbalizers for Prompt-Based Learning
The easiest way to construct a verbalizer is to man-
ually select a representative word for each class,
as in PET (Schick and Schütze, 2021a). However,
manual selection could be laborious and does not
ensure optimal word choice for the chosen LM.
Hambardzumyan et al. (2021) introduced trainable
continuous tokens, known as a soft verbalizer, for
automating class representations. However, these
tokens may not represent actual words, hindering
model debugging and improvement.

Meanwhile, our study, along with others, fa-
vors discrete verbalizers due to their interpretability.
Schick et al. (2020) searched for the best word to
represent each class by maximizing the likelihood
of the training data. AMuLaP (Wang et al., 2022a)
does the same but represents each class by multi-
ple words to reduce the effects of noise in the data.
NPPrompt (Zhao et al., 2023) utilizes a set of to-
kens that have the closest embedding similarity to
the manual label to represent each class. However,
its effectiveness is strongly dependent on the qual-
ity of the LM’s embedding space, which may not
be effective for mid-to-low resource languages or
suitable for classification task. Additionally, it over-
looks the input text, potentially leading to problems
with polysemous words. Since our work is based
on AMuLaP, the next section explores its details.

2.3 AMuLaP
For a text classification task aiming to classify
an input text x to a class y ∈ Y , AMuLaP rep-
resents each class yi with a set of k tokens, de-
noted as S(yi). These tokens are selected from the
sub-word vocabulary VM of the language model
M it prompts. To construct S(yi), it applies a
template T to all training examples x of which
the ground truth label is yi. One example is
T (x) = [x] It was [MASK] for the classification
task in the Introduction. Then it lets M predict the
probability of each v ∈ VM for the [MASK] of these
T (x)s. The score of token v for class yi is

s(v, yi) =
∑

(x,yi)∈D
pM ([MASK] = v|T (x)) (1)

where D is the training set and pM is the probability
predicted by M . S(yi) is then defined as a set of k
tokens with the highest s(v, yi).

To ensure that each token v is assigned to only
one class, AMuLaP calculates its score for ev-
ery y ∈ Y and assigns it to the class yi where
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yi = argmaxy∈Y s(v, y). After that, the LM
is fine-tuned on D using the cross-entropy loss.
Specifically, the log-probability of class yi for an
input x is

L(yi|x) =
1

k

∑

v∈S(yi)
log pM ([MASK] = v|T (x))

(2)
The cross-entropy loss will be calculated from

L(yi|x) for all yi ∈ Y and all x ∈ D as

loss = −
∑

(x,y)∈D

∑

yi∈Y
I(y, yi) · L(y|x) (3)

where I(y, yi) = 1 if y = yi; otherwise, 0.
Finally, during validation and testing, the

predicted label ŷ for an input x is simply
argmaxyi∈Y L(yi|x).

3 Label-Aware Automatic Verbalizer

As illustrated in Figure 1, the words in S(yi), se-
lected by AMuLaP, could be unrelated to their cor-
responding class. So, when constructing S(yi), our
method LAAV integrates the label name of yi into
the template T , using a conjunction. This helps
induce M to predict words that are related to yi.
Our choice for the conjunction is "and" because it
serves to connect words or phrases with the same
grammatical category and similar meaning. Also,
"and" is one of the most widely used conjunctions
in many languages (Davies, 2011). As a result, our
LAAV template for creating S(yi) is

Tyi(x) = [x] It was [yi] and [MASK]

Note that we will explore other conjunction op-
tions in Section 5.2. Now, the score of token v for
class yi for LAAV will be

s(v, yi) =
∑

(x,yi)∈D
pM ([MASK] = v|Tyi(x)) (4)

Since the objective of the LAAV template Tyi is
solely for seeking better representative words for
each class, we use the original template T without
the conjunction during training and inference.

4 Experiments

4.1 Datasets and Pre-trained Models
We conducted experiments on four datasets from
four Southeast Asia languages. These include senti-
ment analysis datasets: SmSA (Indonesian) (Wilie
et al., 2020a), Students’ Feedback (Vietnamese)
(Van Nguyen et al., 2018), Wisesight sentiment
(Thai) (Suriyawongkul et al., 2019), and Shopee
Reviews (Tagalog) (Riego, 2023). The LAAV tem-
plates, the class labels, and other details of each
dataset are reported in Appendix A.

The pre-trained LMs used in this paper are
the base versions of IndoBERT (Wilie et al.,
2020b), Tagalog RoBERTa (Cruz and Cheng,
2021), WangchanBERTa (Lowphansirikul et al.,
2021), and PhoBERT (Nguyen and Nguyen, 2020)
for Indonesian, Tagalog, Thai, and Vietnamese,
respectively. Additionally, we employed SeaLLM-
7B-v2.5 (Nguyen et al., 2023), an open-source
large language model (LLM) designed for South-
east Asia languages, for an in-context learning
(ICL) baseline.

4.2 Implementation Details
In a few-shot scenario, we randomly selected 1, 2,
4, or 8 samples per class for both the training and
validation splits. Since we do not have a sizable
development set for optimizing hyperparameters,
we depend on related work to guide us in selecting
the appropriate hyperparameters. All text inputs
were limited to 500 characters. During training, we
used Adam optimizer (Kingma and Ba, 2014) with
a learning rate of 1e-5 to optimize the loss func-
tion. To prevent overfitting, we employed early
stopping, limiting training to a maximum of 100
epochs. This process was repeated five times with
different seeds for robustness. We set k = 32 for
all experiments, with the best determination of k
detailed in Appendix B. Our models were imple-
mented using PyTorch (Paszke et al., 2019) and
the OpenPrompt (Ding et al., 2021) libraries, and
trained on a Tesla P100 PCIe 16 GB.

4.3 Baselines
We evaluated our method by comparing it to Tra-
ditional Fine-tuning (i.e., plugging a linear clas-
sification layer of top of the [CLS] embedding of
the LM and fine-tuning the whole model) and six
recent methods including five verbalizer methods
and one LLM-ICL method: (1) PET manually se-
lecting a token to represent each class (Schick and
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Sample Size 1 2 4 8
SmSA (Indonesian)
Traditional FT 42.5 (7.1) 43.9 (3.6) 48.1 (7.4) 52.2 (6.6)
PET 34.5 (9.8) 39.8 (7.5) 49.1 (8.4) 53.0 (7.0)
WARPV 37.5 (9.1) 43.9 (5.8) 50.9 (7.2) 52.2 (5.2)
PETAL 35.5 (8.8) 44.1 (6.9) 53.8 (6.2) 52.1 (8.2)
AMuLaP 38.7 (10.4) 44.5 (4.9) 58.9 (4.6) 58.3 (4.4)
NPPrompt 22.6 (6.2) 41.7 (7.1) 50.7 (6.4) 51.6 (8.4)
LLM-ICL 49.4 (2.4) 54.1 (8.0) 50.5 (1.6) 51.9 (0.9)
LAAV (ours) 45.3 (9.9)* 46.7 (4.7) 61.1 (7.6)* 58.5 (10.9)*
Shopee Reviews (Tagalog)
Traditional FT 17.3 (4.5) 21.7 (3.9) 24.4 (3.8) 28.1 (5.0)
PET 18.3 (2.4) 20.6 (1.9) 22.8 (1.2) 24.0 (1.8)
WARPV 18.6 (2.4) 23.0 (1.3) 25.1 (2.1) 28.1 (2.7)
PETAL 17.8 (4.0) 26.9 (1.5) 26.8 (3.8) 30.2 (1.6)
AMuLaP 21.4 (6.0) 27.2 (3.5) 28.9 (5.8) 32.4 (3.3)
NPPrompt 13.9 (7.0) 18.0 (6.5) 17.9 (7.4) 26.9 (5.0)
LLM-ICL 28.1 (0.7) 28.7 (1.4) 28.1 (1.3) 28.8 (1.2)
LAAV (ours) 25.5 (5.0)* 30.5 (1.3)* 31.6 (3.7)* 32.6 (2.8)*
Wisesight sentiment (Thai)
Traditional FT 20.7 (4.3) 24.2 (5.5) 28.2 (4.2) 29.6 (5.4)
PET 23.8 (4.4) 31.0 (7.2) 34.5 (6.5) 41.0 (5.5)
WARPV 23.4 (5.7) 27.2 (5.9) 30.8 (4.2) 37.7 (2.8)
PETAL 20.5 (2.0) 26.5 (7.6) 30.8 (4.4) 37.1 (2.8)
AMuLaP 21.1 (5.4) 28.0 (10.6) 32.3 (5.6) 37.4 (8.9)
NPPrompt 25.3 (2.3) 26.2 (9.1) 31.0 (7.8) 37.0 (4.6)
LLM-ICL 17.7 (2.0) 19.1 (1.3) 21.4 (2.6) 23.2 (1.9)
LAAV (ours) 25.9 (5.9) 31.5 (7.6) 38.1 (4.5) 42.1 (5.8)
Students’ Feedback (Vietnamese)
Traditional FT 39.5 (7.1) 47.3 (8.7) 51.2 (10.1) 62.6 (1.6)
PET 49.3 (13.3) 60.7 (2.1) 65.5 (3.0) 68.7 (2.8)
WARPV 23.3 (3.5) 47.8 (7.6) 51.4 (8.3) 57.2 (2.6)
PETAL 21.1 (9.2) 38.3 (6.8) 49.1 (8.9) 57.7 (4.3)
AMuLaP 38.7 (13.6) 47.0 (10.9) 55.6 (11.2) 64.6 (2.1)
NPPrompt 25.5 (6.1) 39.5 (11.8) 37.0 (17.4) 40.0 (17.2)
LLM-ICL 41.5 (0.7) 41.5 (0.8) 41.5 (0.9) 41.9 (1.3)
LAAV (ours) 53.6 (10.7) 61.7 (3.8) 67.9 (2.8)* 69.5 (1.9)

Table 1: Macro F1 results along with their standard devi-
ations (in parentheses) tested on four datasets. The best
results are marked in bold. An asterisk (*) indicates
that our method, LAAV, demonstrates a statistically sig-
nificant improvement over the strongest baseline, PET,
based on paired t-tests, as shown in Appendix D.

Schütze, 2021a), (2) the verbalizer of WARP, de-
noted as WARPV, representing each class with a
trained continuous vector (Hambardzumyan et al.,
2021), (3) PETAL searching for the most suitable
representative token (Schick et al., 2020), and (4)
AMuLaP searching for multiple suitable represen-
tative tokens using an unmodified template (Wang
et al., 2022a). (5) NPPrompt using a set of to-
kens with the highest embedding similarity to the
manual label as representative tokens (Zhao et al.,
2023). (6) LLM-ICL: Unlike other baselines that
involve fine-tuning, we augmented the prompt tem-
plate with examples for each few-shot learning sce-
nario, enabling ICL (Brown et al., 2020). Refer
to Appendix C for the adapted prompt template
suitable for LLM. We employed the OpenPrompt
library for WARPV (SoftVerbalizer) and PETAL
(AutomaticVerbalizer), while implementing other
baselines manually in PyTorch.

5 Results and Additional Analyses

5.1 Comparison to the Baselines

Table 1 shows the results of our method compared
to the baselines. The LLM-ICL method shows
promise in extreme few-shot settings but struggles
with additional examples. PET, however, is the
strongest baseline across all datasets and sample
sizes, highlighting the effectiveness of using la-
bel names as representative tokens. Nevertheless,
fine-tuning LMs through prompt-based learning,
as demonstrated by our proposed method LAAV,
continues to show adaptability and efficacy across
various learning contexts. For example, in the 4-
shot settings, LAAV consistently outperforms other
baselines, achieving a 5.7% absolute improvement
in Macro F1 scores over PET and a 6.7% improve-
ment over AMuLaP across four datasets. This high-
lights LAAV’s superior performance, notably in
selecting top representative words.

For instance, Table 2, presents the top 3 (out of
32) representative tokens for the Wisesight senti-
ment dataset as selected and ranked by different ver-
balizers. AMuLaP sometimes selects tokens seem-
ingly unrelated to classes, such as associating "con-
structive" and "psychology" with the "negative"
class, while associating "philosophy" and "theory"
with the "positive" class. In contrast, NPPrompt
uses PLM embeddings to choose words closely
aligned with label meanings, although some selec-
tions, like the top 3 tokens for the "question" class,
can be repetitive. LAAV tends to select words
closely related to the label names; for example,
"selfish", "terrible", and "rude" are top tokens for
the "negative" class. This illustrates how incorpo-
rating label names with "and" can generate more
effective verbalizations.

5.2 Choices of conjunction

While we used "and" as the conjunction of LAAV
templates so far, this section aims to explore
whether there are other promising conjunction
choices we missed. Hence, we designed the fol-
lowing conjunction search process. First, we used
AMuLaP to find the initial S(yi) of each class.
Then, we applied the template

TS
yi(x) = [x] It was [yi] [MASK] [v]

for all v ∈ S(yi), to every training examples x
labeled yi. Basically, TS

yi asks the LM to predict
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Table 2: Comparison of the top-3 words in 4-shot set-
tings to represent each class in Wisesight sentiment
dataset.

Dataset Top Translated Words Automatic "and"
SmSA exchange, dough, mopped 42.7 (8.3) 45.3 (9.9)
Shopee Reviews already, in, just 20.6 (3.2) 25.5 (5.0)
Wisesight sentiment really, very, yes 24.8 (3.8) 25.9 (5.9)
Students’ Feedback of, for, and 43.7 (6.5) 53.6 (10.7)

Table 3: Comparison of Macro F1 results between au-
tomatic search and "and" conjunction in 1-shot setting.
The best results are marked in bold.

a token that can well connect yi to v, having the
potential to be the conjunction in LAAV template.

Table 3 shows the top three English-translated
words from language-specific LMs, selected by
the highest token score using Equation 1 with the
template TS

yi(x) instead of the original T (x). Con-
junctions in the Students’ Feedback dataset exhibits
coherence, attributed to LMs favoring adjectives
for effective conjunctions. Ultimately, "and" con-
sistently yields the best results across datasets, sup-
porting our initial LAAV template design.

6 Conclusion

Our method, LAAV, constructs a better verbalizer
by exploiting class labels to collect more relevant
words. As shown in the experiments, LAAV out-
performs other existing verbalizers in few-shot text
classification across four languages, even surpass-
ing LLM with in-context learning. Our compre-
hensive analysis highlights "and" as a particularly
effective conjunction for retrieving words that ex-
hibit high discriminative power crucial for enhanc-
ing text classification performance.

Limitations

We only focused on improving the selection of
words to represent each label with a fixed prompt
template. Applying a tunable continuous template

or a more specific discrete template may also re-
duce the ambiguity of the input and further improve
the prompt-based learning results. In addition, with
limited resources, we decided to explore experi-
ments using the base version of the LMs. Fine-
tuning larger LMs using parameter-efficient tech-
niques may lead to different results. Nevertheless,
parameter-efficient techniques such as Low-Rank
Adaptation (Hu et al., 2021) can be implemented
on top of the prompt-based learning approach pre-
sented in this paper.

Ethics Statement

Our approach involves fine-tuning LMs through
prompt-based learning, utilizing openly accessible
datasets and models from the Hugging Face Hub.
To ensure reliability and neutrality, we conducted
five runs with varied seeds for each experiment. De-
tailed information on model parameters and com-
puting infrastructure is openly disclosed to promote
reproducibility. While our method does not intro-
duce new ethical concerns beyond those associated
with LMs, we acknowledge the potential for biases.
Users are advised to use our method cautiously and
thoroughly assess model outputs before deploying
them in real-world applications.
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A Dataset Details

Table 4 presents the dataset statistics alongside their
respective templates (LAAV and AMuLaP), labels,
and translated label names. Note that Shopee Re-
views originally has five classes [1,..,5] which were
manually mapped to textual labels ["very bad", ...,
"excellent"]. Our templates in each language are
based on the same initial template, which we first
created in English and then translated using Google
Translate.

All datasets referenced are publicly accessible
via the URLs provided below.

• SmSA: https://github.com/IndoNLP/i
ndonlu/tree/master/dataset/smsa_do
c-sentiment-prosa

• Shopee Reviews: https://huggingface.co
/datasets/scaredmeow/shopee-reviews
-tl-stars

• Wisesight sentiment: https://huggingfac
e.co/datasets/wisesight_sentiment

• Students’ Feedback: https://huggingface.
co/datasets/uit-nlp/vietnamese_stud
ents_feedback

Table 4: Details of the datasets along with their tem-
plates and labels.
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Sample Size 1 2 4 8
SmSA (Indonesian)
1 41.7 (2.1) 40.9 (6.5) 59.9 (10.0) 58.6 (5.6)
4 44.2 (7.4) 46.6 (11.2) 58.0 (8.8) 58.9 (6.9)
8 41.1 (10.3) 45.8 (6.6) 59.4 (9.3) 55.9 (10.5)
16 41.9 (11.5) 43.9 (8.5) 61.0 (6.7) 57.6 (10.0)
24 44.2 (10.3) 46.3 (4.9) 61.1 (6.0) 59.1 (7.6)
32 45.3 (9.9) 46.7 (4.7) 61.1 (7.6) 58.5 (10.9)
40 45.2 (9.3) 46.7 (4.1) 60.9 (7.3) 58.3 (12.0)
Shopee Reviews (Tagalog)
1 19.1 (2.1) 26.6 (1.1) 25.7 (4.7) 30.6 (3.1)
4 22.9 (3.6) 26.6 (4.2) 29.4 (2.8) 32.8 (2.0)
8 24.9 (3.5) 28.9 (2.2) 30.7 (3.7) 32.9 (2.6)
16 24.7 (3.0) 29.4 (2.6) 31.4 (3.5) 33.3 (2.2)
24 24.8 (5.1) 29.7 (2.4) 31.1 (3.4) 33.0 (2.4)
32 25.5 (5.0) 30.5 (1.3) 31.6 (3.7) 32.6 (2.8)
40 23.1 (6.8) 30.2 (1.2) 31.5 (3.5) 32.0 (3.1)
Wisesight sentiment (Thai)
1 23.0 (4.9) 29.8 (7.4) 32.9 (5.8) 38.1 (4.4)
4 25.8 (3.3) 29.9 (8.8) 34.4 (5.5) 42.0 (3.7)
8 25.7 (4.3) 34.1 (7.8) 37.5 (4.5) 41.3 (5.5)
16 25.9 (4.8) 33.9 (6.0) 36.4 (6.0) 40.1 (5.6)
24 24.3 (5.2) 34.3 (5.0) 35.1 (4.7) 41.9 (6.1)
32 25.9 (5.9) 31.5 (7.6) 38.1 (4.5) 42.1 (5.8)
40 25.9 (5.8) 34.2 (7.4) 38.0 (5.6) 37.4 (9.0)
Students’ Feedback (Vietnamese)
1 39.7 (10.5) 50.7 (8.5) 64.1 (4.2) 64.7 (3.4)
4 50.4 (11.5) 55.0 (4.4) 64.3 (0.9) 68.4 (3.9)
8 47.8 (11.5) 60.0 (3.8) 65.6 (3.0) 68.6 (2.7)
16 49.2 (12.5) 60.0 (4.5) 67.0 (3.3) 68.8 (2.4)
24 50.3 (11.5) 62.0 (3.4) 67.9 (3.5) 69.1 (1.7)
32 53.6 (10.7) 61.7 (3.8) 67.9 (2.8) 69.5 (1.9)
40 52.5 (9.2) 61.5 (2.6) 68.1 (3.0) 69.2 (2.1)

Table 5: Macro-F1 results along with their standard de-
viation in the parentheses tested on four datasets when
using LAAV with a different number of tokens to repre-
sent each label varying from 1, 4, 8, 16, 24, 32, and 40.
The best results are marked in bold.

B Number of Representative Tokens (k)

In Table 5, we investigated the impact of varying
the number of representative tokens assigned to
each label, denoted as k, since it influences the over-
all accuracy of the verbalizer. Our findings show
a positive correlation between a higher number of
tokens used per label and an increase in Macro-
F1 score, with the optimal result at 32 tokens. As
a practical suggestion, when dealing with a new
dataset, we advise experimenting with a range of k
values, as different k values result in variations in
accuracy.

C Prompt Template Used for LLM-ICL

In Table 7, we adapted the template used in
prompted fine-tuning experiments in the "Instruc-
tion" section. Then, we used the same training
samples to construct in-context learning examples
in the "Example" section. Finally, we included test
samples in the "Question" section. Please note that
the order of the in-context learning (ICL) examples
will be random for every test sample.

Sample Size 1 2 4 8
SmSA (Indonesian)
PET 34.5 (9.8) 39.8 (7.5) 49.1 (8.4) 53.0 (7.0)
LAAV 45.3 (9.9) 46.7 (4.7) 61.1 (7.6) 58.5 (10.9)
p-value 0.0093 0.1177 0.0172 0.3758
Shopee Reviews (Tagalog)
PET 18.3 (2.4) 20.6 (1.9) 22.8 (1.2) 24.0 (1.8)
LAAV 25.5 (5.0) 30.5 (1.3) 31.6 (3.7) 32.6 (2.8)
p-value 0.0080 0.0006 0.0027 0.0009
Wisesight sentiment (Thai)
PET 23.8 (4.4) 31.0 (7.2) 34.5 (6.5) 41.0 (5.5)
LAAV 25.9 (5.9) 31.5 (7.6) 38.1 (4.5) 42.1 (5.8)
p-value 0.5285 0.8966 0.2134 0.3253
Students’ Feedback (Vietnamese)
PET 49.3 (13.3) 60.7 (2.1) 65.5 (3.0) 68.7 (2.8)
LAAV 53.6 (10.7) 61.7 (3.8) 67.9 (2.8) 69.5 (1.9)
p-value 0.6499 0.7170 0.0396 0.4818

Table 6: Macro F1 results with their standard deviations
(in parentheses) tested on four datasets, along with p-
values from significance paired t-test results between
our method, LAAV, and the strongest baseline, PET.
Results that pass the significance paired t-tests with a
p-value < 0.05 are marked in bold.

D Significance Tests

Table 6 presents the results of the significance tests
(paired t-tests) between our method, LAAV, and
the strongest baseline, PET.

The results indicate that LAAV achieves sta-
tistically significant improvements in Macro F1
scores over PET in the SmSA and Shopee Reviews
datasets. However, in the Wisesight sentiment and
Students’ Feedback datasets, the Macro F1 scores
of LAAV and PET are similar, and the differences
are not statistically significant.

E Comparison on English Benchmark

While the main focus of this paper is on mid-to-
low resource languages, evaluating our approaches
against English benchmarks is beneficial. In this
section, we chose AG’s News (Zhang et al., 2015),
a news classification dataset with four classes:
world, sports, business, and technology. This
dataset serves as a benchmark in several baseline
models (Schick and Schütze, 2021a; Schick et al.,
2020; Zhao et al., 2023). We conducted our experi-
ments using the same process described in Section
4 and used RoBERTa-base (Liu et al., 2019) for
its LM. Additionally, we employed Meta-Llama-3-
8B (Meta, 2024), an open-source LLM, for an ICL
baseline.

Table 8 presents the results of our method com-
pared to baselines on the AG’s News dataset. Our
approach, LAAV, consistently outperforms other
baselines. Specifically, in the 1-shot setting, our

126



Table 7: Details of the prompt template used for the
LLM, and its application to the Wisesight sentiment
dataset in a 1-shot setting. The same template was
translated and applied to other datasets and settings.

Sample Size 1 2 4 8
AG’s News (English)
Traditional FT 52.6 (6.8) 72.1 (2.8) 75.6 (4.9) 81.7 (2.4)
PET 66.9 (10.5) 76.1 (6.5) 79.1 (5.1) 83.8 (1.7)
WARPV 58.6 (3.0) 63.9 (7.6) 70.4 (5.6) 75.4 (3.1)
PETAL 44.0 (16.3) 66.7 (8.2) 68.1 (7.2) 79.0 (1.8)
AMuLaP 53.2 (5.1) 63.6 (7.8) 71.6 (5.9) 78.3 (2.6)
NPPrompt 44.7 (30.9) 57.5 (19.7) 79.9 (2.1) 82.7 (2.9)
LLM-ICL 65.3 (0.8) 66.3 (1.2) 64.9 (1.2) 55.7 (3.0)
LAAV (ours) 73.0 (3.9) 77.5 (1.9) 81.1 (1.2) 84.1 (1.5)

Table 8: Macro F1 results along with their standard
deviations (in parentheses). The best results are marked
in bold.

model enhances Macro F1 scores by 6.1% com-
pared to the strongest baseline, PET. This demon-
strates that while our method primarily targets im-
provement in mid-to-low resource languages, it is
also promising in high-resource languages within
the few-shot classification scenario. However, it
is noteworthy that English datasets in general may
not inherently require few-shot learning due to the
abundance of available training examples.
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