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Abstract

Facilitated dialogue is increasingly popular as
a method of civic engagement and as a method
for gathering social insight, but resources for its
study are scant. We present Fora, a unique col-
lection of annotated facilitated dialogues. We
compile 262 facilitated conversations that were
hosted with partner organizations seeking to
engage their members and surface insights re-
garding issues like education, elections, and
public health, primarily through the sharing of
personal experience. Alongside this corpus of
39,911 speaker turns, we present a framework
for the analysis of facilitated dialogue. We tax-
onomize key personal sharing behaviors and
facilitation strategies in the corpus, annotate
a 25% sample (10,000+ speaker turns) of the
data accordingly, and evaluate and establish
baselines on a number of tasks essential to the
identification of these phenomena in dialogue.
We describe the data, and relate facilitator be-
havior to turn-taking and participant sharing.
We outline how this research can inform future
work in understanding and improving facili-
tated dialogue, parsing spoken conversation,
and improving the behavior of dialogue agents.

1 Introduction

In light of rampant toxic polarization on social me-
dia (Bail, 2022), sliding trust in democratic institu-
tions, and the shortcomings of traditional methods
of seeking and using public opinion, new methods
for responsibly seeking participatory insight are
critically needed across many fields, including for
civic use in governance and for nuanced insight in
the social sciences.

Social media has been used as a source of insight
into public experience and discourse by the natural
language processing (NLP) and computational so-
cial science communities for decades now, but well-
documented user self-selection and polarization
make trusting insights drawn from social media
difficult. While surveys and other standard social

research methods have strong empirical ground-
ing, they often limit opportunities for free-form
comment by participants.

Facilitated dialogue provides one alternative av-
enue of seeking input and insight from various
stakeholders, community members, constituents,
or other participants. One example use case for fa-
cilitated dialogue is for community listening. Mem-
bers of the community can be invited to partici-
pate in small group conversations, where they are
prompted by a trained facilitator to share their per-
sonal experiences and perspectives regarding a spe-
cific topic that is important to the community. Anal-
ysis of patterns across conversations can serve as
useful input to decision-making processes that im-
pact the community, such as public policy forma-
tion or a hiring process for a public servant. Partic-
ipation in such community engagement processes
may also strengthen "civic muscle."

In this work, we present Fora,1 a corpus of an-
notated transcripts of 262 multi-person facilitated
dialogues similar to the one outlined above. These
conversations were organized with various US-
based organizations that partnered with the non-
profit Cortico. Their goal was to engage members
or stakeholders by inviting them to converse in
an effort to understand their personal experiences
and perspectives on topics like education, public
health, and upcoming elections. Along with this
corpus of facilitated dialogue, we present a gen-
eral framework for the analysis of facilitated group
dialogue through outcome metrics relevant to eval-
uating a facilitation process, including turn-taking.
We taxonomize key sharing behaviors and facilita-
tion strategies. We run a human annotation effort
for a 25% (10,000+ speaker turns) subset of the
corpus. We use it to train or prompt and evaluate
the performance of several language models au-
tomating the identification of facilitation strategies

1Accessible at https://github.com/schropes/fora-corpus
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and sharing behaviors, thus establishing baselines
on tasks essential to the study of facilitated dia-
logue. Moreover, we describe the data in terms of
facilitator behavior and relate facilitator behavior
to turn-taking and participant sharing. We outline
how this research can inform work to understand
and improve facilitated dialogue for facilitators and
participants, and we discuss its usefulness in fu-
ture work on parsing spoken conversations, and
improving dialogue agents.

2 Related Work

The study of conversation spans many disciplines
including linguistics, NLP, and the social sciences.
Building on speech act theory, major efforts to tax-
onomize, annotate, classify, and model dialogue
acts have been important to the foundation of NLP.
Renowned contributions include the Switchboard
Corpus (Godfrey et al., 1992) taxonomy of speech
acts, DAMSL corpus (Core and Allen, 1997), early
work from Stolcke et al. (2000) on tagging speech
acts in dialogue, and DialogBank, an interopera-
ble system of dialogue act annotation (Bunt et al.,
2019).

In parallel, scholars in other fields have noted
the importance of dialogue to public understanding,
especially in the face of social conflict. Bohm and
Nichol (2004) lay the groundwork for academic
work on understanding both the value of facilitated
dialogue for collective understanding, as well as the
unique role of the facilitator in setting the norms
and guiding the conversation towards emergent ex-
pression. The field of deliberative polling makes a
case for the importance of deliberative discourse in
leading to better decision outcomes (Fishkin, 1997)
and the legitimization of democratic outcomes (Ma-
travers and Pike, 2005). Saunders (1999) discusses
the importance of sustained dialogue for changing
human relationships in the face of deeply-rooted
conflict, and Ryfe (2006) notes the importance of
storytelling in productive deliberation forums. Oth-
ers note the power of narrative for digital participa-
tion (Esau, 2018) and democracy (Black, 2013).

Corpora of public dialogue outside the social me-
dia space are rare, and high-quality annotated spo-
ken conversation transcripts are even rarer. Word
distribution and turn-taking patterns in speech and
transcribed speech are distinct from written text,
making spoken speech datasets for understanding
community insight important. The recent launch of
the CANDOR Corpus (Reece et al., 2023) marks

an important leap in conversation research. Eu-
roPolis (Gerber et al., 2018), a set of discussions
from a transnational European deliberative poll,
provides another related dataset, and research from
Dillard (2013) finds a relationship between facilita-
tion types and the trajectory of public deliberations.

Dialogue can function as a method, tool, or input
to a process of gradual understanding of a problem,
including in a research process. Many fields of
social research use similar methods of surfacing in-
sight in a group setting, including group interviews,
discussion groups, and focus groups. Focus groups
are a common and validated method of surfacing in-
sight from a group (Stewart and Shamdasani, 2014)
and they have existed for 80 years (Onwuegbuzie
et al., 2009). There are documented and commonly
used practices for running focus groups (Onwueg-
buzie et al., 2009) but to our knowledge, there are
no known datasets for their study at scale. Corpora
of recorded meetings like one described in Bates
et al. (2005) exist, but facilitated conversations dif-
fer from meetings in important ways.

A rich theory on facilitation techniques comes
from literature in education. Research from Mo-
tozawa et al. (2021) shows that facilitative moves
can have an impact on the outcome of interest to
the facilitation setting, and that "request" utterances
by the facilitator encourage response. Research
from Chung (2011) on education discussion fora
relates the presence of nine facilitation techniques
on those fora, including summarization, making
connections, providing opinions, and inviting feed-
back, to the presence of critical thinking by par-
ticipants in online discussions. Research on facili-
tation for teaching describes three main functions
of facilitation: social, organizational, and intellec-
tual (Cheung and Hew, 2010). The function role
of the facilitator, according to Kolb et al. (2008)
is to manage group discussions and processes so
that group members have a positive experience,
to host a process that "promotes valuable results
in group dialogue, analysis, and planning" and to
use techniques that aid in group interaction or the
accomplishment of those goals.

3 Motivation

Hand-transcribed multi-person conversation
datasets of substantial size are relatively rare in the
NLP community, and to our knowledge, no corpora
of annotated and analyzed semi-structured facil-
itated dialogues currently exist. Furthermore, as
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online discussion platforms look to promote civil
discourse, experiments in using automated agents
to facilitate and moderate discussion or conduct
interviews are already underway (Xiao et al., 2020;
Kim et al., 2021; Shiota et al., 2018; Schluger
et al., 2022). As such, understanding human
facilitation is crucial to the successful development
of productive conversations, including ones that
may involve an automated agent. As facilitated
dialogue emerges as a forum for discourse and
public input in contrast to discourse online, a better
understanding of facilitation behaviors can inform
the design of productive group conversations, no
matter their intended outcome or purpose.

4 Corpus

The Fora corpus is a set of conversation transcripts,
conversation guides, and annotations associated
with 262 conversations spread across 16 conversa-
tion collections convened over a variety of topics
in diverse communities. Each conversation collec-
tion was convened by a partner organization in the
United States which, in partnership with Cortico,
a US-based social technology non-profit, hosted a
series of conversations of similar structure about
a community issue or series of issues. Conversa-
tion collections range in size from a minimum of 5
conversations to a maximum of 76 conversations.
Each conversation collection has a companion con-
versation guide, developed by the hosting partner
organization in partnership with Cortico. Facilita-
tor roles in the conversation were hand-labeled by
our researchers. Most conversations are facilitated
by one individual. 29 are co-facilitated, of which
28 of which were facilitated by 2 individuals and a
single one was co-facilitated by three individuals.

Conversations in the Fora corpus occurred be-
tween November 14th, 2019, and April 6th, 2023.
Conversations were held with a median of 6 people,
with a minimum of 2 and maximum of 12. The
average conversation length was 66 minutes, with a
minimum of 8 minutes and a maximum of 117 min-
utes, or just under 2 hours. Conversations had an
average of 152 speaker turns, with a minimum of 14
turns and a maximum of 719. Most conversations
were held online over meeting software. Conversa-
tions were recorded with consent and transcribed
by REV transcription software, and partners were
able to redact and edit transcripts for mistakes fol-
lowing the conversation. A visualization of the
duration of speaker turns across participants in a

typical conversation in the Fora corpus can be seen
in Figure 1. The appendix provides more descrip-
tive statistics on the conversation collections within
the corpus.

4.1 Conversation structure

Each conversation collection in the corpus is
matched to a conversation guide that facilitators
were instructed to use for the conversation. Conver-
sation guides were developed in partnership with
the partner organization involved in hosting the con-
versations. Conversation guides follow a similar
structure across conversation collections, adapted
to the subject area of interest to the partner organi-
zation or the purpose of the hosted conversations.

Questions in the conversation guide are intention-
ally open-ended and are designed to encourage par-
ticipants to share personal stories and personal ex-
periences. In contrast to top-down approaches com-
monly seen in focus groups, this semi-structured ap-
proach is intended to lead to an agenda that emerges
organically through personal sharing. Facilitators
often begin by setting context through a script, and
read a consent statement before stating conversa-
tion norms. The facilitator then transitions to a
request for sharing. For example, one first prompt
from a conversation guide is: "Take a minute and
think of a memory or a personal story from your
life that has shaped who you are, and would help
others understand what is important to you." Then,
in response, participants transition to community-
focused conversation. The conversations often end
with a facilitator prompt like "What is one change
you would most like to see happen?" Participants
are then encouraged to ask any questions before
ending the session.

5 Characterizing Facilitated Dialogue

We first characterize facilitated dialogue using a
number of computational metrics to understand
variation in the corpus across collections.

5.1 Inequality in time-sharing

Turn-taking is a natural part of human conversa-
tion and modeling it is central to the study of con-
versation (Wilson et al., 1984). Coordination be-
haviors in conversation can vary across cultures
(Stivers et al., 2009) and genders (Ghilzai, 2015).
In the context of facilitated dialogue, the facilitator
has an active role to play in setting, encouraging,
and enacting norms for the conversation. Because
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Figure 1: Example visualization of conversation audio in a Fora conversation. In it, "Londa" is the facilitator,
starting off the conversation before participants take turns through the conversation.

the facilitated dialogues in this dataset exist as a
method of providing space to share insight, statis-
tics describing how limited time is shared across
conversation participants is a useful heuristic for
characterizing the nature of the conversation. We
operationalize equitable distribution of time in the
facilitated conversation, a limited resource, with a
classic metric of inequality over limited resources
from the economics literature, the Gini coefficient,
as follows:

1−G = 1− 1

n(n− 1)x̄

n∑

i=1

(n+ 1− 2i)xi (1)

where n is the number of observations (partici-
pants in conversation), i is the index of the obser-
vation in array x, xi is the resource available to
the ith person, and x̄ is the mean of the array x
containing all participants and their resources.

For each conversation, we model the equitable
sharing of time in the conversation using the Gini
coefficient in two ways. First, we treat the total
summed duration of a participant’s speaking time
across all conversation turns as the share xd of our
variable of interest, time. Next, we treat the total
count of a participant’s speaking turns as the share
xc of our variable of interest, time. For conver-
sation C, we use the equation to give us a repre-
sentation Gd of the Gini coefficient with respect
to the sharing of time duration in conversation C
and a representation Gc of the Gini coefficient with
respect to the sharing of turn count in conversation
C. We plot Gd and Gc to visualize the spread of
time and turn count inequality across conversations.
A higher value for the Gini coefficient indicates
higher inequality in resource sharing within the
conversation.

We see in Figure 2 there is wide spread in the
Gini coefficients of time-sharing among partici-
pants across conversations and collections, indi-
cating variation in the distribution of time across
participants, both in terms of turn count, and in
duration of speaking time.

Figure 2: Time-sharing in Fora conversations across
collections

There are many possible explanations for this
variation: some conversation participants may be
more interested in sharing than others, and some
participants may take longer to share a single story
than their more parsimonious counterparts.

Facilitators naturally respond to the conditions
of the conversation, including to the personalities
of participants, in order to accomplish their goals
for the conversation. As such, while there are
shortcomings to any measurement of time-sharing
across participants, understanding the spread of
time-sharing within the collection is useful. Its re-
lationship to participant sharing will be discussed
later.

5.2 Participant & facilitator turn-taking
ratios

Another useful descriptive measure of turn-taking
describes the amount of conversation taken up by
the facilitator compared to the participants. Again,
we can operationalize a metric describing the ratio
of facilitator speaking duration to average partici-
pant speaking duration within a conversation.

The first ratio Rd is defined as:

Rd =
Fd

P̄d
,
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where:

Rd is the ratio of facilitator speaking duration

to average participant speaking duration,

Fd is the facilitator speaking duration,

P̄d is the average participant speaking duration.

The second ratio Rc is defined as:

Rc =
Fc

P̄c
,

where:

Rc is the ratio of facilitator speaking turn count

to average participant speaking turn count,

Fc is the count of facilitator speaking turns,

P̄c is the average count of participant speaking turns.

We can visualize the spread of and relationship
between these measures by plotting Rd and Rc, as
seen in Figure 4 in the appendix to give another
high level view of time-sharing in the corpus.

5.3 Average participant turn length

Styles of facilitated dialogue differ. Some facili-
tated dialogues are a series of long participant turns
with minimal facilitator intervention to hand off be-
tween participant monologues. Others appear more
like a casual back-and-forth conversation. We cal-
culate average participant turn length by taking the
subset of speaker turns spoken by participants. Do-
ing so, we find the mean average turn length across
collections is 41 seconds. The lowest average turn
length in a conversation is 4.7 seconds, and the
highest average turn length is 130 seconds, or over
two minutes. These two extremes exemplify differ-
ent conversation styles: the participants in the one
with the lowest average turn length gave quick an-
swers, whereas the participants in the longest one
told unbroken stories in a series of monologues. As
such, a high-level statistic for average turn length
can help characterize conversation style. A figure
visualizing collections by average turn length can
be found in Figure 5 in the appendix. We use a
one-way ANOVA to show a statistically significant
difference across collections regarding average par-
ticipant turn length (p < .01). Factors affecting
the average turn length could include the level of
comfort of participants with each other (perhaps
there is more casual interruption among friends) or
the preferred style and norm-setting done by the

facilitator (some facilitators manage conversations
as a sequence of monologues). Follow-up work
using the facilitation strategies in the next section
can examine the relationship between conversation
dynamics and average turn length.

6 Defining participant sharing

Following the presentation of high-level computa-
tional measures of turn-taking in the corpus, we
turn our attention to annotating speaker turns in
the corpus according to several codebooks which
we define. Because Fora conversation guides were
designed to elicit personal stories and experiences
from participants, we develop a codebook and an-
notation task related to identifying two types of
sharing, personal story and personal experience, as
the main outcomes of interest from the dialogue.

Personal story: Building on Antoniak et al.
(2023), we define a personal story as a series of
events involving the speaker that occurred in the
past or in the ongoing active present.

Personal experience: Following a similar ap-
proach in Falk and Lapesa (2023) to defining “ex-
periential knowledge” in contrast to story, we de-
fine personal experience as a mention of personal
background, identity, fragmentary recall of events,
or mentions of habitual or ongoing actions, occur-
rences, or speaker feelings within a speaker turn.

We choose speaker turns as our unit of labeling
for the annotation task, and use the above defini-
tions to apply labels to all speaker turns from a
sample of 70 (26%) conversations from the corpus.
To sample a subset of conversations from the cor-
pus for annotation, we first sampled one from each
of the 16 collections, then randomly sampled other
conversations until we hit 25% of the corpus, or
66 conversations. We annotated 4 co-facilitated
conversations as well, bringing the total number of
annotated conversations to 70 conversations. We
exclude co-facilitated conversations from model
training and analysis on the facilitation strategy
tasks due to potential differences in co-facilitated
conversations that are not the focus of this work.

Speaker turns could be annotated with both la-
bels if both kinds of personal sharing occurred
within a turn. For example, this turn contains both:
My name’s Addison. I’m from Machias in Wash-
ington County. And a time I felt like I mattered
to my community was when my family was going
through a hard time and some people from around
our community sent presents on Christmas, and
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also helped with some of the bills. Addison’s name
and place of origin count as mentions of personal
experience, while her story about going through a
hard time, being sent presents, and being helped
with bills qualifies as a story due to its described
sequence of events.

6.1 Defining facilitation strategies
Facilitators employ a number of facilitation strate-
gies in conversation, some of which are compos-
ite dialogue speech acts. Building on work from
Chung (2011), we choose and define a subset of
these for annotation, classification, and analysis.
Examples and full definitions of each facilitation
strategy are in the appendix.

1. Validation Strategies

(a) Express appreciation
(b) Express agreement or affirmation

2. Invitations to Participate

(a) Open invitation to participants to partic-
ipate

(b) Specific invitation to participate, ad-
dressed to a particular speaker

3. Facilitation strategies

(a) Model examples (facilitator models
an example answer to the question or
prompt)

(b) Follow-up question (facilitator ad-
dresses a follow-up question or prompt
to a speaker already speaking)

(c) Make connections (facilitator makes a
statement making a connection to or be-
tween different participants in the conver-
sation, across topics in the conversation,
or across participants and topics in the
conversation collection.)

6.1.1 Annotation
We annotate participant sharing behaviors from 70
conversations across 10,625 total speaker turns. We
solicited first-pass annotations from crowdworkers
on the Prolific platform. We hosted an annotation
server using Potato (Pei and Jurgens, 2023). After
a short training and description of the task, workers
were presented with 20 annotations. In the inter-
face, workers could select one, both, or none of
the participant sharing types for each speaker turn.
Annotators had high recall in identifying personal

sharing on the task, but sometimes misunderstood
the nuanced distinction between story and experi-
ence. As such, if any two of the three annotators
identified any type of sharing in the turn, one of
three expert annotators reviewed the example to
ascribe final labels to the sample.2 These three
expert annotators had very high (Krippendorff’s
alpha 0.81) agreement in a curated IRR task testing
their understanding of all labels. The combina-
tion of these steps produced a high-quality expert-
labeled subset of the data. We repeated this label-
ing procedure to annotate facilitation strategies, but
subdivided the annotation task into three separate
annotation questions, each of which was a multil-
abel question. (See appendix for additional details
on crowdworker recruitment, task setup, and IRR).
We used the resulting annotated subset as a gold-
labeled subset of the data against which to evaluate
some approaches to automate identification of these
phenomena in the rest of the corpus.

6.2 Classifying participant sharing
Following work evaluating the suitability of lan-
guage models for annotating corpora, (Pangakis
et al., 2023; Savelka et al., 2023), we configure a
prompt-based annotation pipeline using OpenAI’s
GPT-4 (Achiam et al., 2023) to generate annota-
tions for this task under several conditions: zero
shot, or few-shot with a list of curated example
classifications, and with/without 2 previous turns
of conversation context preceding the target turn.
Following recent work showing the relatively bet-
ter performance of fine-tuned models on nuanced
tagging tasks compared to prompt-based methods
(Thalken et al., 2023; Antoniak et al., 2023), we
contrast prompt-based approaches to classifications
from a single fine-tuned model. We use a 80/10/10
train/validation/test split for both tasks. We report
our performance on the test set in Tables 1, 2 and
3.

7 Results

For each GPT-43 response, we extract the string
representing the expected label in order to derive a
binary value for the label for that sample. To evalu-
ate performance, we treat the problem as a single-
class classification problem for each task for max-
imum comparability across conditions. We fine-

2For each speaker turn, we also provided the two preced-
ing turns as context to each annotator, given the potential
importance of context to labeling decisions.

3We use model version gpt-4-1106-preview for all tasks.
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Story (n = 362)

Model F1 Precision Recall

GPT-4, zero shot, w/ context 0.81 0.99 0.73
GPT-4, few shot, w/ context 0.81 0.87 0.77
GPT-4, zero shot 0.83 0.92 0.77
GPT-4, few shot 0.86 0.93 0.82
Fine-tuned RoBERTa 0.74 0.72 0.76

Experience (n = 1367)

GPT-4, zero shot, w/ context 0.71 0.73 0.70
GPT-4, few shot, w/ context 0.75 0.82 0.71
GPT-4, zero shot 0.75 0.75 0.75
GPT-4, few shot 0.75 0.78 0.72
Fine-tuned RoBERTa 0.78 0.75 0.80

Table 1: Personal sharing identification task

tune RoBERTa (Liu et al., 2019) (training details in
the appendix) to perform a binary classification for
each task. Table 1 shows model performance (using
a macro-averaged f1 score for this and subsequent
tasks) on the story and experience identification
tasks. GPT-4 performed better on the Personal
story identification task, perhaps because of the
small class size (362 stories across the annotated
25% sample of the corpus), and we note high preci-
sion identifying this rare phenomenon with GPT-4.
However, we note that fine-tuned RoBERTa’s per-
formance was better than GPT-4’s on the task of
identifying Personal experience, echoing Antoniak
et al. (2023)’s finding that fine-tuning for nuanced
tasks like these may perform better than prompt-
based methods. However, our relatively lower per-
formance than Antoniak et al. (2023) may be in
part due to differences in transcribed speech and
text written for online consumption.

7.1 Classifying facilitation strategies

We repeat a similar task setup for the list of seven
facilitation strategies. Prompt-based methods were
decomposed into three generation tasks: one each
for “Validation" strategies, “Invitations to Partici-
pate," and “Facilitation strategies." Again, we fine-
tune RoBERTa for a binarized version of each task
and compare performance to results using the same
four prompting styles with GPT-4.

Table 2 shows the model’s performance on a sin-
gle run of the Appreciation, Affirmation, Open and
Specific invitation identification tasks. For all fa-
cilitation strategy tasks except Follow up question,
GPT-4 performed better than fine-tuned RoBERTa.
We note that GPT-4 errors on Follow up question
often mistake Open invitation and Specific invita-
tion for a Follow up question. The way we defined

Appreciation (n = 827)
Model F1 Precision Recall

GPT-4, zero shot, w/ context 0.95 0.93 0.97
GPT-4, few shot, w/ context 0.95 0.94 0.97
GPT-4, zero shot 0.95 0.94 0.97
GPT-4, few shot 0.95 0.94 0.95
Fine-tuned RoBERTa 0.93 0.88 1.0

Affirmation (n = 320)
GPT-4, zero shot, w/ context 0.82 0.84 0.81
GPT-4, few shot, w/ context 0.78 0.84 0.75
GPT-4, zero shot 0.81 0.85 0.77
GPT-4, few shot 0.77 0.84 0.72
Fine-tuned RoBERTa 0.72 0.75 0.69

Open invite (n = 471)
GPT-4, zero shot, w/ context 0.80 0.77 0.83
GPT-4, few shot, w/ context 0.83 0.82 0.85
GPT-4, zero shot 0.82 0.80 0.87
GPT-4, few shot 0.82 0.80 0.86
Fine-tuned RoBERTa 0.67 0.76 0.60

Specific invite (n = 769)
GPT-4, zero shot, w/ context 0.86 0.83 0.92
GPT-4, few shot, w/ context 0.88 0.85 0.92
GPT-4, zero shot 0.88 0.85 0.92
GPT-4, few shot 0.87 0.84 0.91
Fine-tuned RoBERTa 0.83 0.76 0.90

Table 2: Validation and invitation classification tasks

it, Follow ups were not necessarily "questions," so
the word "question" in the class title might have
skewed the GPT-4 results compared to our fine-
tuning approach that learned more directly from
the data. We also note that RoBERTa struggled
to learn Make connections and Provide example,
given the small class size and even smaller pres-
ence in the 10% validation/test sets. By compar-
ison, GPT-4 performed decently well, suggesting
that LLMs like GPT-4 may be useful in detecting
rare phenomena with proper validation. We did not
find that giving GPT-4 two turns of conversation
context consistently improved performance.

7.2 Exploratory analysis

With what prevalence do we find each facilitation
strategy in the corpus? We analyze the 10,625
facilitator speaker turns of gold-labeled data to un-
derstand prevalence, given that varied model base-
lines on constituent tasks could skew results if in-
terpreted as predictions over the full corpus. Appre-
ciation (n = 827) is the most common facilitation
strategy we capture, and all conversations feature
it at least once. Affirmation (n = 320) is also com-
mon, occurring in 91% of conversations. 93% of
conversations feature at least one Open invitation
(n = 471). Specific invitations (n = 769) were also
common, featuring in 88% of all conversations.
Closely related, Follow ups (n = 316) occur in 79%
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Follow-up question (n = 316)
Model F1 Precision Recall

GPT-4, zero shot, w/ context 0.63 0.61 0.79
GPT-4, few shot, w/ context 0.60 0.60 0.78
GPT-4, zero shot 0.61 0.59 0.70
GPT-4, few shot 0.60 0.58 0.68
Fine-tuned RoBERTa 0.65 0.61 0.70

Make connections (n = 102)
GPT-4, Zero shot, w/ context 0.69 0.70 0.68
GPT-4, few shot, w/ context 0.69 0.76 0.65
GPT-4, zero shot 0.77 0.80 0.74
GPT-4, few shot 0.78 0.79 0.77
Fine-tuned RoBERTa 0.18 0.80 0.11

Provide example (n = 62)
GPT-4, Zero shot, w/ context 0.68 0.64 0.74
GPT-4, few shot, w/ context 0.69 0.63 0.86
GPT-4, zero shot 0.65 0.61 0.74
GPT-4, few shot 0.71 0.65 0.87
Fine-tuned RoBERTa 0.44 0.85 0.30

Table 3: Full results of additional 3 facilitation strategies
task, GPT-4 and RoBERTa

of conversations. We find Make connections (n =
102) in 71% of conversations, and though Provide
example (n = 62) is quite rare in absolute terms, it
still features at least once in 60% of conversations.

7.2.1 Facilitator sharing
In total, we find 362 personal stories and 1,367
mentions of personal experience in the 25% sam-
ple of the corpus. One stylistic choice facilitators
make is the degree to which they share their own
personal experiences in the conversation. 82% of
conversations with a single facilitator feature at
least one facilitator personal experience, and 90%
of conversation participants share from personal
experience. 31% of conversations feature at least
one facilitator personal story, similar to the 34% of
participants who share personal stories.

7.3 Exploratory analysis on facilitator
behavior and participant sharing

Next, we explore if facilitation strategy relates to
participant outcomes: story and experience shar-
ing. Analyzing facilitated dialogue is complex, as
dialogues may be analyzed for outcomes at the
conversation, collection, participant, and facilita-
tor levels. For this analysis, we define the rate of
participant sharing as the percentage of participant
speaker turns that contain participant sharing, and
we use this as an outcome measure. We next test
whether increased rates of facilitator Open invita-
tions to share, and Specific invitations to a particu-
lar individual from the facilitator to share, correlate
with the rates at which participants share. Using

a Pearson correlation with Bonferroni correction
to adjust for multiple comparisons, we find a sta-
tistically significant positive correlation between
rates of participants sharing personal experiences
within a conversation and rates of both open and
specific facilitator invitations to share in a conversa-
tion (p < .05), but not between rates of participants
sharing personal stories and either open or specific
facilitator invitations to share.

We do not find a statistically significant correla-
tion between conversation-level rates of participant
and facilitator personal experience or story shar-
ing. However, we do find a positive correlation (p
< .05) between rates of facilitator Affirmation and
participant Personal story sharing (but not Personal
experience sharing), potentially speaking to posi-
tive facilitator response to stories shared. Similarly,
we find facilitator rates of Make connections to be
positively correlated (p < .05) with Personal story
sharing, but not with Personal experience sharing.
We find that Make connections and Express affirma-
tion rarely directly precede or follow an instance
of Personal story, so follow-up work is needed to
better understand whether facilitators drive sharing
through Expressing affirmation and Making con-
nections or do them in response to sharing, as well
as to understand what other variables may mediate
participant sharing.

How does inequality in time-sharing relate to
rates of participant sharing? To investigate, we
return to the Gini coefficient as our measure of in-
equality in participant time and turn count sharing
across a conversation. We fit linear regression mod-
els predicting a participant sharing (Personal story
or Personal experience) rate in a conversation as
a function of inequality (the Gini coefficient of ei-
ther time or turn count from the conversation). We
find a statistically significant negative relationship
between inequality (both in terms of time and turn
count) and rates of both personal story sharing and
personal experience. This requires more investi-
gation, and reasons for this relationship at a con-
versation level may differ. However, this finding
may suggest facilitators should promote equitable
time-sharing not just because it is kind to partici-
pants, but also because it is associated with a better
conversation outcome.

Exploratory analyses like these, combined with
high-confidence classifications that scale to the rest
of the corpus, and methods that move beyond corre-
lation, can help systematically make sense of Fora
and other kinds of facilitated dialogue.
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8 Research directions for the study of
facilitated dialogue

We hope these data, measures, tasks, and analyses
can encourage future work in this area, especially
combined with behavioral experiments and other
methods and insights across fields. We outline
some areas of potential work:

• Studying facilitators and participants: How
does facilitator behavior relate to participant
outcomes and turn-taking behaviors as char-
acterized above? How do facilitators change
or maintain strategy across different conver-
sations? How do participants and facilitators
engage and respond to others in facilitated di-
alogue, mediated by personality, identity, and
conversation format?

• Conversation format: How do the number of
participants and facilitators and conversation
timing goals affect facilitator behavior, con-
versation dynamics, and outcomes? How do
online dialogues differ from in-person ones?
How does a conversation guide or set of norms
affect dynamics, and does the facilitator often
adhere to the guide? Do different conversa-
tion guides affect outcomes, insights, and the
range of discussed topics?

• Understanding spoken facilitation: Most
datasets for NLP come from text-native data
sources. How do transcribed stories and ex-
periences differ from text-native stories and
facilitated experiences, and how might we bet-
ter develop tools to process them?

• Dialogue as a method and intervention: As
facilitated dialogue increases in popularity as
a method of civic engagement and social in-
sight, how do we understand the dual role of
dialogue as a potential method for insight as
well as an intervention on participants’ per-
ception of self, group, and community? How
might we measure dialogue quality through
behavioral experiments, interviews, or other
measures?

• Dialogue agents: LLMs mediate interviews
with humans, but they are also increasingly
positioned to mediate interactions across mul-
tiple humans. Are there tasks where LLMs
may be suited to this style of interaction, and

can this corpus be useful in responsibly assess-
ing and/or developing them for appropriate
use cases?

9 Conclusion & Future Work

We present a unique corpus of annotated facilitated
conversations and a suggested framework for ana-
lyzing facilitated dialogue. We outline key tasks for
understanding facilitated dialogue in terms of par-
ticipant sharing behavior and facilitator behavior,
create a 25% sample of human-labeled data, then
establish baselines for each task. We find decent
model performance on some tasks, and especially
for rare phenomena, GPT-4 does decently well on
these tasks in contrast to a fine-tuned RoBERTa
model. In a data-poor context where fine-tuning
is challenging, this points to the potential for large
models to assist in making sense of small data,
pending validation. Future work can investigate
performance using open-source models on these
tasks. Overall, we find that Fora conversations reg-
ularly elicit personal stories and experience. We
find that some facilitation strategies are more com-
mon than others, and some strategies may relate to
increased rates of participant personal sharing.

We believe this corpus, framework, and find-
ings will fuel research on facilitated conversations
among humans, effective facilitation of group dia-
logue, modeling goal-driven dialogue, understand-
ing spoken stories in dialogue, and facilitation of
groups of humans by language agents. We hope
this work will serve as a starting point for a rich
emerging science of facilitated dialogue.

Future work can compare conversation norms
in facilitated dialogue to more traditional forms of
interviewing, information collection, and conver-
sation. Comparison datasets in the future could
include podcast data or TV interviews with multi-
ple conversationalists. In this work, we did not test
every combination of prompting methods and train-
ing parameters, instead focusing on a high-level
framework, definitions, and establishing baselines.
There remains significant opportunity for improve-
ment, including exploration of methods to improve
finetuning for small classes. Future work can exam-
ine additional prompting strategies like randomly
sampling from the training data to provide few-shot
examples, as well as Chain-of-Thought prompting.

10 Limitations

This work lays out some key facilitation strategies
we observe in the corpus, but this list of facilitation
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strategies is nowhere near exhaustive. Understand-
ing other facilitation strategies, like paraphrasing
participant answers, requires follow-up work. An-
other limitation is that while this work focuses on
spoken dialogue, the data is textual in nature, which
introduces limitations regarding our ability to inter-
pret non-linguistic context that is absent from the
transcript. Some facilitation strategies, like holding
silent space, also require analysis beyond the tran-
script, and the corpus timestamps could be useful
for this purpose. Furthermore, the Personal experi-
ence category of sharing we defined in contrast to
Personal story catches a range of different personal
sharing behaviors, from a simple introduction to
a discussion of habitual occurrences in a person’s
past. The range of behaviors captured within the
category may be noisy for a model to capture, and
may require refinement and deeper analysis to illu-
minate their significance to a conversation.

Findings are also represented here at the speaker
turn level. Given the variation in turn lengths, an-
notations may need to be refined to a span for
further research use depending on the desired use
case. Furthermore, for stories that are collabora-
tively interrupted by others, our classification may
give false negatives for some phenomena at the
speaker turn level. This may systematically bias
our analyses towards certain groups, depending on
their norms regarding sharing time and interrupt-
ing. In this problem formulation, we thus may miss
context that occurs across multiple speaker turns,
or stories that are told across long spans of time
with interruptions in between. We encourage future
work examining this corpus using different units
of analysis or identifying sharing and facilitation
strategies at the span level and comparing findings
to this work.

11 Ethics Statement

Participants in these conversations consented to
being recorded and for their speaking turns to be in-
cluded in a public dataset. Oftentimes, participants
shared quite personal stories in these facilitated
conversations. They were given the opportunity to
redact any parts of the conversation they did not
want shared. We are still taking precautions by de-
identifying sensitive information from the corpus
that will be available for research use.

Many participants in the Fora conversations were
recruited because they come from disenfranchised
communities whose voices are underrepresented

in civic processes. This creates an opportunity for
researchers to responsibly study the speech and sto-
ries that are shared in this unique corpus, but it also
comes with responsibility. Stories from commu-
nities or disenfranchised groups could be misrep-
resented, causing unintended harm. We intend to
make the corpus described in this project accessi-
ble through a form application, facilitating its use
in research for positive impact but also protecting
against misuse.
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A Appendix

A.1 Conversation lengths
In Figure 3, one can see the spread of durations of
Fora conversations in the data set.

A.2 Personal story and experience
Longer definitions and examples:

A personal story describes a discrete sequence
of events involving the speaker that occurred in the
past or in the ongoing active present.

The mention of personal experience includes
mentions of name, facts about self, professional
background, or general statements about the
speaker’s life that are not a sequence of specific
events.

Example 1
CONTEXT TURN: I’m ready to go next.
CONTEXT TURN: Ok, go ahead.
TARGET TURN: I started in vegetables. And then
when I came to Maine, and I looked around, and
I said, "Jesus, every year there’s like 12 more veg-
etable farms, but I can only go one place to get a
steak or some sausage. Wait a minute here. There’s
a niche." And that’s what I think they have to be
open to. So I switched completely.

Answer: Personal story

Example 2
CONTEXT TURN: Can I tell you something?
CONTEXT TURN: Go on.
TARGET TURN: In my 15 years of teaching, I
rarely saw students behave badly to each other.

Answer: Personal experience

Example 3
CONTEXT TURN: I’m ready to go next.
CONTEXT TURN: Ok, go ahead.
TARGET TURN: My favorite thing is that I grew
up in a town with 16 000 people so this way bigger
than anything I’ve ever lived in. Unfortunately
for me I’ve only lived here for like a year and a
half, almost two years. So I moved right fresh
out of college and into a pandemic basically, and
so I guess I haven’t seen all of the great things in
Madison does, but this is the biggest, and I felt very
welcomed in this area so that’s that.

Answer: Personal story, Personal experience
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Figure 3: Duration of Fora Conversations

Example 4
CONTEXT TURN: Wendy, you’re on mute now.
CONTEXT TURN: Ok, sorry, but it’s your turn.
TARGET TURN: No, I thought it was your turn?
Sorry, I’m confused.

Answer: Neither

A.3 List of facilitator dialogue acts and
definitions

1. Validation Strategies

(a) Express appreciation
i. "Thanks for sharing that."

ii. "Alright, great, now do I have every-
one? Appreciated. Sure. Let’s move
on."

(b) Express agreement or affirmation
i. "Definitely. I hear you."

ii. "I agree. I keep hearing that in these
conversations."

2. Invitations to Participate

(a) Open invitation to participants to partic-
ipate

i. "Alright with that being said, does
anyone want to kick us off?"

ii. "Ok great. Now anyone who wants
to go next can unmute."

(b) Specific invitation to participate, ad-
dressed to a particular speaker

i. "Kelly? Did you want to go next?"
ii. "Great. That’s all I wanted to put

on the table. Oh, Joe? I see you’re
raising your hand. Are you ready to
go?"

3. Facilitation strategies

(a) Model examples (facilitator models
an example answer to the question or
prompt)

i. "So first we are going to give intro-
ductions and then share a value that’s
important to us. I’ll kick us off. I’m
Kelly and a value that’s important to
me is courage."

ii. "Sharing stories is what we’re doing
next. Some people are confused in
this stage so I’ll give you an example.
My grandmother lived next door to
us when I was growing up. One time,
the sheriff came by, and I was playing
outside. It scared me to see this guy,
an unknown man, come to our house
when we lived that far out in the coun-
try. And my grandmother’s attitude
towards him didn’t help. Since then
I’ve been scared of the police. Ok
does anyone want to share your first
encounter with police next?"

(b) Follow-up question (facilitator ad-
dresses a follow-up question to a speaker
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Collection Title Size
Maine ED 2050 76
United Way of Dane County 43
NYC Community Voices: COVID-19 & Beyond 22
Public Narrative 19
EGI Conversations 19
Cambridge City Manager Selection Project 18
Virtual Open Newsroom 13
Engage 2020 8
Cap Times People’s Agenda 6
Digital Coverage of Crime & Justice Conversations 6
Foundation for Black Women’s Wellness 6
LPA Yo Soy Conversations 6
Census 2020 Conversations 5
Equitable Economies Dialogues 5
Police & Fire Commission Conversations 5
Santa Cruz Local 5

Table 4: Size of each collection within Fora corpus

already speaking)
i. "Wow, Kelly, that’s such a touching

story. Did you ever find out who sent
the package?"

(c) Make connections (facilitator includes
a statement making a connection to or
between different participants in the con-
versation, or across topics in the conver-
sation)

i. “That’s similar to what Jamie shared
earlier, right?"

ii. “I have a similar experience that res-
onates."

iii. “That connects to what we were dis-
cussing earlier."

A.4 Corpus meta-data

Conversation collections in the corpus were con-
vened for diverse reasons in a variety of locations.

Example conversation collections include:

• United Way of Dane County. A collection of
43 public conversations hosted by 25 commu-
nity stakeholders in Dane County, Wisconsin
to celebrate the 100th anniversary of the com-
munity organization and inform planning for
the next 100 years.

• Cambridge City Manager Selection Project.
A collection of 18 public conversations hosted
in advance of a City Manager Selection
Project in Cambridge, MA, ultimately con-
ducted by 9 members of the Cambridge City
Council. Feedback from the conversations

was used to inform a leadership profile outlin-
ing the role’s criteria in advance of selection.

• NYC Community Voices: COVID-19 and
Beyond. A collection of 22 public conver-
sations hosted in partnership with the NYC
Department of Health & Mental Hygiene,
the NYC Public Health Corps (PHC), 13
PHC community-based organization partners
to engage residents in sharing their stories.
100+ people from across 35 historically under-
served NYC neighborhoods were recruited.

We provide conversation-level metadata includ-
ing information about:

• Location (partial metadata)

• Date of conversation

• Conversation duration

• Audio offsets for each conversation turn

Collection-level metadata is also partially avail-
able for each conversation, including:

• Conversation guide (document)

• Sensemaking reports and websites, when ap-
plicable

• Description of collection context

All 16 conversation collections in this corpus ver-
bally collected consent to conversation recording
and public sharing, and for the use of the record-
ings in research. Recruitment for most collections
was done through participating community partners
and organizations. Most conversation collections
recruited on a volunteer basis. Two collections,
NYC Community Voices: COVID-19 & EGI Con-
versations, compensated participants in the conver-
sations.

A.5 Prolific annotations & IRR
Prolific workers were recruited for two distinct
phases of annotation: one task for Personal story
and Personal experience and the other for the seven
identified Facilitation strategies. Prolific workers
were given 20 annotations each, took an average of
20 minutes for each task, and were compensated
at an average $13.50 USD per hour. Workers were
recruited from the US and UK, with 95%+ task ap-
proval rating, first language of English, and an edu-
cation level of at least some college. We sought and
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received IRB exempt approval for the surveys an-
notators took. For the Personal story and Personal
experience task, annotators saw a single question
with checkboxes to denote the presence of either
one. In the Facilitation strategies task, annotators
saw three questions per conversation turn, each re-
questing check-box style multilabels for Validation
Strategies (Express affirmation, Express apprecia-
tion) Invitations to Participate (Open invitation and
Specific invitation), and the other three Facilitation
strategies (Make connections, Follow up question,
Provide examples).

On a curated, class-balanced subset of the data of
27 examples with at least 5 examples of each facili-
tation strategy, we ran an inter-annotator agreement
activity with 19 annotators from our worker pool.
Using Krippendorff’s Alpha as a measure of inter-
annotator agreement, the tasks range in their level
of agreement. For “Express appreciation," “Open
invitation," and “Specific invitation," we achieve
moderate levels of agreement in the .4-.48 range.
For “Express agreement," “Make connections,"
“Provide example," and “Follow-up question" we
achieve poor to fair levels of agreement but high
recall. However, expert annotators on our research
team achieved an agreement level of .81, or very
high levels of agreement on the task. As such,
expert annotators reviewed annotator-suggested la-
bels to construct a high-confidence final set of an-
notations.

A.6 Additional visualizations

Figure 4: Turn-taking in Fora Conversations

Figure 4 plots the ratio of facilitator to partici-
pant turn duration versus ratio of facilitator to par-
ticipant turn count. The collections represent a
range of values in participant & facilitator turn-
taking ratios, which may be used in future analysis
to explain facilitator and participant behavior in the
conversations.
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Figure 5: Average turn length across Fora collections differs significantly. Longer average turn length suggests a
facilitation style more akin to a sequence of monologues, while shorter average turn length suggests a facilitation
style more akin to casual conversation.

A.7 Additional model details

Fine-tuning RoBERTa: We use an 80/10/10
train/validation/test split on the human-annotated
corpus of 66 conversations for facilitation strate-
gies and 71 conversations for personal sharing.
We train using a HuggingFace (Wolf et al., 2020)
instantiation of a pre-trained RoBERTa model
('roberta-base').

A.8 Prompts

We use the following prompt templates to prompt
GPT-4 (temperature of 0) in 4 tasks: one for Per-
sonal sharing and Personal story, one for Valida-
tion strategies, one for Invitations to participate,
and one for Facilitation strategies.

A.8.1 Personal sharing - prompting example
We next explain our prompt construction for the
task identifying Personal sharing and Personal

story.
For conditions that did gave 2 context turns, the

first instruction was:
"You will be presented with text

in a TARGET TURN from a speaker turn
from a transcribed spoken conversation.
The text was spoken by a participant
in a conversation. We are identifying
instances of personal sharing by the
speaker. Your job is to identify the
following sharing types in the quote:"

For conditions that did not give 2 context turns,
the first instruction was:
“You will be presented with text from

a speaker turn from a transcribed spoken
conversation. The text was spoken by a
participant in a conversation. We are
identifying instances of personal sharing
by the speaker. Your job is to identify
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the following sharing types in the quote:"
Then, the definitions were given:
"- Personal story
- Personal experience
These are types of sharing that are only

sometimes used. Many of the quotes will
not contain either, and some will contain
both. The definitions are important to
make sure they actually apply.
Definitions:
Personal story: A personal story

describes a discrete sequence of events
involving the speaker that occurred at a
discrete point in time in the past or in
the ongoing active present.
Personal experience: The mention

of personal experience includes
introductions, facts about self,
professional background, general
statements about the speaker’s life that
are not a sequence of specific events, and
repeated habitual occurrences or general
experiences that are not discrete."

Then, for few-shot conditions, examples were ap-
pended to the prompt. For conditions without con-
text, the references to "CONTEXT" and "TARGET"
turns were deleted.
"Here are some examples and expected

correct answers for each:
Example 1
CONTEXT TURN: I’m ready to go next.
CONTEXT TURN: Ok, go ahead.
TARGET TURN: I started in vegetables.

And then when I came to Maine, and I
looked around, and I said, "Jesus, every
year there’s like 12 more vegetable farms,
but I can only go one place to get a
steak or some sausage. Wait a minute here.
There’s a niche." And that’s what I think
they have to be open to. So I switched
completely.
Answer: Personal story
Example 2
CONTEXT TURN: You know what’s crazy?
CONTEXT TURN: Go on.
TARGET TURN: In my 15 years of teaching,

I rarely saw students behave badly to each
other.
Answer: Personal experience
Example 3
CONTEXT TURN: I’m ready to go next.
CONTEXT TURN: Ok, go ahead.

TARGET TURN: My favorite thing is that
I grew up in a town with 16,000 people
so this way bigger than anything I’ve
ever lived in. Unfortunately for me I’ve
only lived here for like a year and a
half, almost two years. So I moved right
fresh out of college and into a pandemic
basically, and so I guess I haven’t seen
all of the great things in Madison does,
but this is the biggest, and I felt very
welcomed in this area so that’s that.

Answer: Personal story, Personal
experience
Example 4
CONTEXT TURN: Wendy, you’re on mute

now.
CONTEXT TURN: Ok, sorry, but it’s your

turn.
TARGET TURN: No, I thought it was your

turn? Sorry, I’m confused.
Answer: None"
Then, the final instruction was given. For the

condition without conversation context, it was:
"Annotate the speaker turn for the above
personal sharing types in conversation.
Do not output any explanation, just
output a comma-separated list of any that
apply. If none apply, output "None".
Answer:"
For the condition containing context, this last

instruction was:
"Annotate the TARGET TURN for the above

personal sharing types in conversation.
Do not output any explanation, just
output a comma-separated list of any that
apply. If none apply, output "None".
Answer:"
All of these sub-parts of the prompt were con-

catenated together into a single prompt. This same
prompt construction template was used to construct
prompts for Validation strategies, Invitations to
participate, and Facilitation strategies, with defini-
tions and examples inserted accordingly.
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