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Abstract

Adjusting the outdated behaviors of large langu-
gae models (LLMs) after deployment remains
a significant challenge. It motivates the model
editing research, which is however mainly ex-
plored in a restricted task form with triple-
based edit requests. Recent works have ini-
tiated a transition to a more practical and uni-
fied editing task that takes free-form text as
edit requests. However, there are gaps in nu-
anced benchmark designs and re-evaluation of
existing methods. To bridge the gaps, we in-
troduce a multi-level benchmark for free text
model editing (MULFE). The benchmark cate-
gorizes probe queries into three levels of gen-
eralization, ranging from basic literal mem-
ory to deeper understanding and reasoning.
Based on the benchmark, we conduct exten-
sive experiments across various base models,
edit sizes, and editing methods, including adap-
tations of mainstream locate-and-edit and hy-
pernetwork methods. The results highlight
the inconsistent behaviors of edited models
on different generalization levels. Higher-
level generalization remains a significant chal-
lenge. Based on the findings, we propose
SIDE, a simple yet effective method based on
in-context distillation to enhance the general-
ization performance. The benchmark dataset
and evaluation scripts are publicly available at
http://github.com/wchrepo/mulfe.

1 Introduction

Large Language Models (LLMs) have showcased
impressive capabilities in comprehending human
language (Li et al., 2023) as well as vast parametric
knowledge obtained from large corpora (Petroni
et al., 2019; Cao et al., 2024). However, as new in-
formation keeps emerging, adjusting the outdated
behaviors of LLMs after deployment remains a
significant challenge. Unlike humans, who can nat-
urally assimilate new knowledge from new text and
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Ginny & Georgia is an American comedy-
drama streaming television series created
by Sarah Lampert that was released on
Netflix on February 24, 2021.

(b) Free Text Model Editing
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by ___.
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Sarah
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Edited Model
No

Figure 1: (a) Classic task of model editing. The edit re-
quest is typically based on relational knowledge triples.
(b) Free text model editing investigated in this paper.
The edit request is a piece of free-form text.

adjust specific aspects of their understanding, accu-
rately and effectively updating LLMs with new in-
formation is non-trivial (Hua et al., 2024). To tackle
this, the field of model editing (or knowledge edit-
ing), has emerged (De Cao et al., 2021; Yao et al.,
2023). It focuses on methods for lightweight up-
dates on LLMs, ensuring the responses to relevant
inputs are modified as expected (termed “efficacy”
or “edit success”) while minimizing adverse effects
on other inputs (termed “specificity” or “locality”).

Previous work mainly investigates a restricted
form of the problem (De Cao et al., 2021; Meng
et al., 2022; Mitchell et al., 2022a), where the edit
request is expressed as a tuple of input and desired
output, typically based on relational knowledge
triples in the form of (subject, relation, object). As
shown in Figure 1(a), after edited with “Ginny &
Georgia is released on → Netflix”, the model is ex-
pected to give the target response “Netflix” to both
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the edit input and its similar expressions. How-
ever, the practicality of such task setting remains
limited, because new knowledge is often encoun-
tered in free-form text rather than well-organized
tuples. Therefore, some recent works (Onoe et al.,
2023; Akyürek et al., 2023) introduce a more intu-
itive but challenging task, which we refer to as free
text model editing. As shown in Figure 1(b), the
edit request is a piece of free text, and the edited
model needs to correctly respond to various related
probe queries. Despite previous works have ini-
tiated such a transition to a more practical task
form, there are notable gaps in benchmark designs
and evaluation. (1) Lacking nuanced benchmark
designs: A key challenge of the task is that the
potential queries could vary greatly in difficulty
and rely on different abilities, ranging from literal
reciting to implicit reasoning. However, previous
benchmarks overlook the diversity of queries and
lack categorization in data construction. Therefore,
only vague overall performance is reported in the
results, hindering in-depth diagnosis of the bottle-
neck of methods. (2) Lacking re-evaluation of ex-
isting methods: Many mainstream model editing
methods rely on the triple-based input structures,
making them not directly applicable beyond the
classic model editing setting without adaptation.
Therefore, these methods are rarely investigated
in previous work. Their adaptability to free text
model editing is largely unknown and requires com-
prehensive re-evaluation.

To address these gaps, we introduce a multi-level
benchmark for free text model editing (MULFE),
and provide comprehensive experiment results
across various settings. Specifically, inspired by
Bloom’s Taxonomy about cognitive levels (Bloom,
1956) and recent knowledge analysis results on
LLMs (Allen-Zhu and Li, 2023; Chen et al., 2024),
we define three levels of generalization for the
probe queries, spanning from the simple literal re-
call to more profound understanding. Moreover,
we create additional fine-grained tags to further
distinguish the probe queries. These levels and
tags provide diverse dimensions for analyzing edit-
ing performance. Following the proposed guide-
lines, we construct a dataset with 3700 edits and
40,000 probes for the re-implementation of train-
able editing methods, and manually curate a high-
quality dataset with 285 edits and 2300 probes for
evaluation. Utilizing the data, we undertake ex-
tensive model editing experiments across various
base models, editing sizes and editing methods. To

accommodate mainstream locate-and-edit methods
and hypernetwork methods in the experiments, we
explore re-implementations and edit simplification
strategies. Our empirical findings highlight the in-
consistent behaviors of edited models on different
levels. Higher-level generalization remains a sig-
nificant challenge to current methods. Based on the
findings, we propose a simple yet effective method
SIDE, which incorporates question generation and
in-context distillation, largely improving the per-
formance on higher generalization levels.

We summarize the contribution as follows.

• We introduce MULFE, a multi-level bench-
mark for free text model editing. It contains a
high-quality evaluation dataset with manually
curated probe queries, which are categorized
into three generalization levels and annotated
with tags for multi-dimensional analysis.

• We present extensive experiment results and
analyses across different base models, editing
sizes, and editing methods. The results show
that the edited model exhibits notable differ-
ences in performance across different levels
of questions, indicating the challenges of the
free text model editing task.

• Based on the best practices in the experiments,
we propose a simple yet effective method
SIDE, which incorporates question generation
and in-context distillation training, serving as
a strong baseline for future study.

2 Related Work

2.1 Model Editing Methods

In the narrow sense, model editing methods should
update the model weights. The methods typically
include the variants of fine-tuning which directly
update the model weights (Zhu et al., 2020; Sinitsin
et al., 2020; Hu et al., 2022), hypernetwork-based
methods which train a hypernetwork to update the
model weights (Sinitsin et al., 2020; De Cao et al.,
2021; Hase et al., 2023; Mitchell et al., 2022a; Tan
et al., 2023; Zhang et al., 2024), and locate-and-
edit methods which selectively update the model
weights based on the knowledge mechanism anal-
ysis (Dai et al., 2022; Meng et al., 2022, 2023;
Ma et al., 2023). Recently, there is also a fam-
ily of methods that tackle the knowledge editing
task with additional parameters or memory compo-
nents (Mitchell et al., 2022b; Huang et al., 2023).
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Retrieval-augmented methods can also be consid-
ered as one of them (Gao et al., 2023; Ovadia et al.,
2023). Although these methods are valuable alter-
natives in real-world applications, they fundamen-
tally change the architecture and thus have different
outcomes. In this paper, we mainly investigate the
model editing methods in the narrow sense, ex-
ploring the performance that can be achieved by
modifying the model parameters.

2.2 Benchmarks for Model Editing

Model editing is a rapidly evolving field and vari-
ous benchmarks have been proposed. Most of them
are created based on knowledge triples (De Cao
et al., 2021; Meng et al., 2022). To more compre-
hensively study the editing performance, there is a
recent trend to create benchmarks for special top-
ics such as time-series knowledge editing (Dhingra
et al., 2022; Yin et al., 2023), cross-lingual knowl-
edge editing (Wu et al., 2023; Wang et al., 2023a,b),
and multi-hop generalization (Zhong et al., 2023;
Cohen et al., 2023). In this paper, we focus on the
free text model editing task, which presents prac-
tical challenges for this research area. The closest
works to this paper include Onoe et al. (2023) and
Akyürek et al. (2023). Compared with them, our
work creates larger datasets with more detailed
categorization, facilitating a more comprehensive
evaluation of different methods.

3 Free Text Model Editing

3.1 Task Definition

Formally, provided with an edit request expressed
in free-from text, a model with pretrained param-
eters θ is updated with a certain editing method,
which results in an edited model in the same ar-
chitecture with new parameters θ′. A set of probe
queries (abbreviated as probes) are then used to
test whether the edited model satisfies the desired
editing criteria. Specifically, each probe is a pair of
a knowledge-intensive question and a target answer,
denoted as (q, a). The edited model is expected to
assign high probability to a when providing q as the
input. There are two kinds of probes corresponding
to different criteria. Efficacy probes are based on
the information conveyed in the edit request, test-
ing whether the model successfully internalizes the
new information. Specificity probes are based on
the knowledge that the model has learned during
pretraining, testing whether the editing procedure
negatively affects previous unrelated knowledge.

3.2 Metrics
To quantify how well the edited model behaves in
terms of efficacy and specificity, the corresponding
subsets of probes are evaluated on two base metrics:
Exact-Matching Accuracy (EM) and Per-Token
Perplexity (PPL). The metrics are formally given
as follows.

EM =

∑
(q,a)∈P 1{GreedyDecoding(θ′, q) = a}

|P|

PPL = exp

(
−∑(q,a)∈P log pθ′(a|q)∑

(q,a)∈P Tokens(a)

)

(1)
where P is a probe set, pθ′(y|x) represents the con-
ditional probability predicted by the edited model,
GreedyDecoding(θ′, q) means the greedy decod-
ing output given q as the input, 1 denotes the indi-
cator function, and Tokens(a) is the token quantity
in a.

Intuitively, a larger EM metric and a smaller PPL
metric signal better performance. EM directly indi-
cates the model’s ability to precisely generate the
target answer and can be compared across differ-
ent base models. PPL provides a more nuanced
reflection of the answer uncertainty while it is not
comparable for models with different tokenization.

4 MULFE Benchmark

4.1 Overview
As illustrated in Figure 2, an editing instance of
MULFE includes three key components: the edit
request, multi-level efficacy probes, and specificity
probes. In the following sections, we will first
introduce the multi-level designs and data curation
procedure of the efficacy probes, and then describe
the construction of specificity probes.

4.2 The Levels of Efficacy Probes
Intuitively, a successful edit should result in not
only the direct memorization of the original text
but also good generalization on a variety of relevant
questions. To provide more analytical dimensions,
we define three levels of generalization as follows.

• Level 1: The probe questions are clozes to
complete the fragments that appears in the
original text. At this level, the edited model
needs to memorize the surface form of new
information, achieving the completion of par-
tial content. For example, the level-1 probe in
Figure 2 directly comes from the beginning of
the edit request text.
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  Multi-Level Efficacy Probes: 

Edit: (New Infomation Text)
May 13, 2022 - Mohamed bin Zayed Al Nahyan
is elected as the 3rd president of the United
Arab Emirates by the Federal Supreme Council
following the death of Khalifa bin Zayed Al
Nahyan a day earlier.

Question: Who was elected
as the 3rd president of the United
Arab Emi-rates on May 13, 2022?
Answer: Mohamed bin Zayed Al
Nahyan

Question: Mohamed bin Zayed Al
Nahyan is elected as the 3rd presi-
dent of ___.
Answer: the United Arab Emirates

Level 1 - Reciting fragments of
the source text

  Specificity Probes:
Question: Who replaced Iraqi
President Ahmed Hassan al-
Bakr in July 1979?
Answer: Saddam
Factual questions that the model
correctly answers before editing

Question: 
What event led to Mohamed bin
Zayed Al Nahyan's election as the
3rd president of the UAE?
Answer: The death of Khalifa bin
Zayed Al Nahyan
Tags: 

Level 2 - Tackling questions which
involves paraphrases of the text

Level 3 - Reasoning or summarizing
based on the information

Cause Extraction

Remember Understand

Figure 2: The illustration of an instance in MULFE. The edit request is a piece of text with new information. The
specificity probes test how whether the previous knowledge of the model is reserved. The multi-level efficacy probes
test how well the model internalize the new information, ranging from basic remembering to deeper understanding.

• Level 2: The probe questions include simple
synonymous variants or paraphrases of the
original text. At this level, the edited model
needs to understand the linguistic transforma-
tion of the new information. For example, the
level-2 probe in Figure 2 is based on the first
half of the text.

• Level 3: The probe questions require addi-
tional reasoning and summarizing ability. At
this level, the model needs to have deeper un-
derstanding and reasoning based on the new
information. For example, the level-3 probe in
Figure 2 asks to extract the cause of the event.

The design is inspired by the Bloom’s Taxon-
omy (Bloom, 1956), which describes different
cognitive levels of educational learning objectives.
However, considering the nature of LLMs, our cat-
egorization focuses on the basic remembering and
understanding. For ease of differentiation, we only
define three levels. As a result, there could be
a variety of probes with different characteristics
classified as level 3. For more fine-grained catego-
rization, we provide a series of informal tags for the
level-3 probes, indicating the type of answers they
ask for or some featured issues they may related to,
such as Reversal Curse (Berglund et al., 2023) and
Partial Retrieval (Allen-Zhu and Li, 2023). Refer
to Appendix A.1 for more details.

4.3 Data Collection and Curation

To construct the editing data, we first collect a set
of text snippets as the edit requests. For evaluation
data, to align with the domain of previous work, we
reuse the edit requests in Entity Inference (Onoe
et al., 2023) and DUNE (Akyürek et al., 2023),
which mainly consist of entity and event descrip-
tions from recent Wikipedia pages. Additionally,
we collect 3700 snippets from Wikipedia as the
edit requests for the training dataset. For each re-
quest, we utilize GPT-4 to generate efficacy probes
of the three levels. After that, we manually curate
the evaluation data to ensure the quality of probes.
Refer to Appendix A.2 and A.3 for more details.

4.4 Dynamic Specificity Probes

Previous work usually applies a fixed set of speci-
ficity probes. However, if the base model has little
of the corresponding knowledge, the numerical re-
sult of specificity could be low and insensitive to
the editing process. Ideally, the specificity probes
should be related to the knowledge previously en-
coded in the model. Therefore, in MULFE, the
specificity probes are dynamically constructed for
each base model, ensuring that it has already mas-
tered the knowledge and yields 100% EM accu-
racy. Specifically, we evaluate the base models on
TriviaQA (Joshi et al., 2017) and collect the QA in-
stances that can be robustly answered. In this way,
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Dataset Edit Request Efficacy Probes Probes/Edits

Onoe et al. (2023) 85 85 1
Akyürek et al. (2023) 200 1000 5

MULFE (Evaluation) 285 2300 8.1
- Level 1/2/3 285 436/910/954 1.5/3.2/3.3

MULFE (Training) 3700 40000 10.8

Table 1: The statistics of MULFE and similar datasets.

we sample 400 specificity probes for each model.
Refer to Appendix A.4 for more details.

4.5 Dataset Summary

The statistics of datasets are shown in Table 1.
MULFE combines the wiki-styled edit requests in
Onoe et al. (2023) and Akyürek et al. (2023), con-
tains larger size of manually curated efficacy probes
with fine-grained categorization, and provides ad-
ditional training dataset for method development.

5 Experiments Setup

5.1 Re-implementation of Previous Methods

In experiments, we evaluate four groups of methods
on MULFE, which are briefly described as follows.

Non-Editing Baselines For comparison, we di-
rectly evaluate the unedited base models on the
dataset, the results are denoted as Before-Editing.
Also, we include a baseline that provides the edit
request in the context before each probe, denoted
as Edit-In-Context. It works in a way similar to
reading comprehension. Although it is actually
not an editing method, it can show the achievable
performance gains when the ground truth edit is
provided to the model. It can also be seen as a
performance bound of retrieval-based methods.

Fine-Tuning We evaluate standard fine-tuning,
fine-tuning single layer, and LoRA (Hu et al., 2022).
As the performance is highly dependent on the
hyper-parameter setting, we set a threshold condi-
tion for the specificity (EM > 90%) and report
the best efficacy in the main results, leaving the de-
tailed analysis of hyper-parameters in Section 6.2.

Locate-and-Edit Two representative locate-and-
edit methods, ROME (Meng et al., 2022) and
MEMIT (Meng et al., 2023), are evaluated in the
experiments. Note that these methods are devel-
oped for triple-based editing. We will describe how
we apply them to free text model editing with edit
simplification strategies in Section 5.2.

Hypernetwork We evaluate MEND (Mitchell
et al., 2022a), a state-of-the-art hypernetwork-
based editing method in the experiments. MEND
is a trainable method. Therefore, besides reusing
the original MEND checkpoints, we additionally
implement a MEND variant using the training data
of MULFE, which is denoted as MEND-MULFE.

5.2 Beforehand Edit Simplification
To reuse classic editing methods in free text model
editing, a straightforward way is to simplify the
free text edit request into a list of triple-based edit
requests before applying the editing, while there
could be a loss of information. We refer to the pro-
cedure as simplification. In this paper, we examine
several possible simplification strategies.

OpenIE Extracting open-domain relation triples
from text is a classic NLP task, termed OpenIE. In
this work, we utilize two OpenIE tools, Stanford-
OpenIE (Angeli et al., 2015) and DOCoR(Yong
et al., 2023), to extract triples from the edit request
text. After that, the triples are converted according
to the edit requests format of classic edit methods.

Question Generation Another way to break
down the text into factual tuples is question genera-
tion (QG). We use LMQG (Ushio et al., 2023) to
generate QA pairs with two strategies. The first one
is to directly generate QA instances with an end-to-
end QG model. We denote the strategy as E2EQG.
The second strategy is to extract all entities from
the text as answers and generate the correspond-
ing questions. We denote the strategy as NERQG.
Finally, we extract entities from the questions and
convert the results into triple-based edit requests.

5.3 New Baseline: Simplification and
In-context Distillation Editing (SIDE)

After some preliminary experiments, we find that
Edit-In-Context shows significant advantages com-
pared to others (6.1). Unfortunately, this method
does not update the internal knowledge of the
model, its performance is not solidified in the ab-
sence of context. However, it has the potential to
serve as a teacher for knowledge distillation (Hin-
ton et al., 2015; Snell et al., 2022) and make the
model fit its predictions, which could be useful
supplement to directly learning the edit request. In-
spired by this notion, we combine Edit-In-Context
with our best practices in edit simplification, and
propose a simple yet effective method SIDE for
free text model editing.
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Edit Level 1 Level 2 Level 3 Overall Efficacy Specificity
PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓

Before-Editing 17.62 8.49 22.52 7.25 30.21 6.49 28.08 7.17 27.93 100.00 1.82
Edit-In-Context 1.24 85.32 1.51 70.33 1.79 38.74 3.22 60.06 2.29 85.34 1.95

FT (Full Model) 1.00 76.15 2.00 52.75 3.36 23.66 4.98 45.11 3.74 90.66 1.85
FT (LoRA) 1.01 67.66 2.18 47.03 3.91 23.25 6.12 41.07 4.42 90.57 1.73
FT (Single Layer) 1.00 74.08 2.06 48.02 3.60 19.39 6.01 41.09 4.21 92.70 1.76

MEMIT (w/ Sim.) 17.64 20.41 15.38 18.02 16.97 18.13 18.67 18.52 17.49 99.66 1.80
ROME (w/ Sim.) 22.68 19.95 20.36 22.09 20.07 18.97 29.67 20.39 24.15 98.07 1.82
MEND (w/ Sim.) 19.80 26.15 13.93 27.25 14.40 22.96 32.42 25.26 20.95 86.02 2.04

MEND-MULFE 2.31 52.52 3.75 36.92 5.23 26.73 6.28 35.65 5.42 96.99 1.84
SIDE (Section 5.3) 1.03 73.17 1.93 59.56 2.23 35.95 3.66 52.35 2.75 90.51 1.67

Table 2: Overall comparison of different editing methods on GPT-J model (FT=Fine-Tuning, Sim.=Simplification,
Edit PPL=Perplexity on edit request). The best and second-best results are highlighted with Bold and Underline
respectively. The results of fine-tuning are obtained under a specificity threshold condition (EM > 90%).

First, we need a set of training instances to ob-
tain the in-context predictive distribution. As did in
the NERQG strategy, we extract the entities that ap-
pears in the edit request and generate a series of QA
pairs. After that, we train the model with both the
language modeling objective and the knowledge
distillation objective. Inspired by classifier-free
guidance (Ho and Salimans, 2022) and contrastive
decoding (O’Brien and Lewis, 2023), we hope to
amplify the impact of context. Therefore, condi-
tioned on a QA pair (q, a) and an edit e, we obtain
the teacher distribution pt(·|q) as follows.

log pt(·|q) = (1 + λ) log pθ(·|q, e)− λ log pθ(·|q)
(2)

where pθ(·|q, e) and log pθ(·|q) are the in-context
distribution and direct predictive distribution
yielded by the unedited model, and λ is a coef-
ficient for further strengthen the influence of the
context.

Combining different objectives, we update the
model parameter θ′ with the following loss.

Ltotal = αLe + βLsoft + γLhard (3)

where Le is the language modeling loss on the edit
request e, Lsoft = KL (pt(·|q) ∥ pθ′(·|q)) is the
soft target loss (KL-divergence between the student
and teacher distributions), Lhard = −logpθ′(a|q)
is the hard target loss (conditional log-likelihood
of target answer), and α, β, γ are coefficients. The
losses are averaged by token in the actual training
process. The coefficients are searched on the train-
ing data of MULFE. Intuitively, SIDE is a variant
of naive fine-tuning with additional training loss.

5.4 Other Implementation Details

Following the common practice in model editing
research, in each round we edit the model with
one edit request, and evaluate the model on the
corresponding efficacy probes and all the speci-
ficity probes. After all edit requests are tested, we
summarize the results according to the metrics in
Equation 1. Besides the single edit setting, We also
discuss the results of batch editing in Section 6.4,
i.e. editing the model with a batch of edit requests
simultaneously.

To investigate the impact of base language mod-
els, we test GPT2-XL (1.5B), GPT-Neo (2.7B),
GPT-J (6B), and LLaMA2 (7B) in the experiments.
These models have different sizes and are widely
used in previous model editing research. For the
sake of simplicity, we mainly report the results of
GPT-J, and specifically discuss the impact of base
models in Section 6.5. Refer to Appendix B for
hyper-parameter settings and other details.

6 Results

6.1 Overall Results

Table 2 shows the overall comparison of different
editing methods with the best hyper-parameter set-
tings and simplification strategies. From the results,
we have several main observations: (1) Edit-In-
Context is substantially ahead in terms of efficacy,
indicating that the model excels in utilizing infor-
mation provided in the context but struggles to
internalize the information as parameters. Mean-
while, irrelevant context could disturb the behavior
of the model, resulting in the damage of speci-
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Figure 3: The efficacy-specificity curve of EM scores.

ficity. (2) With proper hyper-parameter settings,
fine-tuning can bring efficacy gains on all three
generalization levels. Nevertheless, there is a sub-
stantial difference among different levels. Level 1
has much more gains than level 3, indicating that
the editing is mainly helpful for the surface mem-
ory. (3) With edit simplification, MEMIT, ROME,
and MEND are successfully adapted to free text
model editing. However, they also suffer from the
information loss in the simplification procedure. As
a result, their efficacy gains are small and similar
on different levels. This is quite different from the
outcome of fine-tuning. (4) Utilizing the MULFE

training dataset, MEND-MULFE shows better per-
formance than the original MEND checkpoint, indi-
cating the importance of training process for hyper-
network methods. (5) Our method SIDE (described
in Section 5.3) largely improves the efficacy, es-
pecially for level 2 and level 3 probes. Therefore,
it can serve as a strong baseline for further study.
Refer to Appendix C for similar comparison tables
of different base models.

6.2 Fine-Tuning with Different Settings

Efficacy-Specificity Trade-Offs Generally, We
want the edited model to perform well in both ef-
ficacy and specificity. However, the two metrics
involve trade-offs, and the hyper-parameters set-
ting of fine-tuning could largely influence their bal-
ance. For a more thorough analysis, a simple result
table is insufficient. Therefore, we try different
settings and show the trade-offs curve in Figure 3.
Each evaluation run is corresponding to a result
point. The main findings include: (1) The lower
right corner (specificity=1) is corresponding to the
performance before editing the model. When in-
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Figure 4: The EM scores of fine-tuning a single layer.

Level 1 Level 2 Level 3 Overall Specificity

MEMIT+SOIE 14.68 8.24 8.70 9.65 99.72
MEMIT+DOCoR 23.17 11.21 9.01 12.57 99.88
MEMIT+E2EQG 17.66 19.34 13.63 16.65 99.79
MEMIT+NERQG 20.41 18.02 18.13 18.52 99.66

MEND+SOIE 13.30 7.69 7.43 8.65 85.77
MEND+DOCoR 27.52 17.91 10.26 16.56 98.84
MEND+E2EQG 24.08 26.37 15.39 21.38 95.06
MEND+NERQG 26.15 27.25 22.96 25.26 86.02

Table 3: The EM score comparison of different simplifi-
cation strategies. (SOIE=Stanford-OpenIE)

creasing the fine-tuning extent (i.e. larger learning
rate or steps), the result point tends to move to-
wards the upper left direction (better efficacy and
worse specificity). (2) However, the efficacy of
level 3 first rises and then falls. It indicates fine-
tuning can improve higher-level generalization at
first, but the damage to the model’s ability gradu-
ally becomes dominant. Therefore, both the speci-
ficity and higher-level generalization are impacted.
(3) Result points of most other editing methods are
close to or below the curve. Therefore, they have
no significant advantage compared to fine-tuning
with proper hyper-parameters.

Single Layer Fine-Tuning Figure 4 depicts the
results of fine-tuning a single layer of GPT-J. Dif-
ferent layers vary in the potential to accommodate
new knowledge varies among. Updating earlier lay-
ers does not bring much efficacy gains and largely
damages the specificity. Better efficacy results are
obtained by updating the middle later layers. How-
ever, there are slight differences among different
levels of probes. For example, the best layer for
level 1 is earlier than the best layer for level 3.

6.3 Strategies of Edit Simplification
We show the performance of MEMIT and MEND
with different simplification strategies in Table 3.
QG-based strategies (E2EQG and NERQG) per-
form betters than OpenIE-based strategies (SOIE
and DOCoR). We conjecture that QA pairs could
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Figure 5: The EM scores of batch editing.

retain more information from the edit request. Due
to the same reason, NERQG is more effective than
E2EQG. As NERQG ensures a question for each
mentioned entity, it produces QA pairs that convey
richer knowledge.

6.4 Batch Editing

In this section, we discuss the results of editing the
model with multiple edit requests, i.e. the batch
editing setting. The results are shown in Figure 5.
As the edit batch size increases, there are significant
differences between different methods. (1) The
efficacy of fine-tuning with fixed steps gradually
decreases, while the specificity tends to stabilize.
(2) SIDE shows a similar trend to basic fine-tuning
while retains higher efficacy for larger edit size.
(3) MEMIT is specially designed for batch editing,
it shows the most robust performance with slight
degradation in specificity. It also surpasses fine-
tuning in level 3 when the edit size is larger than
20, yet the preprocessing bottleneck (edit simplifi-
cation) restricts its upper limit performance. (4) For
unseen edit batch sizes, MEND shows a remark-
able performance decreases, resulting in near-zero
efficacy and specificity for larger edit sizes. In
general, as different methods have their own limita-
tions, batch editing remains a significant challenge
for free text model editing.

6.5 The Impact of Base Model

In Figure 6, We report the best editing perfor-
mance on different base models, in comparison
with the performance of Before-Editing and Edit-
In-Context. For most models, Edit-In-Context re-
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Figure 6: The comparison of different base models.
The “Model Editing” results refer to the best efficacy
obtained by model editing.

Tags of Strength

Nation
Extraction

Time
Extraction

Partial Location
Information

Partial
Information

Tags of Weakness

Cause
Extraction

Reverse
Query

Type
Extraction

Purpose
Extraction

The East Canyon Fire was a wildfire
burning in La Plata and Montezuma
Counties in Colorado in the United
States.
Question: In which state did the East
Canyon Fire burn?
Answer: Colorado
Tags: Partial Location Information

February 5, 2022 - The United States
Federal Bureau of Investigation pub-
lishes religious leader Apollo Quiboloy
as one of the most wanted list ......
Question: Which religious leader was
placed on the FBI's most wanted list
on February 5, 2022?
Answer: Apollo Quiboloy
Tags: Reverse Query

Figure 7: The tags with the high or low EM scores and
their cases. We omit the tags with less than 15 cases.

marks the upper bound of performance. GPT2-XL
is an exception because of its weaker context uti-
lization ability. Besides, model editing methods
can reach or surpass the performance of Edit-In-
Context in level 1, but there is always a gap in level
3. The finding is consistent across different base
models, which highlights that higher-level general-
ization is a significant challenge for free text model
editing.

6.6 Cases Study

Figure 7 shows the tags with the high or low EM
scores (obtained by fine-tuning GPT-J), as well as
corresponding cases. In general, the edited model
is better at recalling named entities that appears in
the edit request, and it does well on partial retrieval,
e.g. recalling a specific part of the location infor-
mation. Meanwhile, the edited model struggles on
recalling causal information, type information, and
conducting reverse query, e.g. recalling a person
through its description.
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7 Conclusion

This work presents the MULFE benchmark for free
text model editing and provides extensive empirical
results across different settings. For the take-home
message, we highlight the findings as follows.

• After editing a model with free text edit re-
quests, the editing efficacy could vary sub-
stantially on probes of different generalization
levels. Higher generalization levels are still
challenging for current methods.

• Current model editing methods (in narrow
sense) have significant gaps to the perfor-
mance bounds set by Edit-In-Context, indi-
cating there is large room for improvement.

• Through edit simplification, mainstream meth-
ods for triple-based editing can be applied to
free text editing. However, the pipeline could
lose details in the original text, resulting in
inferior results compared to fine-tuning.

Based on the findings, we propose a simple yet
effective method SIDE, which shows substantial
improvement in the higher generation levels. How-
ever, much work is needed for an all-round solution.
To sum up, free text model editing is a practical but
largely unsolved task. The evaluation benchmark
and baseline methods proposed in this paper can
facilitate further work in this field.

8 Limitations

This work has limitations in data construction and
editing methods, which are described as follows.
(1) This work focuses on free text model editing,
where the edit request is expressed in free-form
text. This formulation could cover a diverse range
of editing scenarios with various text styles. How-
ever, for the convenience of data collection and pro-
cessing, we focus on short Wikipedia-styled texts
of approximately two sentences in length as the
source of edit requests. (2) This works mainly uti-
lizes public Wikipedia corpus, pre-existing datasets,
and AI generation in data construction. We have
excluded potentially offensive text in the evalua-
tion data through manual curation. But we do not
carefully check the training dataset. (3) Model edit-
ing could be categorized as different operations
such as adding, erasing and updating. This pa-
per mainly involves the operations of adding and
updating but does not make careful identification.

(4) The boundaries of the proposed three levels
are not very strict. There could be misclassifica-
tion in the dataset. Also, there could be a more
nuanced categorization scheme, but we do not fur-
ther explore that due to the complexity. (5) We
only investigate model editing methods in a narrow
sense, i.e. directly modifying the model weights
without structure changing. Methods of increasing
the model structure or utilizing external memory
components are excluded in this work. (6) The
proposed method SIDE still suffers from the degra-
dation in large batch editing, and also requires large
memory usage as it is a variant of fine-tuning.
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A Details of MULFE

A.1 Levels and Tags

We have defined the generalization levels in Sec-
tion 4.2. Here we highlight some details.

All questions for level 1 are clozes. If filling the
blank in clozes with the correct answer, the result-
ing sentences either exactly appear in the original
text, or have only capitalization or punctuation dif-
ferences with the original text. Level 2 and level
3 can have both cloze-styled questions and normal
wh-questions.

In terms of the fine-grained tags for level 3, it is
difficult to design a comprehensive and complete
taxonomy system for the reasoning types before-
hand. Therefore, we propose a informal tagging
guideline. Specifically, we firstly consider if the
answer can be directly extracted from the original
text. If so, we identify which types of elements or
properties are asked in the questions, such as time,
location, status, reason, etc. If not, we identity what
kind of inference are required by the questions,
such as counting, comparison, opinion inference,
etc. Besides, we consider a list of featured issues
in recent knowledge analysis research for language
models, such as multi-hop problem, coreference,
reverse curse and partial retrieval.

During the probe generation procedure, we also
ask GPT-4 to generate tags for the probes. During
the manual curation procedure, we edit the tags
according to our guidelines. Therefore, the tag
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lists are gradually updating. Finally, we summarize
all annotated tags and reorganize them, merging
synonymous ones and removing ambiguous ones.

A.2 Collecting Edits and Generating Probes
We first collect wikipedia-styled short texts as edit
requests. For evaluation data, we reuse the edit
requests in Entity Inference (Onoe et al., 2023) and
DUNE Akyürek et al. (2023), which mainly consist
of entity and event descriptions from Wikipedia.
We use these edit requests to create the evaluation
data. Additioally, we collects the first two sen-
tences of 3700 Wikipedia pages from before 2022
as the edit requests of the MULFE training dataset.

For each request, we utilize GPT-4 to generate
10 ∼ 20 efficacy probes of the three levels in JSON
format. In the prompt template, we provide an
instruction which describes the requirements and
examples of each level and emphasizes that the
questions should be unambiguous and answerable
without the context. The template is shown in Ex-
ample 1. We omit the examples of probes in the
template, and $edit is replaced with the content of
the edit request.

A.3 Manual Curation
After the collection of efficacy probes, we manu-
ally curate the evaluation data to ensure the qual-
ity. Specifically, we first remove undesired probes,
which include probes that are not answerable with-
out context (e.g. “What is his purpose?”), probes
that irrelevant to the edit request, probes with too
broad answer spaces, and probes that GPT-4 gives
wrong answers. Secondly, we revise whether the
automatically generated level is correct according
to the proposed standard and manually edit the fine-
grained tags for level-3 probes.

Two members of our team participated in the
data curation process. First, in a pilot annotation
phase, they annotated a small set of data (20 edits
and corresponding probes), identified possible is-
sues about level labeling and provided examples for
the guidelines. One team member completed the
round-one annotation (removing undesired ques-
tions and modifying the levels and tags). About
25% of the probes are discarded in this phase, and
about 40% of the remaining are re-classified in dif-
ferent levels. After that, the other team member
reviewed the results and approved the level classifi-
cation of 91% probes. The levels of the remaining
probes were decided according to the discussion of
the two members.

A.4 Dynamic Specificity Probes

In previous work, a fixed set of specificity probes
are used. However, if the base model have little
of the corresponding knowledge, the numerical re-
sult of specificity could be low and insensitive to
the editing process. Ideally, the specificity probes
should be related to the knowledge previously en-
coded in the model. Therefore, in MULFE, the
specificity probes are dynamically constructed for
each base model, ensuring that it has already mas-
tered the knowledge and yields 100% EM accuracy.

Specifically, we evaluate the base model on the
“wikipedia nocontext” subset of TriviaQA (Joshi
et al., 2017) and collect the QA instances that the
model correctly answered. As the dataset is based
on the facts that appeared before 2017, most of
mainstream LLMs have seen relevant corpora. To
ensure the robustness, for each instance we evaluate
the model with three different zero-shot prompts.
An instance is chosen as specificity probe only if it
is correctly answered with all the prompts. For each
model in experiments, we sample 400 specificity
probes in this way.

A.5 Data Example

We show a data example in Example 2. For the
same edit, we show the edit simplification results
generated by Stanford-OpenIE, DOCoR, E2EQG
and NERQG respectively in Example 3-6.

B Details of Experiments

B.1 Base Models

To investigate the impact of base language mod-
els, we test GPT2-XL (1.5B), GPT-Neo (2.7B),
GPT-J (6B), and LLaMA2 (7B) in the experi-
ments. We use the checkpoints from huggingface
hub1. The names are gpt2-xl, EleutherAI/gpt-j-6B,
EleutherAI/gpt-neo-2.7B, and meta-llama/Llama-
2-7b-hf.

B.2 Implementations of Methods

For normal fine-tuning and SIDE, we implement
the methods through Pytorch with AdamW as the
optimizer, and use gradient accumulation trick to
enable large batch editing size. For LoRA, we
refer to the implementation in PEFT2. Other edit-
ing methods are implemented based on the official

1https://huggingface.co/models
2https://github.com/huggingface/peft
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[System]
Based on the given text , create a list of clozes (using the underline "___" as the

mask) or questions of different difficulty levels. Level 1 should be based on
some exact fragments of the source text. Level 2 include simple synonymous
variants or paraphrases of the original text. Level 3 requires some reasoning or
summarizing processes based on the original text. Note that the clozes or

questions should be unambiguous and answerable without the context. You should
also provide the correct answer as well as specific tags to indicate the
question type. The answer MUST be short phrases rather than a full sentence.
Your response should follow this JSON format.

‘‘‘
{" probes ":[

{
"query": "...", # A cloze or question
"answer ": "...", # The correct answer
"level ":"1", # Difficulty level: 1, 2, 3
"tag ":["..."]

},
{

... # More instances
}

]}
‘‘‘

[User]
Create 6 clozes and questions based on the text:

January 2, 2022 - Abdalla Hamdok resigns as Prime Minister of Sudan amid deadly
protests.

[Assistant]
{" probes ":[

... # Six Probes
]}

[User]
Create several clozes or questions based on the text:

$edit

Example 1: The prompt template for generating probes.
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...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"probes ": [

{
"query": "___ Nun is an American fantasy drama streaming television series

.",
"answer ": "Warrior",
"level": "1",
"tags": [],
"id": "mulfe_test_ei_42_0"

},
{

"query": "Warrior Nun is an American ___ drama streaming television series
.",

"answer ": "fantasy",
"level": "1",
"tags": [],
"id": "mulfe_test_ei_42_1"

},
{

"query": "Warrior Nun is based on the comic book character Warrior Nun ___
by Ben Dunn.",

"answer ": "Areala",
"level": "2",
"tags": [],
"id": "mulfe_test_ei_42_2"

},
{

"query": "Warrior Nun is created by ___ based on the comic book character
Warrior Nun Areala.",

"answer ": "Simon Barry",
"level": "2",
"tags": [],
"id": "mulfe_test_ei_42_4"

},
{

"query": "Name the series that combines elements of fantasy and drama ,
related to a nun with combat abilities .",

"answer ": "Warrior Nun",
"level": "3",
"tags": [

"Property Reverse"
],
"id": "mulfe_test_ei_42_8"

},
{

"query": "What genre does the streaming television series Warrior Nun belong
to?",

"answer ": "Fantasy drama",
"level": "3",
"tags": [

"Type Extraction"
],
"id": "mulfe_test_ei_42_9"

}
]

},
...

Example 2: A data example of MULFE.
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...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"simplification ": [

{
"prompt ": "{} is",
"input": "Warrior Nun is",
"target ": " American fantasy drama",
"subject ": "Warrior Nun"

},
{

"prompt ": "{} is",
"input": "Warrior Nun is",
"target ": " fantasy drama",
"subject ": "Warrior Nun"

},
{

"prompt ": "{} is",
"input": "Nun is",
"target ": " American",
"subject ": "Nun"

}
]

},
...

Example 3: Edit Simplification with of Stanford-OpenIE.

...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"simplification ": [

{
"prompt ": "{} is",
"input": "Warrior Nun is",
"target ": " an American fantasy drama streaming television series",
"subject ": "Warrior Nun"

},
{

"prompt ": "{} created by",
"input": "television series created by",
"target ": " Simon Barry",
"subject ": "television series"

},
{

"prompt ": "{} based on the comic book character by",
"input": "Simon Barry based on the comic book character by",
"target ": " Ben Dunn",
"subject ": "Simon Barry"

}
]

},
...

Example 4: Simplification Examples of DOCoR.
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...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"simplification ": [

{
"input": "Question: Who created Warrior Nun?\ nAnswer:",
"target ": " Simon Barry",
"prompt ": "Question: Who created {}?\ nAnswer:",
"subject ": "Warrior Nun"

},
{

"input": "Question: What comic book character was Warrior Nun Areala based
on?\ nAnswer:",

"target ": " Ben Dunn",
"prompt ": "Question: What comic book character was {} Areala based on?\

nAnswer:",
"subject ": "Warrior Nun"

},
{

"input": "Question: What is Warrior Nun?\ nAnswer:",
"target ": " American fantasy drama streaming television series",
"prompt ": "Question: What is {}?\ nAnswer:",
"subject ": "Warrior Nun"

}
]

},
...

Example 5: Simplification Examples of E2EQG.

...,
{

"edit": "Warrior Nun is an American fantasy drama streaming television series
created by Simon Barry based on the comic book character Warrior Nun Areala
by Ben Dunn.",

"id": "mulfe_test_ei_42",
"simplification ": "simplification ": [

{
"input": "Question: What nationality is Warrior Nun?\ nAnswer:",
"target ": " American",
"prompt ": "Question: What nationality is {}?\ nAnswer:",
"subject ": "Warrior Nun"

},
{

"input": "Question: Who created Warrior Nun?\ nAnswer:",
"target ": " Simon Barry",
"prompt ": "Question: Who created {}?\ nAnswer:",
"subject ": "Warrior Nun"

},
{

"input": "Question: What is the name of the comic book character in Warrior
Nun?\ nAnswer:",

"target ": " Nun Areala",
"prompt ": "Question: What is the name of the comic book character in {}?\

nAnswer:",
"subject ": "Warrior Nun"

}
]

},
...

Example 6: Simplification Examples of NERQG.
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codes of ROME, MEMIT3 and MEND4.

B.3 Hyper-Parameters and Environment
Conditions

For the fine-tuning methods, the hyper-parameters
are set by grid search. Specifically, we set learning
rate in (5e − 4, 1e − 4, 5e − 5, 1e − 5, 5e − 6,
1e−6), learning steps in [5, 25] with early stopping
at loss = 0.1. For the coefficients of SIDE, we
conduct a grid search on the training dataset and
empirically set them as λ = 0.6, α = 0.8, β = 0.1,
γ = 0.1.

All experiments in this paper can be undertook
on two Nvidia A100 80G GPU. Each evaluation
run takes 0.5 ∼ 1 hours. We conduct about 500
evaluation runs in total.

B.4 Evaluation Template
The evaluation input templates are shown in 7.
$question is replaced with the probe questions.

Directly answer the question.

Question: $question
Answer:

Example 7: Template for Evaluation.

We also find that for cloze-styled questions the
GPT-2 models natively generate the complete sen-
tences rather than the answer phrases. Therefore,
for cloze-styled questions, we input the text in the
questions before the answer span as the hint.

C Additional Results

C.1 Overall Results on Different Base Models
In Table 4,5 and 6, we show overall results (similar
to Table 2) on models other than GPT-J. Generally,
larger models perform better after editing. And
SIDE is more competitive on larger models.

C.2 Ablation of the loss of SIDE
We show the ablation study results of the loss of
SIDE in Table 7. The combination of multiple
losses can produce better overall results than single
loss.

3https://github.com/kmeng01/memit
4https://github.com/eric-mitchell/mend
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Edit Level 1 Level 2 Level 3 Overall Efficacy Specificity
PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓

Before-Editing 27.74 2.29 96.18 1.76 80.64 3.46 57.71 2.56 70.81 100.00 1.91
Edit-In-Context 1.22 59.63 2.07 41.76 2.65 27.02 4.29 39.03 3.20 72.95 2.34

FT (Full Model) 1.00 68.12 2.61 39.67 4.97 17.61 8.84 35.91 5.90 91.73 1.76
MEMIT (w/ Sim.) 29.40 4.36 74.03 6.15 57.14 9.96 49.14 7.39 55.37 99.61 1.89
ROME (w/ Sim.) 43.05 5.28 89.05 13.19 61.38 12.05 95.85 11.22 79.98 98.26 1.88
MEND (w/ Sim.) 20.66 5.05 63.44 15.05 26.94 11.41 43.93 11.65 38.54 88.68 2.05
SIDE (Section 5.3) 1.18 16.51 9.17 16.81 8.34 18.87 8.81 17.61 8.68 91.93 1.72

Table 4: Overall comparison of different editing methods on GPT2-XL (1.5B) model.

Edit Level 1 Level 2 Level 3 Overall Efficacy Specificity
PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓

Before-Editing 20.66 5.05 48.00 4.07 47.30 4.92 41.19 4.61 44.43 100.00 1.98
Edit-In-Context 1.20 76.61 1.58 60.22 2.06 31.73 3.88 51.50 2.66 80.96 2.15

FT (Full Model) 1.00 60.78 2.66 36.15 4.59 13.94 7.29 31.61 5.25 91.22 1.91
MEMIT (w/ Sim.) 26.87 9.17 38.08 12.42 29.57 13.63 35.17 12.30 33.32 99.51 1.97
ROME (w/ Sim.) 39.36 9.40 60.15 11.54 50.47 13.63 65.87 12.00 58.70 98.48 1.98
SIDE (Section 5.3) 1.06 38.07 4.59 30.66 4.66 25.37 6.00 29.87 5.23 91.39 1.75

Table 5: Overall comparison of different editing methods on GPT-Neo (2.7B) model.

Edit Level 1 Level 2 Level 3 Overall Efficacy Specificity
PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓ EM↑ PPL↓

Before-Editing 5.99 30.73 4.02 24.84 3.98 20.86 5.23 24.30 4.52 100.00 1.32
Edit-In-Context 1.17 90.60 1.26 80.11 1.32 56.50 1.83 72.30 1.52 92.71 1.38

FT (Full Model) 1.00 80.73 1.60 64.51 1.70 36.06 2.44 55.78 1.99 95.02 1.34
MEMIT (w/ Sim.) 5.99 30.73 4.02 24.84 3.97 21.38 5.19 24.52 4.50 99.94 1.31
ROME (w/ Sim.) 5.98 30.05 4.06 25.38 4.00 21.70 5.15 24.74 4.50 94.30 1.36
SIDE (Section 5.3) 1.08 80.73 1.41 71.43 1.44 47.69 1.99 63.35 1.67 96.24 1.22

Table 6: Overall comparison of different editing methods on Llama2 (7B) model.

Level 1 Level 2 Level 3 Overall Specificity

Lsoft 19.27 17.91 16.25 17.48 84.89
Lhard 25.00 24.51 26.94 25.61 89.91
Lsoft + Lhard 30.28 31.21 27.99 29.70 86.85
Le + Lsoft 67.20 46.26 25.16 41.48 93.32
Le + Lhard 69.72 53.85 36.48 49.65 91.61
Le + Lsoft + Lhard 73.17 59.56 35.95 52.35 90.51

Table 7: Ablation of the loss of SIDE (EM Scores).
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