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Abstract

There is a growing need for Large Language
Models (LLMs) to effectively use tools and
external Application Programming Interfaces
(APIs) to plan and complete tasks. As such,
there is tremendous interest in methods that
can acquire sufficient quantities of train and
test data that involve calls to tools / APIs. Two
lines of research have emerged as the predom-
inant strategies for addressing this challenge.
The first has focused on synthetic data genera-
tion techniques, while the second has involved
curating task-adjacent datasets which can be
transformed into API / Tool-based tasks. In
this paper, we focus on the task of identifying,
curating, and transforming existing datasets
and, in turn, introduce API-BLEND, a large
corpora for training and systematic testing of
tool-augmented LLMs. The datasets mimic
real-world scenarios involving API-tasks such
as API / tool detection, slot filling, and sequenc-
ing of the detected APIs. We demonstrate the
utility of the API-BLEND dataset for both train-
ing and benchmarking purposes1.

1 Introduction

Large Language Models (LLMs) have shown re-
markable abilities across a variety of Natural Lan-
guage Understanding (NLU) tasks (Min et al.,
2023), e.g., text generation (Brown et al., 2020;
Radford et al., 2019), summarization (Zhang et al.,
2020; Beltagy et al., 2020), and mathematical rea-
soning (Imani et al., 2023). There has been strong
recent interest in enabling LLMs to call APIs or ex-
ternal tools (such as calculators, calendars, or web
searches (Hao et al., 2023; Qin et al., 2023; Tang
et al., 2023a)) to accomplish high level tasks like
booking a hotel, reserving a table, and automating
a job requisition tasks. These higher-level tasks are
generally conversational and complex. However, in

*These authors contributed equally to this work
1API-BLEND data generation code can be accessed here:

https://github.com/IBM/API-BLEND

{
  Input: "Given the APIs and Parameters below, sequence them in order...Here are some
examples...Query: Can you help me search artificial intelligence on wikipedia?\nAnswer:"
  Gold Output: "Wiki(keyword = \"artificial intelligence\")"
}

Wiki(keyword = \"artificial intelligence\")

SearchEngine(query = artificial intelligence)

"#Example 4\n<conversation>...."
ToolLLaMA-2-7B

Lynx-7B

LLaMA-2-7B (APIBlend)

Figure 1: Top: an example from the API Bank-Level1
dataset (OOD) that showcases LLaMA-2-7b fine-tuned
with API-BLEND generates the correct API and pa-
rameter, whereas the other models hallucinate. Bottom:
performance comparison among three models of simi-
lar sizes; two recent tool-augmented models (Lynx and
ToolLLaMA-2-7B) and a LLaMA-2-7B model trained
with API-BLEND (API-BLEND-LLaMA-2-7B), which
significantly outperforms the other two models.

order to perform such complex tasks, LLMs should
be able to perform simpler tasks with APIs such
as (a) APIs detection: Based on a user query, cor-
rectly choose which API to call, (b) Slot filling2:
Given the API, extract either the slots/parameters
from the user utterances or request from the user
more information to fill the required parameters of
the detected API, and (c) Sequencing: Given an
utterance specifying a task, write the sequence of
APIs that needs to be called to accomplish the task.

Data for the above-mentioned API tasks, both
for training and benchmarking LLMs has been
scarce. Addressing this issue, in the recent past,

2In this paper, slot and input parameters are used inter-
changeably.
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ToolLLM API Bank

ToolBench ToolAlpaca

APIBlend

Figure 2: API-BLEND Datasets: 10 datasets, 6 curated
as part of this paper and 4 are off-the-shelf datasets used
for out-of-domain testing.

most approaches have relied on synthetically gen-
erated data for training API-augmented LLMs. For
instance, ToolLLM (Qin et al., 2023) produces
multi-sequence REST-API data sourced from GPT-
4 (Achiam et al., 2023), while datasets like Go-
rilla (Patil et al., 2023) utilize synthetic, single-
sequence API data, specifically Deep Learning li-
braries’ APIs, generated from language models.

Although generating synthetic data from LLMs
offers a cost-effective means of obtaining substan-
tial training data, they suffer from several draw-
backs. First, data generation methods are plagued
by critical issues such as bias inherent in the sam-
pling model, and a lack of diversity in the training
dataset. Previous work has shown synthetically
generated data suffers from lack of diversity (Gupta
et al., 2023), and diverse data can improve out-of-
domain (OOD) generalization (Yu et al., 2022).
Consequently, models trained on such data can
overfit on in-distribution APIs and struggle to gen-
eralize to OOD APIs that were not encountered
during training, restricting the broad applicability
of LLMs for tool usage. In addition, datasets have
primarily included API detection (single and multi-
ple) and Slot filling in different settings, whereas
Sequencing, a prominent task to perform higher-
level human tasks using APIs has rarely been the
focus in existing works. Lastly, datasets in domains
such as digital assistants and semantic parsing that
are related to API-tasks and are human-annotated
have gone unnoticed in literature due to the emer-
gence of synthetic data generation techniques;

In light of the above issues, we have developed
an API-focused training dataset that leverages a hy-
brid approach for data generation. This is built
upon five human-annotated datasets with LLM-
assisted generation comprising of over 150k, 17k,
and 11k train, development, and test instances. The
transformation primarily focuses on sequencing,
including API detection and slot-filling due to the
sparsity and importance of sequencing data for
training models. Furthermore, these datasets are

collected from different domains such as semantic
parsing, dialog, and digital assistants resulting in a
higher diversity of API data. We show that models
trained on this diverse dataset yield significantly
better OOD generalization performance compared
to other state-of-the-art methods, with an exam-
ple shown in Figure 1. As an evaluation/bench-
marking dataset, we include five different existing
benchmarks for OOD evaluation. In conclusion,
we release API-Blend, a comprehensive API train-
ing, and benchmarking dataset, comprising of 10
datasets (5 for training, and 5 for OOD testing), see
Figure 2.

2 Related Work

2.1 Tool-Usage by LLMs

Many recent works (Komeili et al., 2022; Thoppi-
lan et al., 2022; Gao et al., 2023; Schick et al., 2023)
have explored how to address the susceptibility of
current LLMs to certain errors (e.g., arithmetic (Pa-
tel et al., 2021)) through the use of external tools.
Such tools can be called by an LLM to provide it-
self with access to up-to-date information (Komeili
et al., 2022; Schick et al., 2023), perform math-
ematical operations (He-Yueya et al., 2023), and
even execute formal programs (Gao et al., 2023).

Early approaches to general-purpose training of
LLM tool-use leveraged large amounts of human-
annotated data (Komeili et al., 2022; Thoppilan
et al., 2022). The difficulty in scaling these ap-
proaches was addressed by later works, which uti-
lized self-supervision (Schick et al., 2023; Parisi
et al., 2022) and few-shot prompting (Yao et al.,
2022). The prompting framework of (Yao et al.,
2022) has become widely used when augmenting
LLMs with tools, with many follow-up works ex-
ploring how to improve its cost-effectiveness (Xu
et al., 2023a), performance (Shinn et al., 2023;
Yang et al., 2023), and data generation quality (Qin
et al., 2023; Tang et al., 2023b).

The utility of tool-calling itself has been ex-
plored with many standard benchmarks for ques-
tion answering (Saikh et al., 2022; Yang et al.,
2018), mathematical reasoning (Cobbe et al., 2021),
machine translation (Scarton et al., 2019; Lewis
et al., 2020), and planning (Shridhar et al., 2020).
While useful to serve as a comparison against task-
specific, supervised methods, it is unclear to what
extent these datasets actually require the usage
of tools. As observed by (Zhuang et al., 2023),
such benchmarks do not adequately distinguish be-
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tween problems that can be solved using only an
LLM’s internal knowledge and those that can only
be solved through tool calls.

2.2 API Datasets

The first self-supervised approaches to constructing
tool-use datasets (Schick et al., 2023; Parisi et al.,
2022) focused on a small set of general-purpose
tools. Soon after, tool-use was quickly expanded
to general API function calling (Qin et al., 2023;
Tang et al., 2023b; Patil et al., 2023), where the vol-
ume and diversity of APIs and scenarios were in-
stead emphasized. While all of the aforementioned
datasets highlight the number of APIs involved in
their respective corpora, they each vary in terms of
how those API calls are utilized. For instance, some
datasets curate scenarios involving only a single
API call (Tang et al., 2023b; Patil et al., 2023; Xu
et al., 2023b) while others involve multiple calls
(Qin et al., 2023; Hao et al., 2023). In addition,
some require actual calls to a real API to solve
their problems (Qin et al., 2023; Li et al., 2023a;
Xu et al., 2023b), which contrasts with other works
that simulate API calls with a prompted LLM (Tang
et al., 2023b; Patil et al., 2023).

A limitation of the above-listed self-supervised
corpora lies in the evaluation of API-use scenarios.
Some approaches evaluate based on hallucination
rate (Patil et al., 2023) while others rely on a sepa-
rate LLM to assess the quality of an example (Tang
et al., 2023b; Qin et al., 2023). Recent works have
focused on this issue, with Farn and Shin (2023) re-
lying on smaller sets of manually collected ground
truth annotations and Huang et al. (2023) perform-
ing manual inspection of generated data.

3 API-BLEND Dataset Curation

We focus on the setting where the input is a sin-
gle natural language utterance and the output is a
sequence of API calls with their parameter names
and values. API-BLEND consists of datasets cre-
ated via the following three approaches: (1) Lan-
guage Model Assisted approach where prompts are
used based on existing API outputs, (2) a grammar
rule-based approach to convert existing semantic
parsing and personal assistant notations into API
data, and (3) off-the-shelf datasets. Table 1 depicts
the statistics of each dataset and the details of the
approach/dataset is below.

Datasets Train Dev Test
Avg.
Seq.
Len

Avg. No.
Params

SeqATIS 11,670 694 774 2.13 4.85
SeqSGD 6,782 1,092 1,567 2.44 3.5
SeqSNIPS 39,750 2,198 2,199 1.96 5.06
SeqMultiWOZ 6,816 485 983 2.36 3.67
SeqTopV2 94,458 13,477 6,095 1.2 1.98

Total 159,476 17,946 11,618

ToolLLM-G1 - - 197 2.28 -
ToolLLM-G2 - - 197 2.55 -
ToolLLM-G3 - - 97 2.91 -
API Bank-1 - - 386 1.65 2.25
API Bank-2 - - 71 1.34 2.44
ToolBench-HS - - 100 7.01 0.86
ToolBench-B - - 120 9.45 0.89
SeqToolQA - - 358 2.42 1.45
ToolAlpaca - - 211 1.38 2.01

Total - - 1737

Table 1: API-BLEND Datasets Statistics: datasets col-
ored in red are used for training and in-domain testing,
while the green ones are used for OOD testing only

3.1 Language Model Assisted Generation

SeqSGD: We created SeqSGD, a dataset based on
Schema-Guided Dialogue (SGD) (Rastogi et al.,
2020) dataset tailored towards API sequence evalu-
ation. SGD contains about 20k annotated conver-
sations between a human and a virtual assistant.
These dialogues consist of engagements with vari-
ous services and APIs across 20 domains, including
banks, events, media, calendar, travel, and weather.
To convert this dataset, for each conversation, we
prompted a pretrained FLAN-T5-XXL3 model to
convert each API into a request in natural language.
We then append the corresponding text of each
API to generate the summarized utterance. Figure
3 shows an example. We did not summarize the
conversation itself, because it also contains API
execution results, and using this as input to a sum-
marization model resulted in many noisy details.
To make sure the generated text captures all APIs
and parameter values, we post-process the dataset
to remove any examples where the utterance does
not correctly reflect the ground truth APIs. As a re-
sult of this process, we generated 6.8K train, 1.1K
validation, and 1.6K test examples having an aver-
age API count of 2.44 and an average parameters
count per API of 3.5.
SeqMultiWoz: MultiWoz (Ye et al., 2021) is an-
other multi-domain task-oriented dialogue dataset.
Following the same process of curating SeqSGD
from the SGD dataset, we created SeqMultiWoz,
another API dataset based on MultiWoz. The re-
sulting dataset includes about 6.8k train, 485 val-

3https://huggingface.co/google/flan-t5-xxl
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"API": "CheckBalance", 

"Parameters": { "account_type": 
[ "savings" ]} 

"API": "TransferMoney", 

"Parameters": { "account_type": [ 
"savings" ], "recipient_account_type": [ 
"checking" ], "recipient_name": [ 
"Jasbir" ], "transfer_amount": [ "$30" ]}

"API": "GetWeather", 

"Parameters": { "city": [ 
"Antioch" ], "date": [ "14th of 
March" ]} 

Check the balance of my savings account. 
Transfer $30 from my savings account to my friend Jasbir's checking account. 
Get the weather for Antioch on the 14th of March."

APIs list

Summarized Single Utterance Text 

SGD

SeqSGD

Human-Bot 
Conversation

Human: Hi, I need my 
savings account balance

Human: I want to send $30 to Jasbir. 
Human: Could you also tell me 
about the Antioch weather forecast 
on the 14th of March? 

Figure 3: Example of the creation process of seqSGD. Starting from the list of APIs, we use few-shot prompting to
generate the summarized single utterance.

"API": "RateBook", 
"Parameters": { "object_name": "rajinikanth: the definitive 
biography", "rating_value": "one", "best_rating": "6", 
"rating_unit": "stars" }

"API": "SearchScreeningEvent", 
"Parameters": { "object_type": "movie schedule", 
"location_name": "b&b theatres" }

API Sequence

RateBook SearchScreeningEvent

Rate (O) rajinikanth: (B-object_name)  the (I-object_name) definitive biography (I-object_name) 
one (I-object_name) out (B-rating_value) of (O) 6 (O) Stars (B-best_rating) and (O) then (O) what (O) s (O) The 
(O) Movie (B-object_type) Schedule (I-object_type ) For (O) b&b (B-location_name ) Theatres (I-location_name )

Parameters

Intents

MixSNIPS

rate rajinikanth: the definitive biography one out of 6 stars and then what s the movie schedule for b&b theatres

SeqSNIPS

Figure 4: Example of how SeqSNIPS is created. Using a natural language utterance from MixSNIPS and the flat list
of slots, we convert it into a sequence of API calls, each with a dictionary of parameter names and values.

idation, and 1k test samples with an average API
count of 2.36 and an average parameters count per
API of 3.67.

3.2 Grammar-Based Generation

SeqATIS and SeqSNIPS: ATIS (Hemphill et al.,
1990) is a collection of human-annotated queries
about flights. Queries ask for information such as
flight numbers, airports, dates, and other relevant
details. The dataset also provides a range of seman-
tic labels, including intent and slot values. Intents
are the overall goals of the queries, such as “flight
query” or “airfare query” while slot values are the
specific pieces of information that are being re-
quested, such as “departure city” or “arrival time”.
SNIPS (Coucke et al., 2018) is another dataset fo-
cused on voice assistants. It consists of human-
annotated queries that cover various domains such
as weather, music, and calendar.

MixATIS and MixSNIPS are multi-intent
datasets (Qin et al., 2020) built based on ATIS
and SNIPS, respectively. It was created by collect-
ing sentences from the ATIS/SNIPS dataset and
connecting them with conjunctions, such as “and”.

The resulting data had sentences with 1-3 intents at
a probability of 30%, 50%, and 20%, respectively.

One issue with using these two datasets for API
calling is that they do not indicate which param-
eters should be associated with which API. For
example, as Figure 4 shows, the original MixS-
NIPS dataset only evaluates model’s ability to de-
tect the two gold intents and which segments of the
text are the target slots. To convert MixATIS and
MixSNIPS datasets to a sequence of API calls, we
divided utterances back to their original single in-
tent utterances to get the corresponding parameters
for each API. We then parsed its IOB (Inside/Out-
side/Beginning) parameter notations to generate
the list of API parameter names and values. Now,
we merge the utterances back along with the APIs
and their parameters to get the sequence of API
calls. In this way, we have curated SeqATIS and
SeqSNIPS from MixATIS and MixSNIPS, respec-
tively. In SeqATIS, we have around 11.5k train,
700 validation, and 800 test examples having an
average API sequence length of 2.13 and an av-
erage parameter count per API of 4.85. Whereas,
SeqSNIPS consists of around 40k train, 2.2k vali-
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dation, and 2.2k test samples with an average API
sequence length of 1.96 and an average parameters
count per API of 5.06.
SeqToolQA: ToolQA (Zhuang et al., 2023) is an
open-source dataset designed for tool-augmented
LLMs evaluation. The dataset tries to address the
issue with current tool-based evaluation methods
which do not distinguish between questions that
can be answered using LLMs’ internal knowledge
and those that require external information through
tool use. To do so, the datasets come with 8 in-
dependant datasets (e.g. Kaggle Flights, Coffee,
Yelp, Airbnb, etc.) and a set of questions that can
be answered only by querying those datasets, hence
ruling out the internal knowledge of LLMs. The
dataset is provided as a set of template-based ques-
tions with their final answers.

However, ToolQA does not provide the interme-
diate set of steps (tools) that need to be executed
to generate the answer to the given questions. The
listing below shows some examples:
{
"qid": "easy -flight -0003",
"question": "What was the departure time of the

DL891 flight from SEA to LAX on 2022-01-22?",
"answer": "11:54"

}

Too address this issue, we propose SeqToolQA
where we used the provided implementation of
ToolQA on how each template question is answered
and transformed into a corresponding set of APIs.
We abstracted 17 different APIs covering 6 do-
mains and created a total of 358 examples for test-
ing purposes. We show an example below:
{
"qid": "easy -flight -0000",
"question": "What was the departure time of the UA5

480 flight from ORD to HSV on 2022-07-06?",
"apis": [

"LoadDB[DBName=flights]",
"FilterDB[Origin=ORD, Dest= HSV, FlightDate= 20

22-07-06, Flight_Number_Marketing_Airline=5
480, IATA_Code_Marketing_Airline=UA]",

"GetValue[ValueName=DepTime]"
],

"answer": "18:11"
}
}

SeqTopV2: Topv2 (Chen et al., 2020) is a multi-
domain task-oriented semantic parsing dataset com-
prising examples from eight domains; alarm, event,
messaging, music, navigation, reminder, timer, and
weather. The total dataset consists of 180k samples,
randomly divided into training, development, and
test sets for each domain. We followed a straight-
forward approach to convert this dataset into APIs
using its intents “IN:” and slot “SL:” notations.
Note that this dataset genuinely has a sequence of

APIs that has to be followed. In the example “Re-
mind me to email Joy about the details with the
new client tonight”, we transform it into two APIs;
“SEND_MESSAGE” and “CREATE_REMINDER”
where “CREATE_REMINDER” has prerequisite
for “SEND_MESSAGE”.

The original dataset had a lot of “UNSUP-
PORTED” notations for examples where there is no
matching intent. We excluded these cases from our
API dataset. Along with them, we also removed the
samples that had duplicate utterances, ambiguous
intents, and analogous slot names inside the same
intent. We call the resulting dataset SeqTopV2, and
it has 94K, 13.5K, and 6K for training, develop-
ment, and testing splits, respectively.

3.3 Off-the-Shelf Usage

ToolBench: This is a subset of ToolBench (Xu
et al., 2023b) focused on two domains, Home-
Search and Booking. We did not do any transfor-
mation to these datasets and rather used it “as-is”,
since they are already in API form.
ToolLLM (Qin et al., 2023) proposes an
instruction-tuning tools dataset and a tool-
augmented LLM model based on LLaMA-2-7B.
The dataset is created synthetically based on Chat-
GPT and a collection of 16K APIs from RapidAPI.
The dataset includes three subsets; G1,G2, G3
which refer to single-tool, intra-category multi-tool
and intra-collection multi-tool data, respectively.
We used those three subsets above as-is for out-of-
distribution model evaluation.
API Bank (Li et al., 2023b): is a benchmark de-
signed for evaluating tool-augmented LLMs. It
includes 314 tool-use dialogues with 753 API calls
to assess the existing LLMs’ capabilities in plan-
ning, retrieving, and calling APIs. It also comes
with a larger training dataset of 1.8K dialogues and
a model trained on it (Lynx) initialized from Al-
paca. In this paper, we use the the test sets of API
Bank for out-of-distribution evaluation. Since this
is a dialoge with tools being called in between, we
divided each dialogue into multiple test examples
where each example include a conversation and a
sequence of APIs needed thus far.
ToolAlpaca (Tang et al., 2023a): ToolAlpaca is
a training and evaluation benchmark that is auto-
matically curated through a multi-agent simulation
environment using ChatGPT and GPT-3.5. The cor-
pus contains 3,938 tool-use instances from more
than 400 real-world tool APIs spanning 50 distinct
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Data Quality (Avg) Annotator Agreement (Avg)
Datasets Intent Sequence

(Intent) Slot Intent Sequence
(Intent) Slot

SeqATIS 0.96 0.96 0.89 1.00 1.00 0.90
SeqSGD 0.98 0.98 0.85 1.00 1.00 0.94
SeqSNIPS 0.93 0.94 0.89 0.98 0.96 0.94
SeqMultiWOZ 1.00 1.00 0.97 1.00 1.00 0.98
SeqTopV2 0.97 0.97 0.89 0.98 0.98 0.90

Table 2: Data Quality with Inter-Annotator Agreement
scores for API-BLEND In-Distribution Datasets.

categories. Although it comes with a training set,
in this paper, we have only used the test set for
out-of-distribution evaluation.

4 Data Quality Assessment

To check the quality of API-BLEND datasets, we
perform human annotation over 50 randomly sam-
pled data from 5 in-distribution datasets (at least
2 annotators per dataset). Table 2 demonstrates
the data quality and annotator agreement scores.
The following steps are taken to measure the data
quality: first, the annotators score each gold sample
(1 if correct, 0 otherwise) based on the following
3 metrics: (1) “Intent”: whether the intents/APIs
in the output are correct to answer the query; (2)
“Sequence(Intent)”: whether the intents are in the
proper sequence; and (3) “Slot”: whether the slot
names and slot-values are correct. Then, we calcu-
late the average scores across all the annotators and
present them under the “Data Quality” section in
table 2. Furthermore, we assess the annotator agree-
ment by examining each of the three segments: (1)
Intent, (2) Sequence(Intent), and (3) Slot, to de-
termine whether there is a unanimous agreement
among annotators (assigning a value of 1 for agree-
ment and 0 otherwise). Subsequently, we calculate
the average agreement across all these segments.
As the API-BLEND data suite has been generated
from high-quality datasets from different domains,
we are seeing very high scores in our data quality
assessment, particularly for the easier “Intent” and
“Sequence(Intent)” tasks.

5 Experiments and Results

5.1 Baselines
In our experiments, we have used 9 open sourced
models as baselines: (1) LLaMA-2-70B (Touvron
et al., 2023), (2) Falcon-180B (Almazrouei et al.,
2023), (3) LLAMA-2-7B (Touvron et al., 2023), (4)
FLAN-T5-XXL (Chung et al., 2022), (5) Falcon-
40B (Almazrouei et al., 2023), (6) StarCoder-15B
(Li et al., 2023c), (7) MPT-30B (Team et al., 2023),

(8) ToolLLaMA-2-7B (Qin et al., 2023), and (9)
Lynx-7B (Li et al., 2023b). We tested these models
in three settings; (1) few shot testing: we evaluated
LLAMA-2-70B, Falcon-180B, and ToolLLaMA-2-
7B in a 3 shot mode; (2) Instruction fine-tuning on
target dataset: we consider this setting for FLAN-
T5-XXL, StarCoder-15B, Falcon-40B, and MPT-
30B; and (3) Instruction fine-tuning on combined
datasets: we evaluated this setting for all models in
(2) along with LLaMA-2-7B to evaluate whether
we can get a single model trained on the plurality
of all datasets and still perform well on each in-
dividual test set. For the OOD experiments, we
have used all the fine-tuned models from (3) in con-
junction with the ToolLLaMA-2-7B and Lynx-7B
which are already fine-tuned with the ToolLLM
and APIBench data, respectively.

5.2 Instruction Tuning

In all experiments, we have used the same instruc-
tions for training and testing. We show below the
instruction template. Only when evaluating non-
fine-tuned models or for the OOD experiments, we
also provide 3 ICL examples via the part “Here are
some examples: ICL_EXAMPLES” in the instruc-
tion) and remove it otherwise.

### Instruction Template with ICL Examples ###
Given the APIs and Slots below, sequence them in the

order in which they have to be called to
answer the following query.

Possible APIs: {INTENT_LIST}
Possible Slots: {SLOT_LIST}
Here are some examples: {ICL_EXAMPLES}
Query: {QUERY}
Answer:

5.3 Settings and Parameters:

We used QLoRA (Dettmers et al., 2023) to fine-
tune all our models. While fine-tuning the models
on targeted datasets, we made sure that the model
saw 100k samples in the training process. In com-
bined data training, we fine-tuned the models for 2
epochs over the cumulated datasets. In both cases,
the batch size was 1 with gradient accumulation
steps of 8 and a learning rate of 5e−5.

5.4 Metrics

To perform a fine-grained evaluation of the gener-
ated responses, we use two kinds of evaluation -
standard information retrieval metrics (precision,
recall, and F1 scores) and Longest Common Sub-
sequence (LCS). We report F1 APIs and F1 slots/-
Parameters to compute the F1 scores by comparing
the predicted APIs with the gold ones and the pre-

12864



FT Types Models SeqATIS SeqSNIPS SeqSGD SeqMultiWOZ SeqTopV2 Weighted Avg.

Falcon-180B 0.15 | 0.02 | 0.15 0.39 | 0.07 | 0.40 0.21 | 0.06 | 0.21 0.44 | 0.25 | 0.45 0.08 | 0.00 | 0.09 0.19 | 0.04 | 0.20
LLaMA-2-70B 0.10 | 0.01 | 0.11 0.26 | 0.03 | 0.27 0.10 | 0.02 | 0.10 0.23 | 0.12 | 0.25 0.04 | 0.00 | 0.04 0.11 | 0.02 | 0.12No FT

ToolLLaMA-2-7B 0.29 | 0.03 | 0.32 0.49 | 0.04 | 0.47 0.43 | 0.05 | 0.45 0.78 | 0.40 | 0.79 0.07 | 0.00 | 0.08 0.27 | 0.05 | 0.28

FLAN-T5-XXL 0.92 | 0.72 | 0.92 0.97 | 0.90 | 0.97 0.98 | 0.69 | 0.98 1.00 | 0.99 | 1.00 0.96 | 0.83 | 0.96 0.97 | 0.83 | 0.97
StarCoder-15B 0.99 | 0.84 | 0.99 0.96 | 0.87 | 0.96 0.98 | 0.67 | 0.98 1.00 | 0.99 | 1.00 0.95 | 0.78 | 0.95 0.96 | 0.80 | 0.96

Facon-40B 0.92 | 0.70 | 0.92 0.97 | 0.89 | 0.97 0.96 | 0.62 | 0.96 1.00 | 0.97 | 1.00 0.90 | 0.56 | 0.91 0.93 | 0.67 | 0.94

FT w. dataset
mentioned

in the column
MPT-30b 0.96 | 0.81 | 0.96 0.97 | 0.90 | 0.97 0.98 | 0.68 | 0.98 1.00 | 0.98 | 1.00 0.96 | 0.84 | 0.97 0.97 | 0.84 | 0.97

FLAN-T5-XXL 0.94 | 0.72 | 0.94 0.96 | 0.89 | 0.97 0.98 | 0.70 | 0.98 1.00 | 0.97 | 1.00 0.97 | 0.87 | 0.97 0.97 | 0.85 | 0.97
StarCoder-15B 0.98 | 0.81 | 0.98 0.96 | 0.86 | 0.96 0.98 | 0.67 | 0.98 1.00 | 0.96 | 1.00 0.96 | 0.83 | 0.96 0.97 | 0.82 | 0.97
LLaMA-2-7B 0.92 | 0.70 | 0.92 0.96 | 0.88 | 0.97 0.97 | 0.65 | 0.97 1.00 | 0.97 | 1.00 0.96 | 0.85 | 0.97 0.96 | 0.83 | 0.97

Facon-40B 0.90 | 0.67 | 0.90 0.96 | 0.87 | 0.97 0.94 | 0.62 | 0.94 1.00 | 0.94 | 1.00 0.93 | 0.66 | 0.93 0.94 | 0.72 | 0.94
FT w. all data

MPT-30B 0.94 | 0.77 | 0.94 0.97 | 0.90 | 0.97 0.98 | 0.70 | 0.98 1.00 | 0.97 | 1.00 0.97 | 0.87 | 0.97 0.97 | 0.85 | 0.97

Table 3: Evaluation Results on In-Distribution datasets. Each scores are shown in the following format: API-F1 |
Parameter-F1 | LCS-F1. The weighted average scores are calculated using the number of test samples in Table 1.

dicted parameters of each API with its gold counter-
parts. The rationale for using standard metrics such
as precision, recall, and F1 scores is that they em-
phasize exact matches of API and slot names. This
decision is based on the fact that APIs are highly
specific, and successful execution requires every
detail (e.g., name, parameters, input/output format)
to align perfectly with the API descriptions. Sim-
ilarly, to evaluate the model’s ability to adhere to
the sequence of API calls necessary for responding
to the given natural language query, we compute
the LCS metric to capture the overlap between the
gold and predicted sequences of APIs. For each ut-
terance in the test set, first, we identify the longest
common subsequence (LCS) between the sequence
of APIs in the ground truth and the model’s output
sequence, and then calculate sequence-level preci-
sion and recall. Precision is the length of the LCS
divided by the total number of APIs in the model’s
output sequence, while recall is the length of the
LCS divided by the total number of APIs in the
ground truth sequence. We then calculate average
precision (LCS-Precision) and recall (LCS-Recall)
across all sequences, using these values to compute
an average F1-score (LCS-F1).

5.5 In-Distribution Evaluation Results

No Fine-tuning evaluation: The first experiment
we did was to check how the state-of-the-art open
LLMs perform in such a setting. In particular, we
evaluated LLaMA-2-70B and Falcon-180B using 3-
shot prompting. We also considered ToolLLaMA-
2-7B (Qin et al., 2023); a LLAMA-2-7B based
model trained on API datasets generated using
ChatGPT based on specifications from RapidAPIs.
Table 3 shows the evaluation results on five in-
distribution datasets: SeqATIS, SeqSNIPS, Se-
qSGD, SeqMultiWoz, and SeqTopV2. On all

datasets, all three non-fine-tuned models seem to
get some of the APIs correctly but fail to get the
parameters to call such APIs.

Fine-tuning on One Dataset: In this experiment,
we fine-tune the baselines discussed above on each
dataset and test it on the corresponding test split.
We have evaluated four models here: FLAN-T5-
XXL, StarCoder-15B, Falcon-40B, and MPT-30B.
Ideally, this setting should give the best perfor-
mance since the training data is focused towards
one dataset and its APIs. As shown in Table 3, all
models achieved very good performance (> 90%)
detecting the right APIs with the performance of
all models reaching 100% API-F1 scores for Seq-
MultiWoz dataset. We hypothesize that this high
performance is because the number of APIs in most
datasets is not very large (e.g., 12 APIs for Seq-
MultiWoz). Detecting the correct set of parameter
names and values is a more challenging problem
for most models with performance being the low-
est for the SeqSGD dataset. The weighted average
number suggests that the MPT-30B model is doing
slightly better than the other models.

Fine-tuning on All Training Datasets: In this
setting, we combine all training datasets and fine-
tune the five baseline models on them. The goal of
this experiment is to check if we can get a generic
model that works well when tested on each indi-
vidual dataset. We see in Table 3, on SeqATIS
and SeqMultiWoz, models trained on the combined
training data achieve lower performance compared
to models trained on the individual dataset. Per-
formance on SeqSNIPS was similar for both mod-
els, while models trained on the combined data
achieved better performance on SeqSGD and Seq-
TopV2. The average scores suggest that all models
achieved better performance when trained on the
combined datasets compared with the single dataset
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Fine-Tuned with all API-BLEND data Tool-Augmented LLMsDatasets Falcon-40B FLAN-T5-XXL MPT-30B LlaMA-2-7B StarCoder-15B ToolLLaMA-2-7B Lynx-7B

ToolLLM-G1 0.48 | 0.47 - 0.11 | 0.11 0.07 | 0.07 0.32 | 0.32 0.12 | 0.12 0.43 | 0.44
ToolLLM-G2 0.48 | 0.47 - 0.24 | 0.23 0.09 | 0.08 0.53 | 0.53 0.01 | 0.01 0.33 | 0.34
ToolLLM-G3 0.50 | 0.49 - 0.51 | 0.49 0.19 | 0.20 0.49 | 0.48 0.16 | 0.16 0.50 | 0.50
API Bank-1 0.42 | 0.15 | 0.44 0.57 | 0.12 | 0.59 0.59 | 0.21 | 0.62 0.52 | 0.16 | 0.55 0.49 | 0.15 | 0.55 0.11 | 0.04 | 0.12 0.31 | 0.11 | 0.33
API Bank-2 0.37 | 0.16 | 0.39 0.51 | 0.11 | 0.53 0.49 | 0.20 | 0.52 0.38 | 0.14 | 0.40 0.45 | 0.13 | 0.48 0.05 | 0.03 | 0.05 0.19 | 0.09 | 0.20

ToolBench-HS 0.95 | 0.77 | 0.92 0.42 | 0.16 | 0.43 0.91 | 0.76 | 0.80 0.69 | 0.41 | 0.54 0.90 | 0.81 | 0.89 0.59 | 0.35 | 0.56 0.77 | 0.55 | 0.76
ToolBench-B 0.89 | 0.76 | 0.76 0.36 | 0.09 | 0.33 0.85 | 0.72 | 0.78 0.76 | 0.49 | 0.56 0.44 | 0.34 | 0.40 0.73 | 0.52 | 0.63 0.57 | 0.47 | 0.48
SeqToolQA 0.27 | 0.02 | 0.28 0.18 | 0.00 | 0.19 0.48 | 0.02 | 0.51 0.50 | 0.00 | 0.53 0.24 | 0.01 | 0.26 0.14 | 0.00 | 0.14 0.27 | 0.02 | 0.29
ToolAlpaca 0.41 | 0.11 | 0.41 0.54 | 0.13 | 0.55 0.51 | 0.12 | 0.52 0.46 | 0.13 | 0.46 0.47 | 0.13 | 0.49 0.18 | 0.02 | 0.20 0.32 | 0.04 | 0.34

Weighted Avg. 0.47 | 0.21 | 0.46 0.42 | 0.09 | 0.43 0.49 | 0.23 | 0.49 0.41 | 0.16 | 0.40 0.44 | 0.17 | 0.46 0.18 | 0.09 | 0.18 0.37 | 0.14 | 0.38

Table 4: Evaluation Results on Out-of-Distribution (OOD) dataset. Each scores are shown in the following format:
API-F1 | Parameter-F1 | LCS-F1, except the ToolLLM datasets, which are API-only, so they do not have the
Parameter-F1 score. All models are prompted with 3-shot examples. The weighted average scores are calculated
using the number of test samples in Table 1.

training.

5.6 Out-Of-Distribution Evaluation

To check the generalizability of the different API
models, we measure the performance of all models
on five out-of-distribution test sets; ToolLLM, API
Bank, ToolBench, our SeqToolQA, and ToolAl-
paca. Some test sets have subcategories, such as
ToolLLM has G1, G2, and G3; API-Bank has L1
and L2; and ToolBench has HS and B for Home
Search and Booking, respectively. In our test-suite,
ToolLLM is the API-only test-set that does not
have any parameters. In this experiment, we use
the 5 models (i.e., FLAN-T5-XXL, StarCoder-15B,
Falcon-40B, MPT-30B, and LLaMA2-7B) that are
fine-tuned with our combined data. In addition to
these models, we have also evaluated ToolLLaMA-
2-7B from ToolLLM (Qin et al., 2023) and Lynx-
7B from API-Bank (Li et al., 2023b). In this ex-
periment, we compare the performance with 3-shot
in-context learning examples for all the models.

Table 4 showcases our OOD evaluation results.
Our models that are fine-tuned with API-BLEND

data perform better than other Tool/API augmented
models. This is because our models achieve bet-
ter generalizability as they have seen diverse sets
of API data from different domains in the fine-
tuning process. Falcon-40B and StarCoder-15B
are showing better performance on our API-only
test-set ToolLLM (we did not evaluate FLAN-T5-
XXL on ToolLLM due to max sequence limit),
whereas FLAN-T5-XXL and MPT-30B are doing
well on API-Bank and ToolAlpaca. Even though
ToolLLaMA-2-7B and Lynx-7B are from Tool-
LLM and API-Bank respectively, still they are per-
forming poorly. In their papers, they used differ-
ent metrics, e.g., pass rate to determine how many
times the model reached an answer, and win rate

which uses ChatGPT as a judge. In both the Tool-
Bench datasets, Falcon-40B is outperforming the
others. On SeqToolQA, even though the models
have scored some points in API detection, how-
ever, all the models performed poorly on detecting
the parameter names and values, which leads to a
low Parameter-F1 score. This is because the pa-
rameter values in SeqToolQA contain codes, SQL,
math functions, etc., which models have not seen
in any training data, and these special slot values
are not trivial to generate by seeing only a few ICL
examples.

5.7 Qualitative Studies

We also performed extensive studies on the outputs
generated by the models in our experiments. In this
section, we are going to discuss our findings on
the failed cases along with some common mistakes
demonstrated by the models. We found, in most
of the cases, that parameters names and values are
the obvious reason for not doing well on slot de-
tection in both in and out-of-distribution test sets.
We provide samples for each case for better under-
standing. We would like to mention that most of
the provided examples contain “gold_output” and
“predicted_output” and we have shown only the er-
ror part (sub-string) from the original outputs for
brevity.

5.7.1 Unnormalized Slot-Values
In an ideal scenario, the parameter values should
be extracted exactly from the query by the models
while generating the texts. However, sometimes,
the model extracts the sub-part of it or represents it
in a different form after extracting it. In a human
evaluation, we would consider the generated text
matches the gold, although while doing it program-
matically it’s showing a mismatch and we have
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not found a good way to normalize the parameter
values. The following examples capture some of
the unnormalized parameter value mismatches. In
the first example, the month and the day in the
predicted output are repeated. The predicted out-
put on the second one contains only the city name,
whereas the gold contains the city and the state. In
the final example, even if the intent and slot values
are correct, they have used different parameter for-
mats to represent it. We plan to investigate further
these issues, but we keep it for future work.

### SeqSGD ###
{ "gold": "March 3rd, this Sunday",

"predicted": "March 3rd, the 3rd"
}
{ "gold": "NYC, New York",

"predicted": "NYC"
}
### ToolBench ###
{ "gold": "Date(3, 9, 2023)",

"predicted": "Date(year=2023, month=3, day=9)"
}

5.7.2 Semantically similar slot-names in API
Specification

In our instructions, we provide the possible list of
APIs and parameters to be used by the model while
answering the queries. We extract these APIs and
parameters from the original dataset’s API specifi-
cations, if any. However, we found in some cases
the parameter names are semantically very similar
across the datasets. Here are some examples from
the SeqSGD dataset: (1) leaving_date and depar-
ture_date; (2) leaving_time and departure_time;
(3) origin, from_city, and from_location; and (4)
destination, to_city, and to_location. Now, it often
happens that the parameter values are correct in
the generated text but the parameter names do not
exactly match with the gold, even if they are very
close. Following are some examples of such cases.

### SeqSGD ###
{ "gold": "destination_airport = ATL",

"predicted": "destination = ATL"
}
{ "gold": "show_type = imax",

"predicted": "theater_name = imax"
}
### SeqATIS ###
{ "gold": "cuisine = souvlaki",

"predicted": "served_dish = souvlaki"
}

6 Conclusion

This paper presents API-BLEND, a large cor-
pora for training and evaluation of tool-augmented
LLMs, curated from real-world datasets of different
domains such as dialog, semantic parsing, digital
assistants, etc. API-BLEND consists of 10 datasets

(5 in-distribution and 5 out-of-distribution) com-
prising over 190k instances (including train, de-
velopment, and test). We have demonstrated that
the models fine-tuned with API-BLEND general-
ize better than the other tool-augmented LLMs on
OOD experiments. Our findings not only substanti-
ate the importance of API-BLEND in training and
benchmarking tool-augmented LLMs but also high-
light the necessity of generalizability to improve
the API usage capability of LLMs.

7 Limitations and Risks

A limitation of our benchmark, API-BLEND, is
that it does not deal with environment interactions
for an API agent. In future work, it will be inter-
esting to explore this setting of an embodied agent,
where the API calls effect changes in the grounded
environment. Further, our benchmark is focused on
English API commands, and in the future, it will be
interesting to develop a multilingual API-BLEND.
Also, in a real-world scenario, for a query, multiple
correct solutions with different sequences of APIs
are possible, however, the API-Blend dataset does
not have such cases. For the multiple correct solu-
tions, we can evaluate the predicted solution using
one of the following approaches: (i) if the ground
truth consists of all the alternate API sequences,
then we can use our existing metrics by comparing
the predicted sequence with each alternate ground
truth; (ii) if the APIs are executable, then we can
use accuracy-based metrics over the final model
response, and (iii) otherwise we can leverage an
LLM evaluator (as a judge) to calculate the win/-
pass rate (Qin et al., 2023). We do not perceive any
risks associated with our work.
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