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Abstract

Violence-provoking speech – speech that im-
plicitly or explicitly promotes violence against
the members of the targeted community, con-
tributed to a massive surge in anti-Asian crimes
during the COVID-19 pandemic. While previ-
ous works have characterized and built tools
for detecting other forms of harmful speech,
like fear speech and hate speech, our work
takes a community-centric approach to study-
ing anti-Asian violence-provoking speech. Us-
ing data from ∼ 420k Twitter posts spanning
a 3-year duration (January 1, 2020 to February
1, 2023), we develop a codebook to character-
ize anti-Asian violence-provoking speech and
collect a community-crowdsourced dataset to
facilitate its large-scale detection using state-
of-the-art classifiers. We contrast the capabili-
ties of natural language processing classifiers,
ranging from BERT-based to LLM-based clas-
sifiers, in detecting violence-provoking speech
with their capabilities to detect anti-Asian hate-
ful speech. In contrast to prior work that has
demonstrated the effectiveness of such classi-
fiers in detecting hateful speech (F1 = 0.89),
our work shows that accurate and reliable de-
tection of violence-provoking speech is a chal-
lenging task (F1 = 0.69). We discuss the impli-
cations of our findings, particularly the need for
proactive interventions to support Asian com-
munities during public health crises.

1 Introduction

Online platforms struggle with various forms of
information pollution, including but not limited to
harmful speech and misinformation. These mali-
cious phenomena often intertwine in complex ways,
exacerbating real-world issues. A glaring exam-
ple of this is the dramatic increase in hate crimes
against Asian communities during the COVID-19
pandemic, which included physical assaults and
verbal harassment (NYT, 2021a). Rumors about
the virus’s origins coalesced with pre-existing prej-
udices, resulting in narratives that portrayed Asians

as “uncivilized”, blamed them for the virus, and
labeled them as “spies”. This intricate interplay
between different forms of malicious content led to
a 339% surge in anti-Asian crimes in 2021 (NBC,
2022). Such narratives have had a far-reaching im-
pact, making community members afraid to engage
in basic daily activities, from grocery shopping to
using public transit (NYT, 2021b). Moreover, this
increase in real-world attacks was not limited to
one ethnic group but affected diverse Asian com-
munities, including Chinese, Korean, Vietnamese,
and Filipino Americans (NYT, 2021a).

In light of the dramatic uptick in anti-Asian vi-
olence and ensuing community fear, the necessity
to accurately identify violence-provoking speech
— i.e., speech that could promote real-world vio-
lence against members of targeted communities
(Benesch et al., 2021), becomes paramount. This
differs from hateful speech, which is a more subjec-
tive form of expression that may not directly incite
violence (Benesch et al., 2021). While both these
phenomena share commonalities — being rooted
in prejudice and derogation — violence-provoking
speech constitutes a specific subset of hateful
speech that explicitly or implicitly encourages acts
of aggression. The higher severity of harm associ-
ated with violence-provoking speech (Scheuerman
et al., 2021) calls for targeted approaches for its de-
tection, beyond treating hate as a monolithic entity.

Recognizing that the perception of what qual-
ifies as violence-provoking is not universal but
varies among the targeted communities, we adopt
a community-centric approach. We leverage the
“insider perspectives” (Kim et al., 2021) and the
subjective lived experiences (Dredge et al., 2014)
of community members to capture the nuances,
slurs, and coded language that may be overlooked
by outsiders. Our focus is particularly on Asian
communities in the context of the COVID-19 pan-
demic, who were disproportionately impacted by
violence-provoking speech leading to real-world
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harm. We address two key research questions:
RQ1: What are the characteristics of violence-
provoking speech that targets Asian communities?
How is anti-Asian violence-provoking speech dif-
ferent from anti-Asian hateful speech?
RQ2: Can state-of-the-art natural language
processing (NLP) approaches accurately detect
violence-provoking speech? How do the detection
abilities compare to that of hate speech detection?

We address these research questions by devel-
oping and validating a codebook for identifying
anti-Asian violence-provoking speech, while work-
ing with Anti-Defamation League, a leading non-
governmental organization that specializes in tack-
ling real-world hate and extremism (RQ1). We then
use the codebook to obtain crowd-sourced annota-
tions for violence-provoking and hateful content
from individuals who self-identify as Asian com-
munity members. Our dataset demonstrates high
inter-rater agreement (Fleiss’ κ = 0.66 for violence-
provoking speech labels).1

We then use the annotated data to develop
binary classifiers that are trained to distinguish
(i) violence-provoking content from not-violence-
provoking content and (ii) hateful content from
non-hateful content. We find that while the NLP
approaches effectively detect hateful speech (F1

score = 0.89), it is relatively more challenging to
detect violence-provoking speech (F1 score = 0.69)
(RQ2), perhaps due to its nuanced and subjective
nature that relies on victims’ own perceptions.

We discuss possible reasons why detecting
violence-provoking speech is challenging and the
implications of lacking capabilities of the detec-
tors. Additionally, we discuss how our developed
approaches could aid in the development of mod-
eration algorithms that employ tiered penalties for
content that violate norms of varying severities.
Finally, we highlight the need to develop trauma-
informed approaches to proactively support tar-
geted communities.

2 Related Work

We categorize relevant prior work into three cate-
gories: (i) studies focusing on different forms of
harmful speech on online platforms, including fear
speech and hateful speech, (ii) studies of anti-Asian
content, and (iii) detection methods for different
forms of harmful speech.

1Project webpage: https://claws-lab.github.io/
violence-provoking-speech/

Forms of harmful speech: Prior studies on harm-
ful speech have mostly focused on instances of hate
speech. Ezeibe (2021) show how hate speech is
an often neglected driver for election violence. An-
other study by (Williams et al., 2020) has shown
that online hate victimization is part of a wider pro-
cess of harm that can begin on social media and
then migrate to the physical world.

Another form of harmful speech is fear speech.
According to Buyse (2014), Fear speech is defined
as an “expression aimed at instilling (existential)
fear of a target (ethnic or religious) group.” While
it cannot be pinpointed if fear speech can cause vio-
lence, it can lower the threshold for violence (Saha
et al., 2021). Saha et al. (2023) study the preva-
lence of fear speech in a loosely moderated commu-
nity (Gab.com) and observe that users posting fear
speech are more influential as compared to those
who post hate speech. The authors argue that this
is mainly due to the nontoxic and argumentative
nature of the speech posts. Violence-provoking
speech is closely related to fear speech but is de-
fined more specifically as speech that promotes vio-
lence. Closest to the concept of violence-provoking
speech, Benesch (2012), define dangerous speech
as an expression that has “a significant probabil-
ity of catalyzing or amplifying violence by one
group against another, given the circumstances in
which they were made or disseminated.” In this
work, we contextualize the framework by Benesch
(2012) for anti-Asian violence-provoking speech
by using a community-centric approach and aim to
operationalize its large-scale detection using state-
of-the-art classifiers.

Anti-Asian hate: The outbreak of the COVID-19
pandemic has led to the spread of potentially harm-
ful rhetoric, conspiracy theories, and hate speech
towards several Asian communities. Tahmasbi
et al. (2021) collected two large datasets from Twit-
ter and Reddit(/pol/) and observed that COVID-19
was driving the rise of Sinophobic content on the
web. While counterspeech users were actively en-
gaged with hateful users, users were highly likely
to become hateful after being exposed to the hate-
ful rhetoric (He et al., 2021). In this work, we
specifically focus on anti-Asian content that has
the potential to provoke violence.

Detection methods: ElSherief et al. (2021) pro-
pose a taxonomy of implicit hate speech and con-
sider factors, including incitement to violence and
intimidation. They also investigate the use of
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BERT-based classifiers for detecting implicit hate
speech and discuss the underlying challenges like
models struggling with coded hate symbols and
entity framing. More recently, with advent of large
language models (LLMs) like GPT-4, Matter et al.
(2024) found good agreement between GPT-4 an-
notation’s and human coders in identifying violent
speech. In this work, we aim to study if the ca-
pabilities of NLP classifiers also translate to anti-
Asian violence-provoking speech that is curated in
a community-crowdsourced manner.

3 Study Overview

Our study involves collecting a large-scale Twitter
dataset that comprises anti-Asian content related to
the COVID-19 pandemic. It is worth noting that
given the harmful impact of violence-provoking
speech, it is challenging to find examples that ex-
plicitly provoke violence, as they are frequently
removed from the platform due to moderation ef-
forts. However, instances of such speech still exist
on major platforms. To overcome the challenge of
collecting potentially violence-provoking speech
examples from Twitter, we designed an elaborate
pipeline to obtain a dense sample, which we then
used for obtaining annotations from the Asian com-
munity members.

As shown in Figure 1, there are 4 key parts to
our study. The first part comprises data collec-
tion, where we collected about 420k Twitter posts
containing anti-Asian keywords and COVID-19-
related keywords. We then used posts in subse-
quent parts of our study to answer our RQs:
• To facilitate the effective development of the anti-
Asian violence-provoking speech codebook (RQ1),
we prepared a set containing a reasonably substan-
tial amount of potentially harmful content. The
original ∼ 420k Twitter posts comprise a variety of
topics, such as hateful expressions, counter to hate-
ful expressions, or instances of someone sharing
anecdotes about anti-Asian hate. However, since
we are particularly interested in violence-provoking
speech — speech that implicitly or explicitly pro-
motes violence against the Asian community, we
further filtered down the collected ∼ 420k Twitter
posts to find a set of 4, 076 Twitter posts that is
denser in violence-provoking content. This concen-
trated sample is essential for the manual analysis
required in codebook development, without the
impractical inundation of non-violence-provoking
posts that risk overburdening annotators in a task

that involves reviewing potentially traumatizing
content. In Section 5, we describe how we used
this subset of Twitter posts to develop a codebook
for anti-Asian violence-provoking speech while
emphasizing its distinction from hateful speech.
• Our next goal was to collect annotations from
community members to train, evaluate, and con-
trast classifiers for violence-provoking and hateful
speech (RQ2). To ensure the wide applicability of
the classifiers, the annotated Twitter posts should
cover diverse Twitter posts, which may not be in-
cluded in the 4, 076 posts filtered using the iden-
tified ‘dangerous’ keywords. At the same time,
platform moderation makes a random sample from
the ∼ 420k sparse in violence-provoking content.
To this end, to curate a sample of Twitter posts
with high diversity and a higher density of violence-
provoking posts, we used a prompt-based few-shot
learning approach. Few-shot learning in natural
language processing has not only demonstrated
great effectiveness in terms of data-efficient ac-
curacy (Schick and Schütze, 2021; Mozes et al.,
2023) but also in terms of generalizability over
out-of-domain distributions (Liu et al., 2022). Us-
ing the few-shot classifier, we selected a subset of
1, 000 of Twitter posts that are potentially dense in
violence-provoking speech content. We then ob-
tained community-centric speech annotations for
these posts (Section 6), and used them to train
and evaluate classifiers for violence-provoking and
hateful speech detection (Section 7). We contrasted
the classifiers’ capabilities and conducted error
analysis to understand their shortcomings.

4 Anti-Asian COVID-19 Data Collection

We started by collecting a large-scale dataset from
Twitter using COVID-19 and anti-Asian keywords.
We used the Twitter Academic API to collect data
from January 1, 2020 to February 1, 2023, by query-
ing using COVID-19 and anti-Asian keywords to-
gether. To consider a wide range of data, we ex-
panded the set of keywords used in prior work.

Keyword expansion strategies: The present study
commenced with an initial set of 6 COVID-19
and 16 Anti-Asian keywords, adapted from He
et al. (2021). We removed certain keywords like
‘ccpvirus’ as the focus of our work is on speech that
targets Asians and not speech that may involve po-
litical factors. Based on the initial keyword set, we
obtained 16× 6 = 96 combinations of keywords.
For each unique combination of anti-Asian and
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Violence-Provoking Speech Codebook

Violence-Provoking-Dense Sample

(32 for each violence-provoking 
& not-violence-provoking class)

Violence-Provoking-Dense Sample

Violence-
provoking
(N = 246)

3 annotators label each post for violence-
provoking and hateful content

Classifiers for anti-
Asian hateful

 speech detection

Classifiers for anti-
Asian violence-provoking

 speech detection

Figure 1: Study Overview. Our study comprises 4 key parts: (i) collecting anti-Asian COVID-19 data from Twitter,
(ii) developing and validating anti-Asian violence-provoking speech codebook, (iii) obtaining community-centric
annotations, and (iv) training and evaluating detection classifiers on community-crowdsourced data.

COVID-19 keywords, we queried Twitter to collect
posts that contain both keywords. Since anti-Asian
speech could have evolved since He et al. (2021)
conducted their study, we adopted two strategies to
further expand the list of anti-Asian keywords.
(i) Word co-occurrence: We calculated the simi-
larity scores between pairs of words based on their
co-occurrence frequency. The intuition behind this
approach is that anti-Asian words would co-occur
frequently in the same post. For each initial key-
word, two authors manually verified the top 5 co-
occurring words and expanded the set.
(ii) word2vec similarity: We trained a
word2vec (Mikolov et al., 2013) model on
the dataset collected using the initial set of
keywords, setting the embedding dimension to
100 and the context window size to 5. We then
computed the cosine similarity between the words
in the vocabulary and the initial list of anti-Asian
keywords. Two authors then manually verified the
top five similar words for each initial anti-Asian
keyword and expanded the set of keywords.

We conducted this expansion process in a snow-
ball fashion, repeating each approach five times to
arrive at the final list of keywords. In each run, new
keywords were identified using the keywords from
the previous iteration, which were then manually
verified to be relevant. We show the final list of 33
anti-Asian and COVID-19 keywords used for our
study in Table 6 (Appendix). We did another round
of data collection by taking unique combinations of
COVID-19 and expanded anti-Asian keywords as
queries. Finally, we curated a dataset comprising
418, 999 Twitter posts.

5 Development of Anti-Asian
Violence-Provoking Speech Codebook

The existing guidelines developed by the Danger-
ous Speech Project (Benesch et al., 2021) pro-
vide a general framework for identifying violence-
provoking speech. We followed this guideline and
expanded it to develop a comprehensive codebook
that allows empirical measurement and categoriza-
tion. We grounded the defined sub-concepts in real
data from Twitter and contextualized them in the
community-targeting (i.e., anti-Asian) framework.
To enable effective development of the codebook
by qualitatively coding the data, we started by ob-
taining a subset of the ∼ 420k tweets by filtering
based on ‘dangerous’ keywords so that it is poten-
tially concentrated in violence-provoking speech.

Preparing a concentrated sample for codebook
development: To obtain dangerous keywords, we
started with the example phrases mentioned in the
practical guide provided by the Dangerous Speech
Project (Benesch et al., 2021) and expanded the
phrases by computing similarity scores with the
phrases in our dataset. For similarity computa-
tion, we used word2vec embeddings fine-tuned on
our corpus. Table 7 (Appendix) shows the initial
dangerous keywords obtained from the Dangerous
Speech Project and the expanded set after manu-
ally removing irrelevant and redundant phrases. It
is worth noting that dangerous keywords include
explicitly violence-provoking terms like ‘kill’ as
well as implicit keywords that indicate dehuman-
ization (like comparisons to ‘ants,’ ‘lice,’) and the
use of words like ‘mercy,’ ‘charity,’ and ‘forgive’ to
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Annotators Violence-provoking Hateful
Internal Annotators κ = 0.78 κ = 0.86
External Annotators κ = 0.69 κ = 0.82
Prolific Annotators κ = 0.66 κ = 0.72

Table 1: Codebook validation. Fleiss’ κ scores for
violence-provoking and hateful labels.

display virtuousness over the targeted community.
Of the ∼ 420k Twitter posts, 4, 076 Twitter posts
contained one or more dangerous phrases. We use
this potentially rich sample in anti-Asian violence-
provoking content for codebook development.
Developing violence-provoking speech code-
book: Our theory-guided, data-centric approach
was inspired by previous work in understanding
minority stress (Saha et al., 2019) and credibility
indicators (Zhou et al., 2023). To operationalize
the framework proposed by Benesch et al. (2021)
within the anti-Asian hate context and for empirical
tasks, three of the authors first engaged in a discus-
sion concerning its applicability and the potential
need for expansions or alterations. The discussion
was informed by the authors’ lived experiences,
with some being members of the Asian community.
Then, through an iterative process, the authors in-
ductively developed categorical codes to charac-
terize violence-provoking speech and deductively
assessed the applicability. Two authors indepen-
dently coded 180 randomly sampled instances that
contained dangerous phrases and drafted concepts
with definitions and examples. With a third author
involved, the discrepancies in annotations were dis-
cussed, and drafted categories were combined and
revised. We tested this revised codebook with the
sample until no new themes emerged, resulting
in a unified and coherent document that reflected
the perspectives and consensus of all contributors.
The codebook was then reviewed by all co-authors
before being validated by members of the Asian
community and experts in Anti-Defamation League
(details in the following subsection). Table 5 in Ap-
pendix shows the final codebook to characterize
anti-Asian violence-provoking speech.
Validating the codebook: We validated the effec-
tiveness of the codebook through pilot testing with
both internal and external annotators. We randomly
sampled 100 tweets from the entire Twitter dataset,
and for each tweet, the annotators were asked if
it contained violence-provoking speech or hateful
content. We quantified the level of agreement be-
tween two annotators using Fleiss’ κ. Internal test-

ing was done by the two researchers who drafted
initial codebooks, which demonstrated substantial
agreement for both categories (Table 1). Follow-
ing this, to establish the external validity of the
codebook, we recruited two graduate students who
identified as members of the Asian community and
had no other involvement in the presented research.
They annotated the same 100 tweets, utilizing the
codebook as a framework to determine the presence
of violence-provoking and hateful content target-
ing the Asian community. Moreover, they were
requested to provide a rationale outlining their as-
sessment of the codebook’s efficacy. The findings
of the external validity evaluation revealed that the
codebook exhibited strong external utility, under-
scored by the high Fleiss’ κ scores for both vari-
ables of interest (Table 1). We also incorporated
suggestions from Anti-Defamation League2, a lead-
ing non-governmental organization that specializes
in countering hate and extremism, to ensure that
the codebook covers various aspects of anti-Asian
violence-provoking speech. We used the feedback
provided by the graduate students and the NGO
partners to make minor changes to the codebook,
primarily to rephrase certain definitions.

6 Community-Centric Annotations with a
Violence-Provoking-Dense Sample

With the validated codebook, we aimed to get
community-centric annotations for 1, 000 Twitter
posts that contained diverse examples and were
also rich in violence-provoking content. To enable
this, we trained a few-shot classification model to
filter relevant posts, given the remarkable general-
izability and accuracy of few-shot learning.
Prompt-based few-shot learning for creat-
ing a dense violence-provoking sample for
community-centric annotation: From the Twit-
ter posts that were labeled while validating the
codebook, we used a representative subset of la-
beled examples (a total of 64 examples, 32 were
violence-provoking, and 32 were not) to train a bi-
nary classification model. More specifically, we
used a prompt-based few-shot learning method
called Pattern Exploiting Training (PET) (Schick
and Schütze, 2021). This method converts the
input data into cloze-style statements and fine-
tunes a pre-trained language model to predict the
missing token. We formulated the classification
task using the following prompt: Is "<input

2https://www.adl.org/
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sentence>" violence-provoking? [MASK].,
with the [MASK] token serving as a placeholder
that could be verbalized as “Yes” or “No” dur-
ing model training. We used the pre-trained
DeBERTa-v2-xxlarge language model (He et al.,
2020) as the backbone and fine-tuned it for 200
iterations using a batch size of 16. The rest of the
hyper-parameters were set to the values used in
prior work (Schick and Schütze, 2021). All the
language models in this work were trained on an
NVIDIA Quadro RTX 8000; the cumulative train-
ing time amounted to about 24 GPU hours. We then
used the trained model to predict labels and pre-
diction scores over the entire ∼ 420k Twitter posts
in our curated dataset. We then randomly selected
1000 Twitter posts that had a classification score of
≥ 0.9. Since these Twitter posts have a high proba-
bility score of being violence-provoking, the set of
1000 Twitter posts is likely to contain a higher den-
sity of violence-provoking posts than the entire set
of ∼ 420k posts (labeling of 200 examples from
the filtered set by the authors indicated that about
30% posts were violence-provoking). Furthermore,
the generalizability of the few-shot learning ap-
proach helped in identifying violence-provoking
posts that do not necessarily contain dangerous key-
words. For instance, “these are not people of god,
they are virus-ridden chinks who do not deserve
our goodness" does not contain any dangerous key-
words in our list (see Table 7) but was correctly
identified to be violence-provoking by the few-shot
learning approach. Next, we used these 1000 Twit-
ter posts to obtain community-centric annotations.

Obtaining community-centric annotations: We
designed a custom interface to collect data from
a crowd-sourcing platform called Prolific (https:
//www.prolific.co/). We recruited participants
who identified as Asians, were located in the United
States or Canada, spoke fluent English, and were
at least 18 years old. The participants were com-
pensated at an hourly rate of 10 USD per hour. To
ensure high-quality annotations, we only consid-
ered participants who had at least 100 submissions
and had a minimum of 95% approval rate across
their past submissions. The overall cost of obtain-
ing annotations was about 760 USD.

Our user-friendly interface required the eligible
participants to read the consent form and acknowl-
edge their consent and eligibility before being di-
rected to the codebook that contained all the nec-
essary definitions and examples (see Table 5 in

Violence-
provoking
(N = 246) Hateful but not 

violence-provoking 
(N=173)

Figure 2: Category-wise distribution of the dataset
obtained from community-centric annotations. ‘Data
statistics’ in Section 6 provides additional details.

Appendix). We instructed the participants to read
the codebook thoroughly. Once the participants
had confirmed reading the codebook, they were
directed to an ‘Examples page’ where they were
shown 5 different illustrative Twitter posts and were
asked to provide annotations for the following ques-
tions: “Does this post contain violence-provoking
speech that targets Asian community member(s)?"
and “Does this post contain hateful speech that
targets Asian community member(s)?"; for each
of the questions the participants could respond in
a ‘yes’/‘no’. Upon responding to the examples,
the participants were shown the expected answers
and the rationale for the expected categorization.
The participants could revise their response to the
example posts multiple times, and only after they
had correctly answered the 5 examples were they
directed to the annotations page. On the annota-
tions page, the participants saw 25 posts, one by
one, for which they provided answers to the ques-
tions above in yes/no. The annotations page also
contained an abridged version of the codebook.

The participants could discontinue the study at
any point for any reason while still getting compen-
sated for the time spent on the study. We obtained
annotations from 3 different participants for each of
the 1, 000 Twitter posts. In all, we received annota-
tions from 120 unique participants, with a median
age of 31, among which 54% identified as males
and the rest as females. The country of birth for
the participants was distributed across the United
States, Canada, China, Korea, Philippines, Japan,
and Vietnam. On average, a participant took 29
minutes to complete one session.
Data statistics: We assigned final labels for
violence-provoking and hateful speech based on
majority annotations. In other words, if at least
2 out of 3 annotators considered a Twitter post to
be either violence-provoking (or hateful), it was
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violence-provoking and hateful (N = 246)
• fucken slanteyed pigs brought the virus in sa yet y’all post black hands. fucking racist weak pigs
• they had it all along trust me, can’t trust the asian spies here. they helped spread the virus
• fucking dog eaters, asian weasels don’t have balls to fight like a man that’s why the pandemic
• clearly your a hater a democrate or maybe a communist like the communist chinese who launched lied threw a deadly virus at the
world these chinks must pay for this evil jealous liars and there will be 4 moreee years trumpster.. 4 moreeee years trumpster
• they don’t care about schools or kids! these are satanic baby eatin soulless traitors who are at war with america on our soil. bet if
you lined em chinks up and shot em all this corona would be over yesterday

Hateful but not violence-provoking (N = 173)
• open them eyes up ugly chink bitch. you wish you looked as good as me #covid
• they are giving them the virus and sending to africa. them chinks playing chess on us
• manmade chinese virus is designed to kill anyone in the world who is not a chink
• he didn’t kill them chinks, a virus did. chinks.
• she don’t have chinky eyes, girl got big ass eyes just like her paw. she aint getting the virus

Not violence-provoking and not hateful (N = 44)
• this is why we hate wasians like him. white passing bitches like him don’t get called chink .
• @user you people think he can make miracles. blame the chinese for the wuhan kung flu virus. what the hell would you do.
liberals only know how to create riots looting and thugs
• people do bad and when they get the same back they play victims. chinese 3 weeks ago wherever they existed were segregated,
seen as virus carriers, treated as if they were sub humans things have since changed and the chinese are doing the same, and now we
are all screaming with squinted eyes..
• when stupidity prevails over intelligence. now the deads and the spread of the chinese virus killing more people gona be
responsibility of that federal stupid and slanted judge
• it is a weapon that’s why china lied about it they don’t care about their people they killed 70 million to get in power so they
released it on they’re none party members #covid #gooks

Table 2: Qualitative examples belonging to different subsets of the data annotated by the community members.

assigned as violence-provoking (or hateful). Out
of 1000 Twitter posts, 246 tweets were classified
as both hateful and violence-provoking, and 954
tweets were hateful but not necessarily violence-
provoking. We only considered a Twitter post to be
not violence-provoking when it received no anno-
tations (i.e., 0 out of 3) for the violence-provoking
label to avoid any ambiguity. Adopting this def-
inition, 173 Twitter posts were identified to be
hateful but not violence-provoking. Similarly, if
a Twitter post received 0 out of 3 annotations
for being hateful, it was considered not hateful
(n = 44). We present some qualitative exam-
ples from the community-annotated data in Table
2 and a visualization of the categorical distribu-
tion of data in Figure 2. Finally, we observed that
the inter-annotator agreement between the anno-
tators, as quantified by Fleiss’ κ, was 0.66 and
0.72 for violence-provoking and hateful labels, re-
spectively (see Table 1), which are notably bet-
ter than the agreement scores reported in prior re-
lated studies (Saha et al., 2021). Next, we use the
curated dataset to develop classifiers that can de-
tect violence-provoking and hateful speech by fine-
tuning pre-trained language models for respective
binary classification tasks.

7 Contrasting Hateful & Violence-
Provoking Speech Classifiers

We now focus on developing state-of-the-art clas-
sifiers to assess their ability to detect violence-
provoking and hateful speech targeting Asian com-
munities (RQ2). We evaluate and contrast both
fine-tuned BERT-based language models as well
as large language models like Mixtral (Jiang et al.,
2024) for the following two tasks: (i) hateful and
(ii) violence-provoking speech detection.

Hateful speech detection: We consider the
954 Twitter posts identified as hateful in our
community-annotated dataset as positive exam-
ples for this task. For negative examples, we aug-
ment the 44 ‘not hateful’ examples in our dataset
by adding the ‘neutral’ and ‘counter-hate’ Twitter
posts curated by He et al. (2021), resulting in
a total of 1861 ‘not hateful’ examples. We then
split the dataset into an 80 : 20 ratio to create
the training and validation set. In Table 3, we
report the macro-averaged classification metrics,
averaged over 5 different runs, for models that span
fine-tuned language models (DistilBERT (Sanh
et al., 2019), BERT (Devlin et al., 2018), and
RoBERTa (Liu et al., 2019)), and zero-shot and
few-shot LLMs – Flan T5-XL (Chung et al., 2022)
and Mixtral-Ins (Jiang et al., 2024).
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Implementation details: The process of fine-
tuning BERT-based language models involves re-
placing the “pre-training head” of the model with
a randomly initialized “classification head”. The
randomly initialized parameters in the classifica-
tion head are learned by fine-tuning the model on
classification examples while minimizing the cross-
entropy loss. To train the models, we use Adam
optimizer (Kingma and Ba, 2014) with a learning
rate initialized at 10−4, with a batch size of 16 and
default hyper-parameters (Wolf et al., 2020). We
used early stopping to stop training when the loss
value on the validation set stops to improve for 3
consecutive epochs. For large language models,
we carefully crafted the task-specific instructions
(shown in Appendix A.1) to obtain zero-shot out-
puts and provided 16 randomly-sampled examples
(8 per class) along with the instruction to experi-
ment with the few-shot learning setting.

Table 3 shows that all the classifiers are effective
in identifying hateful speech, consistently demon-
strating a F1 score greater than 0.80. Few-shot
learning with Mixtral-Ins demonstrates the best per-
formance among all the models, with an F1 score
of 0.89. The performance of the RoBERTa-large
model, albeit fine-tuned using all the training set,
is also competitive. In effect, like prior studies (He
et al., 2021), we find that state-of-the-art NLP clas-
sifiers can effectively discern anti-Asian hateful
speech from not hateful speech.

Violence-provoking speech detection: We con-
sider 246 Twitter posts identified as violence-
provoking in our community-annotated dataset as
positive examples from this task. For negative ex-
amples, we combine the hateful but not violence-
provoking examples and the not hateful from our
dataset, the neutral and counter-hate examples from
He et al. (2021), resulting in a total of 2034 neg-
ative examples. We again split the dataset into an
80 : 20 ratio to create the training and validation
set. We show the classification results in Table 4.
We adopt the same models and training strategies
as those for developing hateful classifiers.

Table 4 shows that RoBERTa-large is most ef-
fective in detecting violence-provoking speech and
achieves an F1 score of 0.69. The performance of
the classifier is lacking, especially in comparison
to the hateful classifier, indicating the difficulty in
detecting violence-provoking speech. Additionally,
few-shot learning using Mixtral-Ins demonstrates a
notably subpar performance in comparison to fine-

Model # Parameters F1 Precision Recall Accuracy

Random (uniform) – 0.5071 0.5151 0.5162 0.5147

Random (biased) – 0.5021 0.5023 0.5023 0.5295

DistilBERT-base-uncased 66M 0.8559 0.8489 0.8520 0.8620

BERT-large-uncased 340M 0.8833 0.8737 0.8818 0.8773

RoBERTa-large 354M 0.8897 0.8762 0.8871 0.8807

Flan T5-xl (Ins + n = 16) 3B 0.8192 0.8153 0.8254 0.8278

Mixtral-Ins (zero-shot) 8x7B 0.8642 0.8596 0.8613 0.8742

Mixtral-Ins (Ins + n = 16) 8x7B 0.8941 0.8838 0.8916 0.8893

Table 3: Classification performance of models trained
to detect hateful speech. The values are averages of 5
experimental runs with different random seeds.

tuned RoBERTa, with an F1 score of 0.62, indicat-
ing that a limited examples may not be enough to
model the variability and subjectivity of violence-
provoking speech. Next, we perform an error anal-
ysis to understand the underlying challenges.
Error Analysis of the Violence-Provoking
Speech Classifier: We aim to discern the lim-
ited capabilities of the above classifiers to de-
tect violence-provoking content. First, we note
that the negative examples include hateful but
not violence-provoking content, and counter- and
neutral speech. While the model can distinguish
violence-provoking content from counter- and neu-
tral speech, it struggles to distinguish hateful but
not violence-provoking content from violence-
provoking content. This is primarily because
violence-provoking speech is a subset of hateful
speech that involves more nuanced expressions.3

Violence-provoking and Not-violence-provoking ex-
amples demonstrate statistical similarities: Our
experiments indicate that hateful but not violence-
provoking (n = 173) and violence-provoking
(n = 246) speech demonstrate statistically in-
distinguishable sentiment scores (quantified using
VADER (Hutto and Gilbert, 2014)), positive or
negative emotions (quantified using ‘posemo’ and
‘negemo’ categories in LIWC (Tausczik and Pen-
nebaker, 2010)), and swear words (quantified using
‘swear’ category). The p-values computed using a
two-sample t-test with equal variances assumption
were > 0.05 in all the cases.
Lack of BERT-based models to effectively encode

3An alternative formulation for detecting violence-
provoking speech could have been a 3-way categoriza-
tion of content into ‘violence-provoking’, ‘hateful’, and
‘other’ categories. However, we found that this formulation
also leads to limited distinguishability between hateful and
violence-provoking categories (macro F1 score of 0.63 with
a RoBERTa-large classifier), with the majority of miscatego-
rizations being among the two harmful categories.
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Model # Parameters F1 Precision Recall Accuracy

Random (uniform) – 0.4302 0.5025 0.5059 0.5307

Random (biased) – 0.4745 0.4723 0.4775 0.8032

DistilBERT-base-uncased 66M 0.6772 0.6843 0.6790 0.8576

BERT-large-uncased 340M 0.6845 0.6912 0.6897 0.8603

RoBERTa-large 354M 0.6975 0.7007 0.6991 0.8689

Flan T5-xl (Ins + n = 16) 3B 0.5214 0.5317 0.5249 0.6556

Mixtral-Ins (zero-shot) 8x7B 0.5722 0.5612 0.5652 0.7104

Mixtral-Ins (Ins + n = 16) 8x7B 0.6213 0.5965 0.6241 0.7743

Table 4: Classification performance of models trained
to detect violence-provoking speech. The values are
averages of 5 runs with different random seeds.

compositionality: Due to the lack of statistical dif-
ferences in occurrence-based identifiers, effective
modeling of the compositionality in language be-
comes crucial. However, it has been demonstrated
that pre-trained language models like RoBERTa
and BERT struggle with compositional semantics
(for instance, negation and Semantic Role Label-
ing) (Staliūnaitė and Iacobacci, 2020). We illustrate
this using concrete examples in Appendix A.2.

Our work highlights the challenges in detect-
ing violence-provoking speech and the need for
stronger language modeling capabilities beyond
fine-tuned pre-trained language models or employ-
ing LLMs that learn with few examples.

8 Discussion and Conclusion

We developed a comprehensive codebook to enable
the conceptual identification of violence-provoking
speech and distinguish it from more subjective hate-
ful speech (RQ1). We then used the codebook to ob-
tain annotations from Asian community members.
The high inter-annotator agreement scores demon-
strate the effectiveness of our codebook and the
quality of the collected data. We then used the an-
notated data to train classifiers that can be used for
detecting hateful and violence-provoking speech.
We highlighted the lacking capabilities of NLP
classifiers in effectively distinguishing violence-
provoking speech from hateful speech and con-
ducted error analysis to aid future research (RQ2).
Implications: We believe that the findings from
our study can enable informed decision-making by
different stakeholders: (a) policy-makers who are
responsible for regulating harmful speech, includ-
ing both hateful speech and violence-provoking
speech, (b) practitioners who are responsible for
algorithmic accountability of online platforms, and
(c) the targeted Asian community members. Our
work hints at the need for a tiered penalty system

on online platforms that may allow for more nu-
anced and proportionate responses to varying types
of harmful content, enhancing algorithmic account-
ability. Tiered penalties are also more fair as they
align penalties with the severity of the offense,
thereby offering a balanced deterrent that could
encourage more thoughtful online interaction. Fur-
thermore, our study underscores the importance of
tailored, trauma-informed interventions (Han et al.,
2021) to support targeted communities as there is a
need to create more holistic and humane approach
to protecting targeted communities.

9 Limitations & broader perspective

Limitations and future work: It is important to
be clear about the limitations of this study. Our
study focuses on Twitter posts explicitly mention-
ing anti-Asian keywords in the context of COVID-
19. To avoid moderation penalties, users often refer
to the targeted communities as ‘they’ or ‘them,’
which would have been skipped in our study. How-
ever, considering such posts requires additional
data curation efforts and may lead to more noise
in the samples and a lower density of violence-
provoking posts. In future work, we will conduct a
user-profile level analysis to uncover the individual-
level traits and content exposure that may trigger
violence-provoking expressions. We also intend to
leverage the developed codebook and community-
crowdsourced dataset to develop more effective
approaches to detect violence-provoking speech.

Dataset and resources: The data collection and an-
notation for this study have been approved by the
Institutional Review Board (IRB) at the researchers’
institution. The annotators were informed about the
potentially hateful and violence-provoking nature
of the content, targeting individuals from the same
ethnicity (i.e., Asians), and had the agency to dis-
continue participation at any point. We anonymized
all data, replaced all user mentions with ‘@user’,
and rephrased all examples in the paper to avoid
traceability. The data was stored on IRB-approved
devices. The resources developed in this study
are available at https://claws-lab.github.io/
violence-provoking-speech/. The existing re-
sources (models, data, and software) we used are
publicly available for research, and we abide by
their terms of use.

Broader social impact: The limitation of machine
learning models in accurately distinguishing be-
tween violence-provoking and hateful speech could
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lead to false positives, unfairly penalizing benign
users, if not used responsibly. Moreover, we con-
demn any reinforcement of harmful stereotypes or
prejudices against the Asian community that could
be inadvertently caused by the presented examples
of Twitter posts. Some of the authors of this work
identify as Asians, which enabled us to contextu-
alize our findings and discussions with their lived
experiences. Some of the content included in the
paper could be offensive, especially to readers of
Asian descent, for which the authors suggest cau-
tion to the readers.

10 Acknowledgements

This research/material is based upon work sup-
ported in part by NSF grants CNS-2154118, ITE-
2137724, ITE-2230692, CNS2239879, Defense
Advanced Research Projects Agency (DARPA) un-
der Agreement No. HR00112290102 (subcontract
No. PO70745), CDC, and funding from Microsoft
and the American Foundation for Suicide Preven-
tion (AFSP). Any opinions, findings, and conclu-
sions or recommendations expressed in this mate-
rial are those of the author(s) and do not necessarily
reflect the position or policy of DARPA, DoD, SRI
International, CDC, NSF, NIH, AFSP, and no of-
ficial endorsement should be inferred. Gaurav is
partially supported by the JP Morgan AI Research
PhD Fellowship and the Snap Research Fellowship.
We are thankful to Kefai (KeKe) Debebe (CDC)
and Daniel A. Bowen (CDC) for their continuous
feedback on this work. We are also grateful to Dr.
Morgan Clark (ADL) for their support and feed-
back while developing the codebook.

References
Susan Benesch. 2012. Dangerous speech: A proposal to

prevent group violence. Dangerous Speech Project.

Susan Benesch, Cathy Buerger, Tonei Glavinic, Sean
Manion, and Dan Bateyko. 2021. Dangerous Speech:
A Practical Guide. Accessed: 2023-09-12.

Antoine Buyse. 2014. Words of violence:" fear speech,"
or how violent conflict escalation relates to the free-
dom of expression. Hum. Rts. Q., 36:779.

Hyung Won Chung, Le Hou, Shayne Longpre, Barret
Zoph, Yi Tay, William Fedus, Yunxuan Li, Xuezhi
Wang, Mostafa Dehghani, Siddhartha Brahma, et al.
2022. Scaling instruction-finetuned language models.
arXiv preprint arXiv:2210.11416.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep

bidirectional transformers for language understand-
ing. arXiv:1810.04805.

Rebecca Dredge, John Gleeson, and Xochitl De la
Piedad Garcia. 2014. Cyberbullying in social net-
working sites: An adolescent victim’s perspective.
Computers in human behavior, 36:13–20.

Mai ElSherief, Caleb Ziems, David Muchlinski, Vaish-
navi Anupindi, Jordyn Seybolt, Munmun De Choud-
hury, and Diyi Yang. 2021. Latent hatred: A bench-
mark for understanding implicit hate speech. In Pro-
ceedings of the 2021 Conference on Empirical Meth-
ods in Natural Language Processing, pages 345–363,
Online and Punta Cana, Dominican Republic. Asso-
ciation for Computational Linguistics.

Christian Ezeibe. 2021. Hate speech and election vio-
lence in nigeria. Journal of Asian and African Stud-
ies, 56(4):919–935.

Hae-Ra Han, Hailey N Miller, Manka Nkimbeng,
Chakra Budhathoki, Tanya Mikhael, Emerald Rivers,
Ja’Lynn Gray, Kristen Trimble, Sotera Chow, and
Patty Wilson. 2021. Trauma informed interventions:
A systematic review. PloS one, 16(6):e0252747.

Bing He, Caleb Ziems, Sandeep Soni, Naren Ramakrish-
nan, Diyi Yang, and Srijan Kumar. 2021. Racism is
a virus: Anti-asian hate and counterspeech in social
media during the covid-19 crisis. In ASONAM 2021,
pages 90–94.

Pengcheng He, Xiaodong Liu, Jianfeng Gao, and
Weizhu Chen. 2020. Deberta: Decoding-enhanced
bert with disentangled attention. arXiv:2006.03654.

Clayton Hutto and Eric Gilbert. 2014. Vader: A parsi-
monious rule-based model for sentiment analysis of
social media text. In AAAI ICWSM, volume 8, pages
216–225.

Albert Q Jiang, Alexandre Sablayrolles, Antoine
Roux, Arthur Mensch, Blanche Savary, Chris Bam-
ford, Devendra Singh Chaplot, Diego de las Casas,
Emma Bou Hanna, Florian Bressand, et al. 2024.
Mixtral of experts. arXiv preprint arXiv:2401.04088.

Seunghyun Kim, Afsaneh Razi, Gianluca Stringhini,
Pamela J Wisniewski, and Munmun De Choudhury.
2021. You don’t know how i feel: Insider-outsider
perspective gaps in cyberbullying risk detection. In
AAAI ICWSM, volume 15, pages 290–302.

Diederik P Kingma and Jimmy Ba. 2014.
Adam: A method for stochastic optimization.
arXiv:1412.6980.

Nelson F Liu, Ananya Kumar, Percy Liang, and Robin
Jia. 2022. Are sample-efficient nlp models more
robust? arXiv:2210.06456.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv:1907.11692.

12681

https://dangerousspeech.org/guide/
https://dangerousspeech.org/guide/
https://doi.org/10.18653/v1/2021.emnlp-main.29
https://doi.org/10.18653/v1/2021.emnlp-main.29


Daniel Matter, Miriam Schirmer, Nir Grinberg, and Jür-
gen Pfeffer. 2024. Close to human-level agreement:
Tracing journeys of violent speech in incel posts
with gpt-4-enhanced annotations. arXiv preprint
arXiv:2401.02001.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013. Efficient estimation of word representa-
tions in vector space. arXiv:1301.3781.

Maximilian Mozes, Jessica Hoffmann, Katrin Tomanek,
Muhamed Kouate, Nithum Thain, Ann Yuan, Tolga
Bolukbasi, and Lucas Dixon. 2023. Towards agile
text classifiers for everyone. arXiv:2302.06541.

NBC. 2022. Anti-Asian hate crimes increased 339 per-
cent nationwide last year, report says. Accessed:
2023-09-12.

NYT. 2021a. Asian-Americans were targeted in nearly
3,800 hate incidents in the past year. Accessed: 2023-
09-12.

NYT. 2021b. Selling Anti-Asian Violence: Who is
being attacked where. Accessed: 2023-09-12.

Koustuv Saha, Sang Chan Kim, Manikanta D Reddy,
Albert J Carter, Eva Sharma, Oliver L Haimson, and
Munmun De Choudhury. 2019. The language of
lgbtq+ minority stress experiences on social media.
CSCW.

Punyajoy Saha, Kiran Garimella, Narla Komal Kalyan,
Saurabh Kumar Pandey, Pauras Mangesh Meher,
Binny Mathew, and Animesh Mukherjee. 2023. On
the rise of fear speech in online social media. PNAS,
120(11):e2212270120.

Punyajoy Saha, Binny Mathew, Kiran Garimella, and
Animesh Mukherjee. 2021. “short is the road that
leads from fear to hate”: Fear speech in indian what-
sapp groups. In WebConf 2021, pages 1110–1121.

Victor Sanh, Lysandre Debut, Julien Chaumond, and
Thomas Wolf. 2019. Distilbert, a distilled ver-
sion of bert: smaller, faster, cheaper and lighter.
arXiv:1910.01108.

Morgan Klaus Scheuerman, Jialun Aaron Jiang, Casey
Fiesler, and Jed R Brubaker. 2021. A framework of
severity for harmful content online. CSCW.

Timo Schick and Hinrich Schütze. 2021. Exploiting
cloze-questions for few-shot text classification and
natural language inference. In EACL 2021, pages
255–269.
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A Appendix

A.1 Insruction for Mixtral-Ins and
Flan-T5-XL

We use the format depicted in the subsequent para-
graphs for specifying the instructions and providing
few-shot examples to the large language models.

Hateful speech detection: We use the def-
inition used by United Nations to guide the
LLMs to detect hatespeech. The definition
is available here: https://www.un.org/en/
hate-speech/understanding-hate-speech/
what-is-hate-speech.

Violence-provoking speech detection: We use the
definition based on our developed codebook, which
is inspired by the work of Benesch et al. (2021)
and operationalized in the context of anti-Asian
Twitter posts during COVID-19; see Table 5 for the
detailed codebook.

A.2 Role of modeling compositionality in
language for violence-provoking speech
detection

We demonstrate using qualitative examples how
BERT-based models struggle to detect violence-
provoking speech, possibly, due to their lacking
abilities to model compositionality in language.
Consider the following examples: “these fuck-
ing chinks brutally eat dogs and all nasty ani-
mals that’s why squint all the time” is labeled as
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violence-provoking because it portrays the commu-
nity as cruel, repulsive, and uncivilized but is in-
correctly predicted to be ‘not violence-provoking’.
However, “i hate fucking chinks they are just dis-
gusting and don’t see without squinting” is labeled
as hateful but incorrectly predicted to be ‘violence-
provoking’. Similarly, “they steal our jobs, make
the economy suffer, spread diseases, and we wel-
come them with open hands. these chinks need to
pay” (violence-provoking) and “the virus has trig-
gered an economic downturn, millions killed and so
many jobs lost. we should have closed our borders
to stop the chinks in time” (not violence-provoking)
are similar at a superficial level but convey different
meanings that materialize due to the compositional-
ity in language – however, they both are predicted
to be ‘violence-provoking’ by the classifier.

You are an AI assistant that helps identify
hateful speech targeting Asian community
members.

Use the following guidelines to iden-
tify whether a given Twitter post is hateful.

Hate speech is defined as attacks or
use of pejorative or discriminatory language
with reference to a person or a group on
the basis of who they are, in other words,
based on their religion, ethnicity, nationality,
race, colour, descent, gender or other identity
factor. Consider the following examples:

Tweet: <example 1>
Label: <label 1>
...
Tweet: <example N>
Label: <label N>

Only respond using the following strings:
‘not hateful’ or ‘hateful’. Do NOT respond
with anything else.

Tweet: <current example to label>
Label:

You are an AI assistant that helps identify
violence-provoking speech targeting Asian
community members.

Use the following guidelines to identify
whether a given Twitter post is violence-
provoking.

Violence-provoking speech is defined
as community-targeting speech that could
lead to violence against the community
member(s). It could either be explicit or
implicit. Implicit forms of such speech
indirectly provokes violence using elements
like dehumanization, guilt attribution, threat
construction, virtuetalk, and constructing
future-bias against the community mem-
ber(s). Violence-provoking speech targets
the member(s) of the general public and not
political entities, countries, or inanimate
objects. Consider the following examples:

Tweet: <example 1>
Label: <label 1>
...
Tweet: <example N>
Label: <label N>

Only respond using the following strings:
‘not violence-provoking’ or ‘violence-
provoking’. Do NOT respond with anything
else.

Tweet: <current example to label>
Label:
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Concept Sub-concept Identifiers Definition

Community-targeting
violence-provoking speech
could lead to violence
against the community

Direct violence-
provoking

Explicit mention of
violence

Directly mention attacking the members of the targeted community and causing them
physical harm

Indirect
violence-
provoking

Dehumanization Dehumanization is the description of other people (in this case, Asians) as something other
than human or less than human. This can involve likening them to bacteria, insects, or other
repulsive or unwanted creatures

Guilt Attribution Victims are often deemed guilty as a group, deserving collective punishment for the specific
crimes of some of their “members.”

Threat construction ... asserts that the in-group faces serious and often mortal threats from the victims to-be,
which makes violence seem defensive, and therefore proper and necessary

Prediction of Vio-
lence

Violence is presented as inevitable and necessary as a way to protect the in-group from
harm or annihilation

Virtuetalk The valorization of violence by associating it with a range of praiseworthy characteristics,
and the parallel denigration of resistance or non-participation as indicating a lack of proper
character traits, a deplorable “weakness,” or a range of other deficiencies.

Future-bias The confident anticipation of future goods that will be accrued through violence, and which
are so extensive and so enduring in a relatively certain future that they easily outweigh the
moral costs of victims’ deaths in the here and now.

Targets member(s) of the gen-
eral public and not political en-
tities, organizations, countries,
or inanimate objects

The speech targets one or many members of the public that belong to Asian communities
and not political entities, political personalities, countries, organizations, or inanimate
objects like (applications, products, food items, etc.).

Speech is aimed to harm and
does not (i) counter violence-
provoking speech, (ii) share
lived or witnessed experiences,
and (iii) comprise news articles
or reports of attacks

The speech is intended to direct harm toward the Asian communities and does not mention
narratives that include violence-provoking speech as a means to bring attention to them.
This would exclude sharing lived or witnessed experiences and new articles that report
incidents

Table 5: Codebook for anti-Asian violence-provoking speech with definitions of underlying concepts and
identifiers. We consider aspects related to both implicit and explicit forms of violence-provoking speech against
Asian community members.

Set Keywords
COVID-19 ‘coronavirus’, ‘covid 19’, ‘covid-19’, ‘covid19’, ‘corona virus’, ‘virus’

Anti-Asian ‘chink’, ‘chinky’, ‘chonky’, ‘churka’, ‘cina’, ‘cokin’, ‘coolie’, ‘dink’, ‘niakoue’,
‘pastel de flango’, ‘slant’, ‘slant eye’, ‘slopehead’, ‘slope head’, ‘ting tong’, ‘yokel’,
‘pasteldeflango’, ‘slanteye’, ‘slitty’, ‘squinty’, ‘kungflu’, ‘gooks’, ‘churka’, ‘wuflu’,
‘antichinazi’, ‘slanty’, ‘kungfuflu’, ‘squint’, ‘gook’, ‘slanted’, ‘niakouee’, ‘chinks’

Table 6: Final set of keywords used for Twitter data collection. The original keywords are shown in black, and the
expanded ones are in blue.

Set Keywords
Initial ‘to eat’, ‘to wash’, ‘cockroaches’, ‘microbes’, ‘parasites’, ‘yellow ants’, ‘logs’, ‘enemy morale’, ‘devils’, ‘satan’,

‘demons’, ‘weak’, ‘fanatic’, ‘mercy’, ‘savage’

Expanded ‘cut’, ‘sterilize’, ‘exorcise’, ‘purify’, ‘rein’, ‘feeble’, ‘peel’, ‘undermine’, ‘chew’, ‘bigot’, ‘weaken’, ‘termites’,
‘soak’, ‘germs’, ‘use’, ‘rough’, ‘viruses’, ‘resist’, ‘satan’, ‘cockroaches’, ‘launder’, ‘mercy’, ‘eradicate’, ‘defeat’,
‘demons’, ‘fanatic’, ‘brutal’, ‘parasites’, ‘ticks’, ‘exterminate’, ‘squash’, ‘bugs’, ‘stumps’, ‘the prince of darkness’,
‘vicious’, ‘vanquish’, ‘evil spirits’, ‘fire ants’, ‘chop’, ‘yellow ants’, ‘hellions’, ‘tapeworms’, ‘ogres’, ‘fortify’,
‘frail’, ‘the serpent’, ‘intolerant’, ‘pity’, ‘puritan’, ‘roaches’, ‘spunk’, ‘savor’, ‘delicate’, ‘ferocious’, ‘esprit de
corps’, ‘monomaniac’, ‘devils’, ‘guts’, ‘pests’, ‘clemency’, ‘destabilize’, ‘kill’, ‘lice’, ‘helminths’, ‘vulnerable’,
‘ants’, ‘feast’, ‘savage’, ‘expel’, ‘primitive’, ‘gobble’, ‘fleas’, ‘beetles’, ‘to eat’, ‘consume’, ‘vermin’, ‘nibble’,
‘beasts’, ‘charity’, ‘mycoplasmas’, ‘rid’, ‘dissolve’, ‘leeches’, ‘creatures’, ‘zealot’, ‘antennae’, ‘erode’, ‘enemy
morale’, ‘nematodes’, ‘microbes’, ‘destroy’, ‘fierce’, ‘defenseless’, ‘uncivilized’, ‘fundamentalist’, ‘extremist’,
‘gorge’, ‘diminish’, ‘leniency’, ‘powerless’, ‘purge’, ‘yeast’, ‘untamed’, ‘to wash’, ‘monsters’, ‘eliminate’, ‘rinse’,
‘spiders’, ‘mites’, ‘fiends’, ‘incapacitated’, ‘infirm’, ‘dispose’, ‘protozoa’, ‘devour’, ‘bark’, ‘fungi’, ‘wild’, ‘beef’,
‘stiffen’, ‘weak’, ‘impotent’, ‘forgiveness’, ‘banish’, ‘fragile’, ‘insects’, ‘virions’, ‘timbers’, ‘lucifer’, ‘barbaric’,
‘outwit’, ‘lower’, ‘pathogens’, ‘remove’, ‘reduce’, ‘bacteria’, ‘grace’, ‘devil’, ‘evil’, ‘adversary‘, ‘demon’

Table 7: Initial and expanded keywords used to find Twitter posts with a high concentration of violence-provoking
expressions.
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