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Abstract

Warning: This paper contains content that may
be upsetting or offensive to some readers.

A dog whistle is a form of coded communica-
tion that carries a secondary meaning to spe-
cific audiences and is often weaponized for
racial and socioeconomic discrimination. Dog
whistling historically originated from United
States politics, but in recent years has taken
root in social media as a means of evading
hate speech detection systems and maintaining
plausible deniability. In this paper, we present
an approach for word-sense disambiguation of
dog whistles from standard speech using Large
Language Models (LLMs), and leverage this
technique to create a dataset of 16,550 high-
confidence coded examples of dog whistles
used in formal and informal communication.
Silent Signals1 is the largest dataset of disam-
biguated dog whistle usage, created for appli-
cations in hate speech detection, neology, and
political science.

1 Introduction

“Ronald Reagan liked to tell stories of
Cadillac-driving ’welfare queens’ and
’strapping young bucks’ buying T-bone
steaks with food stamps. In flogging
these tales about the perils of welfare
run amok, Reagan always denied any
racism and emphasized he never men-
tioned race.”

— Ian Haney-Lopez (2014)

Dog whistles are coded language which, though
seemingly innocuous to the general public, can
communicate a covert harmful meaning to a spe-
cific in-group (Henderson and McCready, 2018a).
Though this coded language appears in all kinds

1huggingface.co/datasets/SALT-NLP/silent_
signals

The Nuances of Dog Whistles

“Why do you type like this? 
It’s just oozing soy?”

A select in-group will 
recognize that the speaker 
used soy with the coded 

meaning: implying 
something or someone is 
liberal, therefore weak and 

effeminate.

The general public may 
sense that the word soy is 
used strangely, but will be 

unaware of the coded 
meaning of the word in this 

context.

Figure 1: This figure demonstrates the nuances of dog
whistle detection as a word can be used in a coded or
non-coded sense. All illustrations were created using
Adobe Firefly.

of speech, the idea of the ‘dog whistle’ histori-
cally originates in politics (Albertson, 2014; Haney-
López, 2014). In the United States, political dog
whistles gained popularity in the Civil Rights Era
following the landmark Brown vs. Board of Ed-
ucation Supreme Court decision, as overt racism
became less acceptable and politicians turned to
coded language to maintain racial animus in polit-
ical discussions while maintaining plausible deni-
ability (Saul, 2044). Dog whistle use has fluctu-
ated in the last six decades, but their use remains
a consistent signal of a speaker’s underlying preju-
dices, whether in the domain of American politics
or otherwise. Their use has been shown to success-
fully provoke the underlying prejudice of target
audiences, and wield racial anxiety to steer public
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opinion and policy (Drakulich et al., 2020; Wetts
and Willer, 2019).

Improved understanding of dog whistles has ap-
plications in content moderation, computational
social science, and political science. detecting and
explaining coded discriminatory speech is a chal-
lenging task for NLP systems, as dog whistles fa-
mously evade toxicity and hate speech detection
(Magu et al., 2017; Magu and Luo, 2018; Mendel-
sohn et al., 2023). This is because many dog whis-
tle terms have standard vernacular meanings. Con-
sider the example in Figure 1 on the word “soy,"
which in most contexts refers to a soybean product,
but can also serve as a dog whistle to denigrate lib-
eral or establishment Republican men for perceived
feminine attributes, as in “That guy has soy face.”
To study this language, prior work has focused on
taxonomically organizing and archiving dog whis-
tles with representative examples (Torices, 2021;
Mendelsohn et al., 2023; Ryskina et al., 2020; Zhu
and Jurgens, 2021). However, dog whistles can
also evolve over time in order to remain covert, a
process which has only become more rapid in the
age of the internet (Dor, 2004; Merchant, 2001).

This work presents a large dataset to track ex-
amples of dog whistles in their various forms, and
help train language models to do the same. This
resource can be used to (1) study how dog whistles
emerge and evolve (Saul, 2044; Weimann and Am,
2020), (2) uncover ways to predict new dog whis-
tle terms from knowledge of old ones, (3) study
the prevalence of dog whistles in natural settings,
and (4) improve hate speech and toxicity detection
systems. As a preliminary step, this work employs
LLMs for dog whistle word-sense disambiguation—
a new task. We then apply these architectures to
create Silent Signals, which is the largest dataset
of coded dog whistle examples. It contains for-
mal dog whistles from 1900-2023 Congressional
records, and informal dog whistles from Reddit
between 2008-2023. Silent Signals also contains
vital contextual information for reliably decoding
their hidden meanings and enabling future study
of how Dog Whistles are used in discourse. Our
contributions include:

• The Silent Signals dataset of 16,550 dog whis-
tle examples.

• A novel task and verified method for dog whis-
tle word-sense disambiguation.

• Experiments with GPT-3.5, GPT-4, Mixtral
and Gemini on dog whistle detection.

• The Potential Dog Whistle Instance dataset
with over 7 million records from informal and
formal communication that contain dog whis-
tle key words, and can be used for further
scaling Silent Signals.

2 Related Work

Hate Speech Prior work categorizes abusive lan-
guage with two dimensions: target specificity (di-
rected or generalized) and explicitness (explicit or
implicit) (Waseem et al., 2017). In addition to de-
tecting of explicit language (Davidson et al., 2017;
Nobata et al., 2016), recent work also labels, de-
tects, and explains the latent meaning behind im-
plicitly abusive language (ElSherief et al., 2021;
Hartvigsen et al., 2022; Breitfeller et al., 2019; Sap
et al., 2020; Zhou et al., 2023), but these works do
not primarily focus on dog whistles at scale.

Dog Whistles Though there is limited prior NLP
research on dog whistles, prior work in linguis-
tics has explored the semantics and pragmatics of
dog whistles (Saul, 2044; Torices, 2021; Quaranto,
2022; Perry, 2023), and applied agent-based mod-
els to the study of the evolution of dog whistle
communication (Henderson and McCready, 2018a,
2020). Mendelsohn et al. (2023) produced a glos-
sary of over 300 dog whistles used in both the
formal and informal settings, and conducted a pre-
liminary survey of the abilities of GPT-3 in the task
of dog whistle definition. We extend upon this ini-
tial exploration by breaking down Automatic Dog
Whistle Resolution into sub-tasks of varying com-
plexity, and evaluating LLMs that have been shown
to preform well on content moderation tasks (Jiang
et al., 2024; Buscemi and Proverbio, 2024). The
Allen AI Glossary of Dog Whistles (Mendelsohn
et al., 2023) is also instrumental in the creation of
the Silent Signals dataset presented in this work.
Additionally, it is important to note that Dog whis-
tle research in NLP is not limited to American or
English-speaking contexts, but extends to coded
language in Chinese (Xu et al., 2021) and Swedish
(Hertzberg et al., 2022) communication as well.

Political Science Implications After the Jim
Crow era, once explicitly racist commentary was no
longer tolerated (Mendelberg, 2001; Lasch, 2016),
dog whistles became part of the GOP’s “South-
ern Strategy” to maintain racial animus in politics
without attracting public ridicule. Although its use
dates back to the early 20th century, it is still a very
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prominent part of American politics (Drakulich
et al., 2020). It is a means of political manipulation
that encourages people to act on existing biases
and vote for policies against their own interests
(Wetts and Willer, 2019; Saul, 2044). Prior work
has also highlighted that the communication of dif-
ferent messages to different groups makes inferring
policy mandates once a candidate assumes office
incredibly problematic (Goodin and Saward, 2005).
To this end, longitudinal dog whistle datasets could
facilitate the study of political parties’ co-evolution
with political, social, and economical events, and
improved dog whistle detection could deter ongo-
ing adverse political manipulation.

Word Sense Disambiguation Modern Word
Sense Disambiguation (WSD) systems can out-
perform humans (Maru et al., 2022; Bevilacqua
and Navigli, 2020; Barba et al., 2021a; Conia and
Navigli, 2021; Kohli, 2021). WSD tasks are typi-
cally treated as multi-label classification problems
for resolving the semantic interpretation of target
words in context (Bevilacqua et al., 2021; Barba
et al., 2021b). A large body of research has fo-
cused on designing systems in supervised settings,
leveraging pre-trained language models as founda-
tional frameworks (Maru et al., 2022; Barba et al.,
2021a; Scarlini et al., 2020; Blevins and Zettle-
moyer, 2020). Notably, recent work has explored
the use of LLMs for WSD, with findings pointing to
strong performance on benchmark evaluations, but
still short of levels attained by state-of-the-art mod-
els (Kocoń et al., 2023). The detection of pejorative
or abusive uses of taboo lexemes has been framed
as a WSD task (Dinu et al., 2021; Pamungkas et al.,
2020, 2023), but in these cases, the taboos were
overt, and these prior works did not evaluate LLMs.
Our study extends the evaluation of LLMs for WSD
to contexts where word senses can be deliberately
obfuscated or coded.

3 Methods

3.1 Initial Data Collection
To explore dog whistle disambiguation in both
formal and informal settings, we pull public data
from both Reddit and United States Congressional
records. We collected Reddit comments from 2005-
2022 in 45 controversial subreddits via the PRAW
API and Pushshift archives (Baumgartner et al.,
2020). In addition to the Stanford Congressional
Records dataset (Gentzkow et al., 2018), we use the
@unitedstatesproject parser (Judd et al., 2017)

Prompt Design for LLM Experiments

Automatic Dog Whistle Resolution

You are a helpful assistant participating in a content 
moderation task of dog whistle detection.

A dog whistle is { definition of dog whistles}. 
Does the following sentence contain a dog whistle? 
If it does, please identify the dog whistle.

{ sentence }

Please structure your response as a JSON object, 
where { structure instructions }.

Dog Whistle Disambiguation

You are a helpful assistant participating in a content 
moderation task of dog whistle detection.

A dog whistle is { definition of dog whistles}. The 
coded meaning of { dog whistle D } is: { definition 
of D }. Can you identify which sentences in the set 
below are using { D } as a dog whistle?

[ { sentence 1 },
  { sentence 2 },
  …
  { sentence 10 } ]

Please structure your response as a JSON object, 
where { structure instructions }.

__ – systems message*            __ – output structure request

Decoding Dog Whistle Definitions

You are an objective political scientist aiming to 
discern the meaning and targeted group of various 
dog whistles.

A dog whistle is { definition of dog whistles}. The 
following examples all contain the use of the dog 
whistle { D }. 

[ { sentence 1 },
  { sentence 2 },
  …
  { sentence 10 } ]

What is the coded meaning of the dog whistle { D }? 
What group of people is being covertly or negatively 
referenced through the coded use of this dog 
whistle?

Figure 2: Visual representation of the different prompt
structures used in Automatic Dog Whistle Resolution
(Section 4.1) and Word-Sense Disambiguation (Section
4.3) experiments.

to compile congressional speeches from January
1900 to September 2023. For more details on data
collection see Appendix A.

3.2 The Potential Instance Dataset
The Allen AI Glossary of Dogwhistles (Mendel-
sohn et al., 2023) provides a list of 340 dog whis-
tles with surface forms and examples to seed our
keyword search for dog whistles iin the data we col-
lected from Reddit and Congressional Records. We
check for the presence of over 1000 surface forms
to identify potential “instances" of dog while use.
Congressional entries which contain a keyword
match are reduced to three sentence long excerpts.
When a match is found in Reddit content, the entire
submission or comment is retained. Each piece of
content is annotated with the first key word found,
so there may be more than one dog whistle present
in one piece of text.

The resulting Potential Instance dataset spans
approximately 6 million instances from Reddit
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Dataset Description Size
Informal Formal

Potential Instance Dataset Produced via keyword search for dog whistle terms on data
collected from Congressional records and Reddit. Used as
input data for the creation of Silent Signals.

6,026,910 1,088,130

Synthetic-Detection Manually annotated dataset of dog whistles examples from
the Potential Instance Dataset used for Dog Whistle Resolu-
tion. 50/50 split on positive and negative examples.

50 50

Synthetic-Disambiguation Manually annotated dataset where positive and negative ex-
amples are grouped by the dog whistle term they contain.
Includes 13 distinct dog whistles. Designed specifically for
evaluation on the Dog Whistle Disambiguation task.

74 50

Silent Signals Dataset Novel dataset of coded dog whistle examples created by ap-
plying the Dog Whistle Disambiguation task on the Potential
Instance Dataset.

13,220 3,330

Table 1: Overview of the datasets used across experiments.

comments, 1.1 million instances from Congres-
sional records, and 327 distinct dog whistle. En-
tries in this dataset may be using the matched dog
whistle phrase innocuously or with a coded mean-
ing. At this step in the process, there is no way to
separate the two cases.

3.3 Synthetic Datasets for Evaluation

We build two synthetic datasets that are manually
annotated for evaluation. The first, Synthetic-
Detection contains 50 positive examples of single-
word dog whistle terms from Mendelsohn et al.
(2023)’s glossary, and 50 negative examples from
Reddit and Congressional content, half of which
contain an innocuous use of a dog whistle keyword,
and the other half contain no keyword.

The second dataset, Synthetic-Disambiguation,
contains 124 examples from Reddit and Congres-
sional records which were manually annotated for
evaluation. The dataset includes 13 distinct dog
whistles, each with a corresponding set of 9-10
examples of this word used in discourse (with the
exception of “jogger” which was added later with
only 4 instances). These sets contain both coded
and non-coded examples. This data was uniquely
structured for the contrastive word-sense disam-
biguation task, where the model is provided a dog
whistle, the definition of its coded meaning, and a
set of ten sentences that contain that word or term.
It is then prompted to separate sentences that use
that word with the coded meaning from those that
don’t. A breakdown of the datasets used in this
study can be found in Table 1.

All data was manually annotated by two mem-
bers of our team with experience in this domain.
The annotation was done individually, and only

samples with agreement from both annotators were
selected. Less than 5 samples were discarded due
to disagreement.

4 LLM Experiments

4.1 Automatic Dog Whistle Detection

If LLMs can reliably detect and explain political
dog whistles with minimal annotation or engineer-
ing efforts, this would have significant implications
for online moderation and computational social
science, as this subtle form of hate speech detec-
tion could be at least partially automated at scale
(Ziems et al., 2024). If LLMs match or outper-
form non-expert crowdworkers, then annotation
resources could be shifted towards more efficient
co-annotation between LLMs and experts (Li et al.,
2023). To test this, we evaluate four different mod-
els on the Synthetic-Detection dataset in a zero or
few-shot manner. Each model was provided with
the definition of a political dog whistle and a candi-
date sentence, and was expected to predict whether
the sentence included a dog whistle. If present, the
model should then identify the span of text that
contained the dog whistle and correctly define it.

Candidate models include GPT-3.5 (Brown et al.,
2020), GPT-4 (Achiam et al., 2023), Gemini
(Google et al., 2023), and Mixtral (Jiang et al.,
2024), as these have demonstrated strong perfor-
mance on content moderation tasks (Jiang et al.,
2024; Buscemi and Proverbio, 2024). When
prompt engineering on GPT-3.5, we considered
5 different construct definitions and 3 additional
phrasings of the prompt. We observed wide varia-
tion in performance, as in Mendelsohn et al. (2023),
but found that the Wikipedia definition of dog whis-
tle and the following prompt was optimal: “Does
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Zero-shot Few-shot
Human GPT-3.5 GPT-4 Mixtral Gemini GPT-3.5 GPT-4 Mixtral Gemini

Presence
"is a dog whistle

present?"

Acc 66.8 80.0 85.0 68.0 81.0 76.0 86.6 81.0 86.7

F1 64.8 83.1 85.7 61.9 80.0 76.0 87.4 80.0 88.3

Identification
"identify the dog

whistle."

Acc 49.0 58.0 59.8 59.0 69.7 65.7 71.1 69.0 75.5

F1 33.6 56.3 48.0 45.3 61.5 61.4 68.2 62.7 76.0

Definition
"define the dog

whistle"

Acc 47.3 52.0 54.6 58.0 66.7 60.6 67.0 67.0 73.5

F1 29.7 46.7 37.1 43.2 56.0 53.0 61.9 59.3 73.5

Table 2: Metric scores on the Automatic Dog Whistle Detection task which surveys LLM and human ability to detect
and define dog whistles in context. When presented with a sentence these experiments test the ability of a model/user
to determine if the sentence contains a dog whistle and if so, correctly identify and define it. Predictions across
all models have a statistical significance of p < 0.01 by chi-squared test, and human predictions have statistical
significant of p <= 0.037.

this sentence contain a dog whistle? If so, please
identify it”. Visualizations of prompt structure can
be seen in Figure 2. For additional prompt engi-
neering details, see Appendix C.1.

4.2 Human Baseline for Dog Whistle
Detection

To ground the performance of LLMs on Automatic
Dog Whistle Detection, we design a user study to
establish a human baseline performance on this
task. The aim is to gauge if LLMs could detect,
identify, and define dog whistles better than a gen-
eral populace. Leveraging the 100 test cases in the
Synthetic-Detection dataset (Section 3.3), 62 Ama-
zon Mechanical Turk workers were recruited to
complete 720 unique annotations. Each annotation
includes a classification on the presence of a dog
whistle, and if applicable, identification of the dog
whistle and its definition. Workers were expected to
select dog whistle terms and definitions in isolation,
from a set of 7 options (one of which was "I am
not sure / not present in options") 2. Workers were
paid $15/h. We vetted participants by inspecting
their performance on non-coded negative examples.
As half of the negative examples contained general
speech, poor performance on these samples was
deemed unlikely and indicative of poor quality an-
notation. This study included 28 individuals who
identified as Male, 33 Female, and 2 Transgender,
ages ranging from 18-22 to 50. Participants in this
study also declared diverse political views. For
more information on annotators that contributed to
this study, please see Appendix 3.

2This study was approved by the Georgia Institute of Tech-
nology Institutional Review Board (IRB)

4.3 Dog Whistle Disambiguation

As preliminary investigation showed that LLM per-
formance on Automatic Dog Whistle Detection left
much to be desired (see Section 4.1), we explore us-
ing these architectures for word-sense disambigua-
tion. We leverage the Synthetic-Disambiguation
dataset to evaluate LLMs’ capacity to distinguish
contexts in which a keyword appears with a harm-
ful coded meaning from those in which the key-
word appears innocuously. The prompt includes
the Wikipedia definition of a dog whistle, the dog
whistle keyword, and the word’s coded meaning.
The model performs classification for each of 10
example instances that contain the keyword, pro-
viding for each a label and an explanation for its
decision.

In an effort to improve the precision scores
on the coded dog whistle instances, we simulate
an ensemble-like approach where the model is
prompted with the same task N consecutive times
(as distinct chat completions) 3. Only predictions
that have remained consistent over N inferences
are kept, the others are discarded. We evaluate
word-sense disambiguation of dog whistles over
N = 1, 3, 5 consecutive inferences, as shown in
Figure 3. Specific details of prompt structure can
be seen in Figure 2.

5 Results

Performance metrics from the Automatic Dog Whis-
tle Detection experiments (Section 4.1) show that
GPT-4 performed best on Dog Whistle Presence

3Experiments were run with lower temperature values to
prevent inference variation. However, decreasing temperature
resulted in decreases in Precision of up to 10 points.
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Figure 3: Results of Dog Whistle Disambiguation task using the simulated ensemble across N = 1, 3, 5 inferences.
In an attempt to compensate for output volatility, for each N-inferences experiment, predictions are only considered
if they remained consistent across all N runs. Precision-1 and Recall-1 scores pertain to the positive class of coded
dog whistle instances.

prediction in the zero-shot setting, and Gemini per-
formed best on all other categories. However, no ar-
chitecture produced remarkably high metrics on the
Dog Whistle Definition task, for which the highest
F1-score achieved with Gemini is 73.5. For each
model, there is a notable drop in performance as
the complexity of the task increases from predict-
ing the presence of a dog whistle, to identifying
the dog whistle, and finally, defining it. For many
examples, the model may correctly predict that a
dog whistle is present, but incorrectly identify other
provocative, but non-coded, language to be the dog
whistle. Similarly, the model may correctly predict
the presence of a dog whistle and correctly identify
it in the text, but be unable to define it. This trend is
also observed with the human baseline, which de-
creases with task complexity. Additionally, not that
each LLM evaluated in this study out-performed
the human baseline.

These initial investigations demonstrated that
LLMs are unable to reliably identify and explain
dog whistles. Since these tasks are not solved,
there remains a present need for larger training
datasets with more numerous and varied examples
of dog whistles. As described in Section 4.3, we
explore applying LLMs to the task of word-sense
disambiguation via prompting. The hypothesis is
that providing the model with a set of examples
would enable it to comparatively evaluate text and
better disambiguate the coded instances from the
non-coded.

Although Gemini demonstrates superior perfor-
mance on Dog Whistle Resolution, GPT-4 achieves
highest metric scores across all word-sense dis-
ambiguation experiments, especially when consis-

tency in prediction for N = 3 or 5 consecutive
inferences is required. Whereas GPT-3.5 and GPT-
4 respond well to this prompt structure, Gemini
and Mixtral do not. Gemini’s performance dras-
tically decreases as the number of inferences in-
creases, which is indicative of the architecture suf-
fering from greater inference variation than other
models in the study. Both Gemini and Mixtral are
more reluctant to generate output in reference to
potentially harmful content. With Gemini, the API
explicitly blocked model output with code "block
reason: other"4. Mixtral would generate a response
that expressed its inability to address the task. Ex-
amples that contained words such as "terrorists"
(Gemini), "groomers" (Gemini), and "fatherless"
(Mixtal) were common sensitivities.

Most notably, increasing the number of consec-
utive inferences N in the simulated ensemble ap-
proach for Dog Whistle Disambiguation produced
a precision score on coded dog whistle examples of
96.2 with GPT-4 (as seen in Figure 3). Although
optimizing the precision score comes at the expense
of recall, these experiments demonstrated that GPT-
4 can be used to create a dataset of high confidence
examples of coded dog whistle use. In Section 6,
we use this Dog Whistle Disambiguation method
to create the Silent Signals dataset.

6 Silent Signals Dataset

Mendelsohn et al. (2023)’s Dog Whistle Glossary
documented a diverse collection of dog whistles
across informal and formal communication. How-

4Outputs from Gemini were still blocked with this code
after adjusting model safety settings to block none of the
harassment and harm categories.
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Figure 5: The distributions of dog whistles over time
for informal and formal communication in the Silent
Signals dataset.

ever, this resource alone does not address the chal-
lenges of conducting computational analysis of dog
whistle use. Evaluating data based on key-word
matches in text does not consider that many of
those matches may not be coded uses of the dog
whistle. To study the churn of dog whistles over
time, their permeation through online communities
and political parties, and their proliferation as vehi-

cles for discriminatory speech, there must exist a
means of disambiguation.

Leveraging the word-sense disambiguation
methodology presented in Section 4.3 over 100,000
instances sampled randomly from the Potential In-
stance dataset, we create the Silent Signals dataset
of high confidence coded dog whistle examples.
We utilize the ensemble approach over 3 inferences
with GPT-4. Information on dog whistles which
were sampled at lower rates from the Potential In-
stance dataset can be found in Appendix A.2. Each
example in the Silent Signals dataset is annotated
with the dog whistle present, dog whistle defini-
tion, type (formal or informal), in-group, and date.
Congressional examples are also annotated with the
chamber, speaker, and party, while Reddit instances
are annotated with the subreddit. The dataset con-
tains 16,550 instances across 298 dog whistles and
706 surface forms. Of these 79.8% are informal
instances from Reddit and 20.2% are formal in-
stances from Congressional speeches. The earliest
dog whistle instance in the dataset dates to June 1,
1900 and the most recent to September 7, 2023.

6.1 Validation

In addition to our initial experiments which found
a precision on coded dog whistle examples of
95.7%, we manually evaluate a sample of 400
coded dog whistle examples in the Silent Signals
dataset. This vetting procedure found a precision of
85.3% amongst the positively predicted instances.
However, for a number of these false positives, the
word was in fact used as a dog whistle, but the
coded meaning did not align with the definition
provided in the Allen AI Glossary. For example,
the glossary defines "terrorist" as an Islamopho-
bic dog whistle with the coded implication that
Muslim people on a whole are a threat. In many
instances captured in the Silent Signals dataset,
however, "terrorist" is used not as an Islamophobic
dog whistle but an anti-Liberal dog whistle. For
example: "But they really turned splinter into a
gay transpecies hedonist? The terrorists have truly
won."5 In this instance, "terrorists" are implied to
be liberals who support LGBTQ+ Rights. Taking
into account these examples that do not fit the Allen
AI definition but show signs of being novel dog
whistle use, the accuracy over the vetted sample
becomes 89.4%.

5This post was shared in reference to the perceived queer-
ness of the character Splinter in the 2023 movie Teenage
Mutant Ninja Turtles: Mutant Mayhem.
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Figure 6: We investigate the use of Racist, Transphobic, and Anti-Vax dog whistles captured by the Silent Signals
dataset over time. The graphs in this figure aree annotated with dates of pivotal political and cultural events in the
United States.

6.2 Analysis & Characteristics

The distribution of dog whistles in the Silent Sig-
nals dataset is visualized over in-group categories
in Figure 4, and over time in Figure 5. The sharp
increase in dog whistles extracted from U.S. Con-
gressional Records after 1960 aligns with the un-
derstanding that dog whistle use in politics gained
popularity following the Jim Crow era (Mendel-
berg, 2001; Lasch, 2016). Furthermore, the dis-
proportionately large amount of racist dog whistle
detected in U.S. Congressional Records reflects
political science research on historical use of dog
whistles. Namely, that dog whistles were used to
manipulate voter’s racial animus after overt racism
was not acceptable (Haney-López, 2014).

To demonstrate the utility of the Silent Sig-
nals dataset for political science research, we ana-
lyze the use of dog whistles over time by ingroup.
Specifically, we graph and annotate the use of racist
dog whistles in congressional records, as well as
Transphobic and Anti-vax dog whistles on Reddit.
As shown in Figure 6, the trends in dog whistles re-
solved per year demonstrate remarkable alignment
with pivotal cultural and political events. The use

of racial dog whistles in Congress increase from
the beginning of the Civil Rights Movement, with
significant peaks in years when Congress is dis-
cussing significant welfare and tax reforms such
as the Personal Responsibility and Work Opportu-
nity Reconciliation Act of 1996 (PRWORA). We
also observe more recent spikes surrounding the
2016 Election, the Trump Tax Act, and the Black
Lives Matter movement. Interestingly, we see that
until the 1990s dog whistles do not have as large
a presence in congressional speeches as might be
anticipated, highlighting that political dog whistles
were often used in more "public facing" venues
such as speeches and campaign ads as opposed to
on the Congress floor. With respect to Transpho-
bic dog whistles, we see alignments in usage with
significant points in the transgender and LGBTQ+
rights movements including Obergefell v. Hodge
(the Supreme Court Decision that required states to
licence same-sex marriages), the passing of Bath-
room Bills (state legislation that denies access to
public restrooms by gender identity), and the en-
actment of the Transgender Military Ban during
Donald Trump’s presidency. The analysis of Anti-
vax dog whistle usage on Reddit is, unsurprisingly,
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centered on COVID with a peak in 2021 follow-
ing the availability of the COVID vaccine. The
small exception to this is, interestingly, a brief
increase in usage in 2017 surrounding the poten-
tial appointment by Donald Trump of known Anti-
vaxxer Robert F. Kennedy to head a vaccine panel.

7 Discussion

7.1 Evolution of Coded Meanings
The validation of the Silent Signals Dataset enabled
a salient observation of dog whistle use as it ap-
pears in Silent Signals. As discussed above, there
were multiple cases in which a dog whistle was
used with a covert meaning different from the def-
inition present in the Allen AI glossary. Though
this phenomenon was not frequent, it was far more
common in colloquial instances than formal ones.
This highlights the ways in which the study of ne-
ology is vital to the understanding of dog whistles
given the rapid pace of linguistic change in online
communities.

7.2 Referential Speech

Does Intention make a Dog Whistle?
Intentional Dog Whistle

“American citizens at home will face an increased 
threat at the hands of terrorists lying in wait for the 
chance to cripple our economy and derail out war 
machine.”

Referential Speech
“There is disquiet in the Muslim world that the U.S. 
is poised to turn its terrorist campaign into a war 
against Islam.”

Robert Byrd, Senate, 2003

Cynthia McKinney, House, 2001

Figure 7: This figure demonstrates the difference be-
tween an intentional dog whistle and referential speech,
using Congressional data in Silent-Signals.

Among the 10.6% of false positives identified
during dataset validation, the vast majority were
examples of referential speech or unintentional
dog whistle use. These are cases where the term
was used with the coded meaning, but without the
explicit goal of discriminating against the target
group. Figure 7 demonstrates the difference with
examples from the Silent Signals dataset. Terror-
ist in both cases references the notion that Muslim
people as a whole are a threat. Where Senator
Robert Byrd is using this word with this meaning
intentionally, Representative Cynthia McKinney is
attempting to draw attention to the War on Terror

in US politics becoming increasing Islamophoic.
There is not a strong consensus on how much intent
makes a dog whistle. Saul (2044) and Quaranto
(2022) acknowledge unintentional dog whistles as
a category of this coded speech, where as Wetts
and Willer (2019) and Haney-López (2014) regard
intent as an integral component.

7.3 Applications

The Silent Signals dataset provides numerous op-
portunities for further study. It can be used to track
dog whistle use over time, model the overlap be-
tween dog whistle use in formal and informal con-
texts, and investigate patterns of language used in
various communities, virtual and other wise. From
a Political Science perspective, it provides opportu-
nity for analysis of dog whistle use along partisan
and speaker-based axes. It can be used to explore
how dog whistle use corresponds with social and
political movements in the United States. From a
Machine Learning perspective, Silent Signals can
be used to training and/or finetuning could be per-
formed for tasks ranging from hate speech detec-
tion to emergent dog whistle identification.

8 Conclusion

Dog whistles are used to promote discrimination in
both formal and informal environments. The use
of this coded language allows speakers to main-
tain plausible deniability and bypass hate speech
detection systems when used online. This work
presents the largest, to date, survey of LLM capabil-
ities with respect to the automatic resolution of dog
whistles. Experimental results demonstrate that
LLMs remain unreliable in the dog whistle resolu-
tion task. A hindrance to research in this space has
been the unavailability of large datasets of coded
dog whistles examples. We show that despite the
overall inconsistencies of LLMs on the automatic
dog whistle resolution task, with the proper method-
ology, they are adept at disambiguating coded dog
whistles from standard language. We leverage this
capability to create the Silent Signals dataset which
contains 16,550 dog whistle examples and 298 dis-
tint dog whistles. We believe that this resource will
be integral to the continued study of dog whistles
with applications in content moderation, compu-
tational social science, and political science, on
tasks such as analysis of trends in dog whistle use,
dog whistle resolution, hate speech detection, and
identification of emergent dog whistles.
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9 Limitations

Language naturally evolves as it permeates through
communities. In the case of dog whistles, this can
result in a broadening or changing of target groups,
terms, or coded meanings. While the Allen AI
glossary is a foundational work without which this
research would not be possible, it likely does not
encompass all dog whistles, use cases, and defi-
nitions. As such, though the Allen AI glossary
and the Silent Signals dataset both provide helpful
tools for the continued research of dog whistles,
the rapidly evolving nature of coded language can
render these resources outdated and incomplete.
Further, there is the question of whether dog whis-
tles are always used intentionally or simply perpet-
uate harmful tropes the speaker may be unaware
of. Seal (2018) explore this idea in the context of
the dog whistle "bankers": "Were the Populists’ at-
tacks on greedy bankers—some of which used terms
like Shylock or invoked the Rothschilds—meant to
focus anger and hatred on the Jews, or was the
association so sublimated that the Populists didn’t
even realize they were blowing a dogwhistle?" .
Though we include such use cases in the Silent
Signals dataset, it remains unclear to what extent
intentionality defines the dog whistle.

Additionally, please note that the dog whistles
documented in the Allen AI glossary are not evenly
distributed over all in-groups or between formal
and informal speech. For example, racist dog whis-
tles, which are most common in both the infor-
mal and formal portion of Silent Signals are also
the most common in-group in the glossary. White
supremacist dog whistles, on the other hand, are
resolved at a very low rate from the congressional
data have only 5 formal entries present in the glos-
sary. As a result, the distribution of dog whistles
over in-group in Silent Signals will reflect these
biases and is not necessary reflective of dog whis-
tle usage as a whole. Specific breakdowns of the
Allen AI glossary by ingroup and formal/informal
sphere can be seen in Appendix E.

From a computational perspective, our method
achieved high precision on the Dog Whistle Disam-
biguation Task. However, optimizing on precision
comes at the expense of recall. Improving the effi-
ciency of word-sense disambiguation with LLMs
remains an open problem. Additionally, using GPT-
4 in the creation of Silent Signals subjects it any
biases in the model. We recognize that we may
have resolved specific types of dog whistles more

frequently than others.
With respect to establishing a human baseline, a

natural extension of this work would be to inves-
tigate how LLM performance would compare to
domain expert prediction, and how annotator at-
tributes correlate with understanding of political
coded language. Observations from our concise
user study suggest that human performance on this
task may vary with context behind the coded lan-
guage and the community the individual belongs
to. Due to resource constraints, we were not able
to collect enough annotations from various commu-
nities to derive any statistically significant trends
on these axes. We hope to address these pertinent
investigations in future work.

Finally, although we collect over 7 million po-
tential dog whistle instances, due to resource con-
straints, we only sample 100,000 instances for the
creation of the Silent Signals dataset. Therefore,
we release the Potential Dog Whistle Dataset to
enable the open sourced expansion of the Silent
Signals dataset.
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A Data Collection Details

A.1 Reddit
Subreddits included as a part of the Potential In-
stance and Silent Signals datasets.

4chan Antiwork
AsianMasculinity aznidentity

BlackPeopleTwitter Braincels
CBTS_stream ChapoTrapHouse

Chodi climateskeptics
conservatives consoom

conspiracy Coontown
CringeAnarchy European

FemaleDatingStrategy frenworld
GenderCritical GenderCynical

GenZedong GoldandBlack
GreatAwakening HermanCainAward

incels IncelsInAction
KotakuInAction MensRights

MGTOW MillionDollarExtreme
Mr_Trump NoFap

NoNewNormal Portugueses
prolife Russia

RussiaPolitics SocialJusticeInAction
The_Donald TheRedPill

TrueUnpopularOpinion TruFemcels
TumblrInAction UncensoredNews

walkaway WhitePeopleTwitter

A.2 Keyword Matching Considerations
There were a select few dog whistles which oc-
curred at incredibly high rates in the non-coded
sense. Due to resource constraints, we did not want
to expend large amounts of compute on dog whis-
tles which where most commonly used innocuously.
As such, a select few dog whistles were excluded
or sampled at a lower rate for the creation of the
Silent Signals dataset. In the Congressional dataset,
the dog whistles "XX", "federal reserve", "based",
and "single" were excluded due to their high rate
of innocuous usage and the fact that initial surveys
indicated no coded uses. In the Reddit dataset, the
dog whistles "based" and "single" were down sam-
pled based on the frequency of their non-coded use
in the Potential Instance dataset. Importantly, even
with this down sampling, the Silent Signals dataset
still contains coded instances of both "based" and
"single".

B User Study on Dog Whistle Detection

The table below outlines the demographic attributes
of participants in this study. Note that participants
span many ages, genders, and political views. Due

to the nature in which coded language like dog
whistles is disseminated, it is likely that attributes
such as political affiliation and preferred social me-
dia platform may correlate with literacy in specific
kinds of coded speech. However, this user study
did not collect annotation from enough individuals
to male statistically significant findings in this area.

Annotator Demographics
Gender Age

Woman 33 18 - 22 1
Man 28 22 - 30 22

Transgender 2 30 - 40 16
40 - 50 17

50 + 7

Ethnicity Religion
White 53 Christianity 48
Asian 3 Atheist/Agnostic 13

Native American 3 Other 2
Black 2
Latino 2

Political Views Education
Liberal 24 HighSchool 5

Conservative 22 Associates/Trade 5
Moderate 12 Bachelors 35

Masters 18

Preferred Social Media
Instagram 31

Twitter 8
Reddit 7
TikTok 3
Other 2

Table 3: This table reports the demographic attributes
of annotators that contributed to the human baseline on
Dog Whistle Detection. See Section 4.2.

C Prompting

The structure of prompts for all LLM experiments
can be found in Figure 8.

C.1 Automatic Dog Whistle Detection

While in the prompt engineering stages of our work,
we ran a number of experiments on GPT-3.5 to
determine which combination of dog whistle defi-
nition and prompting question would produce the
best results. Specifically, we tested 5 dog whis-
tle definitions and 3 questions. Results of these
experiments can be seen in Table 5 and Table 4
respectively. Due to their high rate of dog whistle
resolution the definition "A dogwhistle is the use of
coded or suggestive language in political messag-
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Prompt Design for LLM Experiments

Automatic Dog Whistle Resolution

You are a helpful assistant participating in a content 
moderation task of dog whistle detection.

A dog whistles is { definition of dog whistles}. 
Does the following sentence contain a dog whistle? 
If it does, please identify the dog whistle.

{ sentence }

Please structure your response as a JSON object, 
where { structure instructions }.

Dog Whistle Disambiguation

You are a helpful assistant participating in a content 
moderation task of dog whistle detection.

A dog whistles is { definition of dog whistles}. The 
coded meaning of { dog whistle D } is: { definition 
of D }. Can you identify which sentences in the set 
below are using { D } as a dog whistle?

[ { sentence 1 },
  { sentence 2 },
  …
  { sentence 10 } ]

Please structure your response as a JSON object, 
where { structure instructions }.

__ – systems message*            __ – output structure request

Decoding Dog Whistle Definitions

You are an objective political scientist aiming to 
discern the meaning and targeted group of various 
dog whistles.

A dog whistles is { definition of dog whistles}. The 
following examples all contain the use of the dog 
whistle { D }. 

[ { sentence 1 },
  { sentence 2 },
  …
  { sentence 10 } ]

What is the coded meaning of the dog whistle { D }? 
What group of people is being covertly or negatively 
referenced through the coded use of this dog 
whistle?

Figure 8: Visual representation of the different prompt
structures used in Automatic Dog Whistle Resolution
(Section 4.1), Word-Sense Disambiguation (Section 4.3),
and Decoding Dog Whistle Definition (Appendix F)
experiments.

ing to garner support from a particular group with-
out provoking opposition." and the prompt "Does
the following sentence contain a dog whistle? If
it does, please identify the dog whistle." were se-
lected and used throughout our work.

Our experiments with GPT-3.5 informed our se-

lection of the optimal definition of the term "dog
whistle". In further stages of this work, however,
we adapted prompt structures to the other models
used in the study.

D LLM Behavioral Trends

In the process of conducting the experiments de-
scribed in Section 4, the following behavioral
trends were observed for the models evaluated. We
provide this information as a guide for practitioners
who may seek to conduct similar investigations:

1. GPT struggled with performance when out-
put structures were requested. Specifically,
we saw our performance decrease 3-5 points
when output was requested to be formatted in
JSON or list form.

2. When asked to provide its reasoning, we wit-
nessed a 5-10 point increase in performance
across models.

3. Certain models are more and less amenable to
certain prompt structures. Specifically, Gem-
ini and Mixtral struggled greatly with multi-
example prompts where multiple instances
were requested to be interacted with in a sin-
gle run (for example in the word sense disam-
biguation task when multiple instances needed
to be categorized).

4. Gemini was only usable for this task after all
user safety blocks had been disabled. Even
with these blocks disabled, there were still a
number of cases in which the model blocked
output by throwing an error messsage.

5. Mixtral was only cooperative once "This is a
content moderation task" was included in the
prompt.

E Glossary Analysis

The Allen AI Glossary of Dogwhistless contains
340 English-language dog whistles from informal
and formal spheres. As the glossary is designed as
a tool to document and define dog whistles, there is
not an even split between informal and formal dog
whistles present nor an even distribution amongst
ingroups. In total there are 193 formal and 147
informal dog whistles documented in the Allen
AI glossary. The distribution of both formal and
informal dog whisltes by ingroup can be seen in
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No Dog
Whistle
Detected

Incorrect
Dog Whistle
Identified

Correct Dog
Whistle, Incor-
rect Definition

Correct Dog
Whistle and
Definition

Does the following sentence contain a dog
whistle?

20.0 24.5 28.2 26.4

Does the following sentence contain a dog
whistle? If it does, please identify the dog
whistle.

8.0 19.0 22.0 51.0

Does the following sentence contain a dog
whistle? If it does, please identify the dog
whistle and describe what it secretly means.

7.1 20.2 23.23 49.5

Table 4: Analysis of GPT-3.5 output across 3 prompting questions. Given it had the highest rate of dog whistle
resolution, the second prompt was selected as the prompting question for the automatic dog whistle resolution task.

No Dog
Whistle
Detected

Incorrect
Dog Whistle
Identified

Correct Dog
Whistle, Incor-
rect Definition

Correct Dog
Whistle and
Definition

A dogwhistle is an expression that has differ-
ent meanings to different audiences. (Albert-
son, 2014)

7.8 29.7 23.4 39.1

A dogwhistle is a word or phrase that means
one thing to the public at large, but that carry
an additional, implicit meaning only recog-
nized by a specific subset of the audience.
(Bhat and Klein, 2020)

15.9 22.2 22.2 39.7

A dogwhistle is a term that sends one mes-
sage to an outgroup while at the same time
sending a second (often taboo, controver-
sial, or inflammatory) message to an ingroup.
(Henderson and McCready, 2018b)

11.1 27.0 23.8 38.1

A dogwhistle is a coded message communi-
cated through words or phrases commonly
understood by a particular group of people,
but not by others. (Merriam-Webster, 2017)

17.5 25.4 22.2 34.9

A dogwhistle is the use of coded or sugges-
tive language in political messaging to garner
support from a particular group without pro-
voking opposition. (Wikipedia, 2024)

6.5 25.8 25.8 41.9

Table 5: Analysis of GPT-3.5 output across 5 dog whistle definitions. Given it had the lowest rate of detecting no
dog whistles and the highest rate of correctly resolving dog whistles, the Wikipedia definition was selected as the
definition used throughout the rest of our experiments.

Figure 9. These uneven distributions are important
to keep in mind when viewing the distribution of
dog whistles by ingroup in the Potential Instance
and Silent Signals dataset, as some ingroups may
have higher rates of representation in the datasets
because of their high representation in the Allen AI
glossary.

F Further Dog Whistle Definition
Experiments

Following our initial survey of LLM performance
on automatic dog whistle resolution, we explored
means of improving the architectures’ ability to
decode hidden meanings of dog whistles. To do so
we provide the model with additional context in the

form of multiple coded examples of a specific dog
whistle from the Synthetic-Disambiguation dataset.
Specifically, the model is given a definition of what
a dog whistle is, the dog whistle to be evaluated,
and a set of 3 - 7 coded examples of the dog whistle
in context and is asked to return the coded meaning
of the dog whistle. For specific prompting details
see Figure 8. As a point of comparison, we run
a parallel experiment in which no example dog
whistle instances are provided as a means to gauge
the effect that additional context has on the LLMs’
ability to accurately define dog whistles. This ex-
periment is run on the Synthetic-Detection dataset
and exclusively with GPT-4, as this model was
most amenable to the multi-example setting.
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Figure 9: This graph shows the distribution of dog whistles in the Allen AI glossary by ingroup and sphere of use.

Predictions shown in Table 6 were manually val-
idated referencing definition and targeted group
information provided in the Allen AI glossary. To
allow for nuance, we evaluate each predicted defi-
nition on a scale of 0 to 2, where 0 is incorrect, 1 is
incomplete, and 2 is correct. Incomplete definitions
of dog whistles or their targeted groups are char-
acterized by mis-identification of the target group,
incorrect implications of the term, or failure to un-
derline the harmful nature of the coded speech. For
example, an incomplete definition might say a dog
whistle carries connotations that are "anti-political
correctness, non-conformity, anti-establishment"
as opposed to connotations of alt-right or white
supremacist views.

The Decoding Dog Whistle Definitions experi-
ment was designed with the hypothesis that pro-
viding a model with multiple examples of a dog
whistle’s usage would improve its ability to resolve
the definition. However, when counting only fully
correct responses, there is very little difference be-
tween results when only a dog whistle was pre-
sented and results when we provided the dog whis-
tle and 3-7 coded instances of its use. When in-
cluding partially correct definitions, the addition of
examples had greater impact on model output. Best
results were found when prompting the model to
identify both the definition and target group, while
the model struggled most to identify only the tar-
geted group of a given dog whistle.

% Fully % Correct
Correct (w/ Incomplete)

no context
Definition 69.2 84.6
Targeted Group 53.8 69.2
Definition and Group 61.5 84.6

in context
Definition 69.2 92.3
Targeted Group 53.8 69.2
Definition and Group 69.2 92.3

Table 6: Ability of GPT-4 to accurately define dog whis-
tles and their target group. No context experiments
present only the dog whistle while in context experi-
ments present the dog whistle along with 3-7 coded
examples of its use. Partially correct responses may
identify part but not all of the definition or target group
or else fail to underline the hateful and harmful nature
of the given dog whistle.
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