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Abstract

Most existing work on aspect-based senti-
ment analysis (ABSA) focuses on the sentence
level, while research at the document level
has not received enough attention. Compared
to sentence-level ABSA, the document-level
ABSA is not only more practical but also re-
quires holistic document-level understanding
capabilities such as coreference resolution. To
investigate the impact of coreference informa-
tion on document-level ABSA, we conduct a
three-stage research for the document-level tar-
get sentiment analysis (DTSA) task: 1) explor-
ing the effectiveness of coreference information
for the DTSA task; 2) reducing the reliance on
manually annotated coreference information; 3)
alleviating the evaluation bias caused by miss-
ing the coreference information of opinion tar-
gets. Specifically, we first manually annotate
the coreferential opinion targets and propose
a multi-task learning framework to model the
DTSA task and the coreference resolution task
jointly. Then we annotate the coreference infor-
mation with ChatGPT for joint training. Finally,
to address the issue of missing coreference tar-
gets, we modify the metric from strict matching
to a loose matching method based on the clus-
ters of targets. The experimental results demon-
strate our framework’s effectiveness and re-
flect the feasibility of using ChatGPT-annotated
coreferential entities and the applicability of the
modified metric. Our source code is publicly
released at https://github.com/NUSTM/DTSA-
Coref.

1 Introduction

Aspect-based sentiment analysis (ABSA) aims to
extract opinion targets from review texts and the
sentiment towards each opinion target (Hu and Liu,
2004). For example, in the sentence “The food
is delicious.”, the opinion target is “food” and its
sentiment is positive.
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Review Document
I wear between a 9. 5 and 10 but ordered the 10, they fit but the toe area is a bit 
long. They are kinda narrow but will stretch being good leather. Overall it is an 
okay purchase for work shoes.

Decoder

(leather: Positive),
(toe area: Negative),
(work shoes: Neutral)

ABSC

NTSA

(leather: Positive),
(toe area: Negative),
(work shoes: Neutral)

{leather}, {toe area}, {work shoes}

Our Method

(work shoes--leather, Positive), 
(work shoes--toe area, Negative),

(work shoes, Mixed)
{toe area}, {leather}, {they, They, work shoes}

split into sentences

substring matching

Coreferential Mentions
{they, They, work shoes}

Figure 1: Comparison between previous work and our
methodology on document-level target sentiment analy-
sis with coreferential mentions.

Early work (Hu and Liu, 2004; Jiang et al., 2011)
employed rules or machine learning methods to
solve the task on their annotated datasets. After the
introduction of ABSA evaluation tasks and bench-
mark datasets in (Pontiki et al., 2014, 2015, 2016),
subsequent work deepened the research on ABSA,
exploring different model paradigms in effects on
ABSA (Li et al., 2018; Wu et al., 2020; Zhang et al.,
2021a; Gou et al., 2023), also by improving the
task definition, providing rich and diverse ABSA
datasets to extract opinion targets and their senti-
ments more accurately (Jiang et al., 2019; Cai et al.,
2021; Barnes et al., 2022). Despite these advance-
ments, most existing work focuses on the sentence
level, overlooking the fact that product reviews
are typically presented in the form of documents,
which is not only more practical but also enables
the utilization of valuable document-level informa-
tion for ABSA tasks. Recently, (Luo et al., 2022)
introduced a task of document-level target senti-
ment analysis (DTSA), hierarchically depicting the
opinion target. As shown in Figure 1, the review
mentions three opinion targets: “work shoes”, the
“leather” of the work shoes (represented as “work
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shoes–leather”), and the “toe area” of the work
shoes (represented as “work shoes–toe area”). It
expresses a positive sentiment towards “leather”, a
negative sentiment towards “toe area”, and a mixed
sentiment towards “work shoes”.

A typical phenomenon in the DTSA task is the
coreference of opinion targets, especially across
multiple sentences. As the example shown in Fig-
ure 1, the “work shoes” have two coreferential men-
tions “they” and “They”, and the three aspect terms
“work shoes", “they”, and “They” refer to the same
opinion target. Combining context understanding
of these pronouns’ referent may help differentiate
the sentiment of different opinion targets and ac-
curately identify the hierarchical relation among
opinion targets. Although such coreference phe-
nomenon is prevalent in review texts and can affect
the accuracy of opinion target extraction in the
ABSA research, Very few studies have investigated
the coreference problem (Mullick et al., 2023; Røn-
ningstad et al., 2023), especially in the DTSA task,
which is relatively complex and has a higher in-
cidence of coreference in review texts. Currently,
there is no relevant research addressing coreference
problems in this task.

To explore the impact of coreference resolution
on the DTSA task, the following three questions
should be addressed: First, in the end-to-end DTSA
task, does the coreference information contribute
to the accurate identification of hierarchical rela-
tions among opinion targets and their sentiments?
Second, coreference annotation requires substan-
tial human effort and time. Is it possible to mine
coreference information without manual efforts?
Third, the same opinion target may have different
forms of textual expression, yet existing ABSA
datasets often select only one expression as the
ground truth label. This approach may treat coref-
erent expressions of the same target as incorrect
during evaluation. How can we mitigate the evalu-
ation errors caused by the omission of coreference
annotations?

To address the first question, we annotate the
coreferential targets of the opinion targets, propos-
ing a coreference-aware joint model to investigate
whether the coreference information can improve
the model’s ability to identify hierarchical opinion
targets and their sentiments. The model employs a
dual-path architecture, utilizing multi-task learning
to jointly handle the DTSA task and coreference
resolution task. The left path is designed to identify

opinion targets, their sentiments, and the hierarchi-
cal relations between them. The right path focuses
on identifying the opinion targets and their corefer-
ential relations. By sharing parameters and aligning
tokens between the two paths, the model can learn
to leverage coreference information and enhance
its performance on the DTSA task. In response
to the second question, we leverage ChatGPT to
annotate the coreference information and verify the
efficacy of the coreference annotation in the joint
model. To answer the third question, we modify
the metric to employ a cluster matching method
that takes into account coreferent opinion targets.

The experimental results demonstrate the ef-
fectiveness of introducing coreference informa-
tion through a dual-path model. Additionally, the
coreference annotations provided by ChatGPT can
achieve comparable DTSA performance to those
of human annotations. Finally, the cluster-level
evaluation metric is also proven to be more rea-
sonable in assessing the effectiveness of opinion
target extraction in consideration of the coreference
problem.

2 Related Work

In recent years, ABSA has been extensively studied
by researchers, and works are primarily focused
on the sentence level, emphasizing either single-
element extraction or multi-element extraction.
Sentence-level ABSA. Early sentence-level ABSA
(Dong et al., 2014) often constructed datasets
sourced from Twitter. Following the introduction
of the ABSA task through SemEval evaluations
by (Pontiki et al., 2014, 2015, 2016), subsequent
research proposed numerous methods for sentence-
level ABSC (Ma et al., 2017; Xu et al., 2019; Tang
et al., 2020). Additionally, a portion of the work fur-
ther focused on the end-to-end ABSA task, mainly
aiming to jointly extract the aspects and their senti-
ments within sentences. (Li et al., 2019; Luo et al.,
2019; He et al., 2019) have introduced various so-
lutions based on encoder-only models for this task.
With the development of generative language mod-
els, (Zhang et al., 2021a,b) subsequently proposed
solutions based on BART or T5.
Document-level ABSA. A few ABSA work was
conducted at the document level. (Hu and Liu,
2004; Ding et al., 2008) annotated document-
level ABSA datasets across multiple domains and
researched multiple aspect extractions on these
datasets. (Chen et al., 2020b) investigated the con-
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sistency of the same aspect’s sentiments across
documents as well as the correlation between sen-
timents across different aspects. (Luo et al., 2022)
introduced the DTSA task and proposed a frame-
work based on BART to solve this task. Further-
more, (Song et al., 2023) introduced an encoder-
based Sequence-to-Structure framework to explic-
itly model the hierarchical relations between enti-
ties. Our work, taking DTSA as a starting point,
investigates the impact of coreference on DTSA.
Coreference Resolution. Coreference resolution
aims to identify all expressions that refer to the
same entity from the text. Since (Lee et al., 2017)
first introduced a deep learning method for end-to-
end coreference resolution, coreference resolution
has been increasingly integrated into related down-
stream tasks. (Hu and Liu, 2004) marked entities
requiring pronoun resolution in ABSA datasets.
(Ding and Liu, 2010) introduced a coreference clas-
sification task for objects and entities in compara-
tive reviews. Building on this, (Chen et al., 2020a)
proposed a method for automatic mining and utiliz-
ing domain-specific knowledge to address corefer-
ences of entities. Moreover, (Mullick et al., 2023;
Rønningstad et al., 2023) investigated whether the
coreference resolution of entity is beneficial for the
ABSC task.

3 Problem Definition

In traditional sentence-level ABSA tasks, given
a review sentence s, the goal is to identify the
opinion targets (fine-grained entities or their as-
pects, collectively referred to as entities) men-
tioned in the sentence and their corresponding sen-
timent {. . . , (ai, pi), . . .}, where ai represents the
extracted i-th entity, typically presented as a contin-
uous text span in the sentence, and pi denotes the
sentiment towards ai, such as positive, negative, or
neutral.

In the DTSA task, the input extends from a single
sentence to a document d = [s1, . . . , sn] consist-
ing of n sentences. The output aims to identify all
hierarchical entities and their corresponding senti-
ments {. . . , (ti, pi), . . .}. Unlike the flat entity ai
in sentence-level ABSA, ti represents a multi-level
entity composed of multiple flat entities. We will
use hierarchical entities to represent multi-level
opinion targets in the following. It can be seen
that extracting hierarchical entities in the DTSA
task is more challenging than sentence-level ABSA
tasks, particularly when the metric requires an ex-

Domain Source Cluster (#/%) Entities/Cluster

Book Humans 519/52.64% 2.91
ChatGPT 466/47.26% 4.05

Clothing Humans 526/56.68% 3.23
ChatGPT 374/40.30% 4.02

Hotel Humans 458/44.51% 2.38
ChatGPT 369/35.86% 3.00

Restaurant Humans 550/58.51% 2.52
ChatGPT 400/42.55% 3.98

Table 1: Statistics on the annotated coreference clusters
between humans and ChatGPT. The third and fourth
columns display the number and percentage of docu-
ments annotated with coreference clusters, as well as
the entities per cluster.

act match with the ground truth. Considering the
entity coreference in documents, we also modify
the metric from the exact entity-level matching to
a cluster-level matching.

4 Methodology

To investigate whether the information of entity
coreference can aid in identifying hierarchical enti-
ties and their sentiments, we first annotate the coref-
erential entities for each entity ai, forming a coref-
erence cluster Ci = {ai0 , . . . , aik} (§4.1). Next,
we incorporate the coreference information into the
DTSA task through multi-task learning, leverag-
ing both human-annotated and machine-annotated
coreference information to improve the model’s
ability to recognize coreference (§4.2).

4.1 Entity Coreference Annotation and
Analysis

The coreference of entities is manifested as mul-
tiple entities at different positions referring to the
same entity. To annotate entity coreference, we
need to label these entities at different positions
and cluster them into a coreferential entity cluster.
We obtain the coreference information of entities
through both human annotation and ChatGPT anno-
tation (refer readers to Appendix A for annotation
details), respectively.

Statistics and Analysis As shown in Table 1,
in each domain, the number of documents with
human-annotated coreference is higher than those
annotated by ChatGPT. The proportion of human-
annotated coreference documents ranges from 44%
to 59% of the total documents, while ChatGPT-
annotated coreference documents account for 35%
to 48%. However, for the documents annotated
with coreference, the average number of entities per
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I wear between a 9. 5 and 10 but ordered the 10, they fit but the toe area is a bit long. They are kinda 
narrow but will stretch being good leather. Overall it is an okay purchase for work shoes.
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Figure 2: Overview of the joint framework for document-level target sentiment analysis and coreference resolution.

cluster annotated by ChatGPT is generally higher
than that annotated by humans, with this number
reaching about 4 in the domains of Book, Cloth-
ing, and Restaurant, and 3 in the Hotel domain,
while the average number of entities per cluster
annotated by humans ranges from 2.3 to 3.3. It
can be observed that human-annotated coreference
covers more examples, but the annotated entities
per example are comparatively sparser compared
to ChatGPT.

4.2 Joint DTSA and Coreference Resolution
Learning

To integrate coreference information into the DTSA
task, we employ multi-task learning to model both
DTSA and coreference resolution tasks. This al-
lows the model to identify coreference relations
between entities and consider the sentiment infor-
mation surrounding the coreferential entities when
determining the sentiment of the current entity.

Specifically, to jointly train the DTSA and coref-
erence resolution tasks, we utilize a dual-path
RoBERTa (Liu et al., 2019) to model both tasks
simultaneously. As shown in Figure 2, where the
two RobBERTa models receive the same input and
share parameters.

Backbone We use RoBERTa as the text encoder.
Given a document d, we can obtain the tokenized

tokens X = {x1, . . . , xn}. After feeding X into
RoBERTa, we can get the contextualized represen-
tation HL = {h1, . . . ,hn} after RoBERTa encod-
ing:

Hl = Transformerl(Hl−1), l ∈ [1, 12],

where L = 12 is the number of Transformer layers
in RoBERTa-base. Next, we use HL to extract
entities and identify the sentiment of the entities.

4.2.1 DTSA Modeling
We decompose the DTSA task into three subtasks:
entity extraction, entity sentiment classification,
and entity hierarchical classification.

Entity Extraction Considering that the review
texts may contain nested entities (Yan et al., 2022;
Wang et al., 2020), and traditional BIO tagging
scheme cannot handle these cases, we use a span-
based method (Hu et al., 2019) to extract candidate
entities. Specifically, we treat the identification of
the start and end tokens of an entity as a binary
classification task. We perform two binary classi-
fications for each hm

i in Hm
L = {hm

1 , . . . ,hm
n },

determining whether the token is a candidate start
token and whether it is a candidate end token, re-
spectively:

p(ys|hm
i ) = Sigmoid(Wm

s hm
i + bms ),
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p(ye|hm
i ) = Sigmoid(Wm

e hm
i + bme ),

When p(ys|hm
i ) > 0.5, it indicates that xi is a

candidate start token. Similarly, when p(ye|hm
i ) >

0.5, it indicates that xi is a candidate end token.
After performing the binary classification for all
tokens in the text, we obtain the candidate start
token set Sstart = {. . . , sti, . . .} and the candidate
end token set Send = {. . . , edi, . . .}, where the
superscript m denotes the main task.

After obtaining Sstart and Send, we take the
Cartesian product of the two sets to obtain the
candidate entity set with paired start and end to-
kens Ãm = {. . . , ãi, . . .}, and apply the follow-
ing heuristic rules to obtain the final entity set
Am = {. . . , ai, . . .}: 1) the index of the start to-
ken should be smaller than that of the end token;
2) the index distance is not greater than t; 3) the
sum of the probabilities of the start and end tokens
should exceed the threshold θ; 4) there are at most
K candidate entities. We define the loss of entity
extraction as:

lossye = − 1

B
(
1

n

n∑

i=1

(ŷsi log(p(y
s
i ))+

ŷei log(p(y
e
i )))),

where B is the batch size, n is the number of tokens,
ŷs and ŷe represent the gold labels for the start and
end entity classification tasks, respectively.

Entity Sentiment Classification After obtaining
the entity set Am, we use the entity-context cross-
attention module to obtain the context-aware entity
representation hm

ai , and then feed hm
ai into a soft-

max layer to obtain the sentiment towards ai:

p(yai |hm
ai) = Softmax(Wm

a hm
ai + bmai),

where yai ∈ {positive, negative, mixed}. In this
way, we can obtain the set of entities and their cor-
responding sentiments APm = {. . . , (ai, pi), . . .}.
The loss for entity sentiment classification is:

lossmya = − 1

B
(
1

|A|

|A|∑

i=1

(ŷai log(p(yai)))).

Entity Hierarchical Classification Since the hi-
erarchical entity ti is composed of multiple enti-
ties a, to obtain all hierarchical entities, we first
pair each a in the entity set Am to obtain a set of
candidate edges U , and then perform a three-class
classification on each candidate edge uij=(ai,aj):

p(yuij |ai, aj) = Sigmoid(Wu[h
m
ai : h

m
aj ] + bu),

where yuij ∈ {0, 1, 2}, denoting no relation, hier-
archical relation, and coreference relation between
entities, respectively. Next, we connect the heads
and tails of the candidate edges, remove cycles, and
obtain the hierarchical entity set {. . . , ti, . . .}. The
loss for entity hierarchical classification is:

lossmyu = − 1

B
(
1

|U |

|U |∑

i=1

(ŷui log(p(yui)))).

4.2.2 Coreference Resolution Modeling
We employ another coreference-RoBERTa model
to encode coreference information and incorpo-
rate it into the DTSA task. It shares model pa-
rameters with the DTSA-RoBERTa model. Con-
sidering that both coreference and hierarchical re-
lations are partial order among entities, we use
the same classifier to model these two types of
relations. Similarly, we obtain a candidate entity
set Ac = {. . . , aci , . . .} and their representations
{. . . , hcai , . . .} for the coreference resolution task.
Then, we pair these entities to obtain a set of can-
didate coreferent entity pairs C, and perform a
three-class classification for each candidate entity
pair cij = (aci , a

c
j) to determine whether they refer

to the same entity:

p(ycij |aci , acj) = Sigmoid(Wu[h
c
aci

: hc
acj
] + bu),

where Wu is used to identify both hierarchical and
coreference relations. After obtaining the informa-
tion on whether each candidate entity pair refers
to the same entity, we cluster these entity pairs to
form the final coreferential clusters. The loss of
coreference resolution is:

losscyc = − 1

B
(
1

|C|

|C|∑

i=1

(ŷci log(p(yci)))).

Token-Level Coreference Constraint To incor-
porate coreference information into the left-path
entities while disregarding the noises brought by
coreferential entities, we design the token-level
coreference constraint (TC) module. By adding
token-level constraints on whether the left-path en-
tities and the right-path entities refer to the same
entity, we align the representations of the left-path
entities with their coreferent entities, thereby en-
hancing the left-path entities’ ability to perceive
the contexts of their coreferent entity. Specifically,
we utilize the representations of the left-path enti-
ties Hm

L and the representations of the right-path
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entities Hc
L to obtain a token-level score matrix:

p(ytcij |Hm
L ,Hc

L) = Sigmoid(Wtc((H
m
L )⊤Hc

L)

+btc),

and the token-level coreference loss is:

losstcytc = − 1

B
(

n∑

i=1

n∑

j=1

(ŷtcij log(p(ytcij )))).

Model Training Our model is based on a multi-
task learning framework and consists of three mod-
ules: the main DTSA task, and two auxiliary tasks,
coreference resolution, and the TC task. The loss is
defined as the weighted sum of the individual task
losses:

loss = lossm + lossc + αlosstc,

where lossm, lossc, and losstc are the losses for
the DTSA, the coreference resolution, and the TC
tasks, respectively, and α is the hyperparameter.

5 Experiments

5.1 Datasets and Experimental Settings
Dataset and Metrics The DTSA dataset (Luo
et al., 2022) encompasses reviews from four e-
commerce domains: Books, Clothing, Hotels, and
Restaurants. Each domain contains approximately
1000 annotated documents, with the average num-
ber of sentences annotated per document ranging
from 3 to 8. Table 2 provides detailed statistics
on the dataset division across these domains, dis-
tributed in a 7:1:2 ratio for training, validation,
and testing, respectively. In evaluation, a target-
sentiment pair is viewed as correct if and only if
the entities of the target, the sentiment, and their
combination are the same as those in the gold target-
sentiment pair. We calculate the Precision, Recall,
and use F1 score (Luo et al., 2022) as the evalu-
ation metric for the DTSA task. In addition, we
design a new cluster-based metric allowing for a
more accurate assessment of opinion target extrac-
tion and report its results in §5.6.

Parameter Setting We initialize the dual-path
RoBERTa models with RoBERTa-base parameters.
The maximum input length for RoBERTa is set
to 512, with the maximum number of entities ex-
tracted from the entity set capped at 60. Addi-
tionally, the parameters for constraining the entity
length t and the entity selection confidence θ are
set to 8 and -0.1, respectively. The optimization of

Dataset Train Dev Test Sentences/Doc

Book 690 99 197 5.97
Clothing 649 92 186 3.29

Restaurant 658 94 188 7.91
Hotel 720 103 206 4.19

Table 2: Statistics of the datasets. Sentences/Doc is the
average number of sentences per document.

model parameters for both paths is conducted using
the AdamW optimizer, with a learning rate of 3e-5.
The training epochs and dropout rate are set to 30
and 0.1, respectively. During training, model pa-
rameters are saved at the point of best performance
on the validation set, and the results on the test set
are averaged over five random seeds.

5.2 Baseline Systems

To verify the effectiveness of the coreference infor-
mation, we adopt the following competitive mod-
els as baseline systems, including ChatGPT1, three
generative models, and a non-generative model.

• GPT-3.5-Turbo: Experiments are conducted on
GPT-3.5-Turbo (Ouyang et al., 2022) with Ope-
nAI’s API. Specifically, prompt templates are
designed for the DTSA task, and the model’s
performance is evaluated under a five-shot set-
ting. For specific prompt design, please refer to
Table 6.

• Seq2Seq: (Luo et al., 2022) uses a generative
model to model the DTSA task in an end-to-end
manner.

• BART/T5-Extraction: The extraction-based
generative framework proposed by (Zhang et al.,
2021b) for sentence-level ABSA. In this frame-
work, (Song et al., 2023) use BART and T5 as
backbones, separating hierarchical entities and
sentiments with special symbols, and sequen-
tially outputting the final results.

• BART/T5-Paraphrase: The paraphrase-based
generative framework proposed by (Zhang et al.,
2021a) for sentence-level ABSA. In this frame-
work, (Song et al., 2023) use BART and T5 as
backbones, serializing the output sequence of
the DTSA task into a natural language sentence.

• Seq2Struct∗: The Encoder-only model pro-
posed by (Song et al., 2023), to reflect the im-
provement fairly brought by coreference resolu-
tion, we replace the backbone of this model with
1https://openai.com/chatgpt
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Methods Book Clothing Restaurant Hotel Average

GPT-3.5-Turbo 16.75 20.10 14.32 20.00 17.79
Seq2Seq (Luo et al., 2022) 34.76 49.40 19.08 34.17 34.35

BART-Extraction 33.83 55.42 33.05 58.90 45.30
BART-Paraphrase 32.90 55.18 33.21 59.71 45.25

T5-Extraction 32.66 52.49 32.85 57.92 43.98
T5-Paraphrase 32.64 53.47 33.36 57.95 44.36

Seq2Struct∗ (Song et al., 2023) 35.55 57.00 38.06 54.24 46.21
Ours 37.20 58.64 38.29 54.46 47.15

Table 3: Main results of the DTSA task for our approach and the baseline systems. The best results are in bold.

RoBERTa, remove the GNN module, and replace
the entity extraction module with the span-based
extraction method used in this paper, while pre-
serving the main structure of Seq2Struct and the
modeling approach for each subtask.

5.3 Main Results

The result for the DTSA task is reported in Table 3.
There are three noteworthy observations:

Firstly, the average result of the baseline sys-
tem Seq2Struct* reaches 46.21% after fine-tuning,
whereas the result of GPT-3.5-Turbo under a five-
shot setting is 17.79%, which is significantly lower
than our method. We speculate that the main rea-
sons include two aspects: On one hand, DTSA
is a relatively new task with limited related data
available, and large models may not have under-
gone instruction tuning on this type of data. On the
other hand, as (Zhang et al., 2023) has pointed out,
large models still have significant shortcomings
in extracting fine-grained and structured sentiment
information.

Secondly, the adapted Seq2Struct∗ model per-
forms better than other generative baseline models.
The average results across the four domains are
0.91 points higher than the best-performing BART-
Extraction model. Additionally, in three out of the
four domains, this model outperforms the best gen-
erative model by 2 points to 5 points, highlighting
the effectiveness and adaptability of the Seq2Struct
structure. However, the best-performing generative
model in the Hotel domain outperforms the results
of Seq2Struct∗ by 5.47 points. One possible reason
is that the generative model has a relatively weaker
ability to identify entity sentiments compared to
Seq2Struct∗, and most entity sentiments in the Ho-
tel domain are positive, which reduces the difficulty
of entity sentiment identification and leads to better
results than Seq2Struct∗.

Thirdly, our model with coreference resolution

Domains
Seq2Struct∗ Ours

Coref. Non-Coref. Coref. Non-Coref.

Books 30.19 40.71 31.16 42.76
Clothing 51.22 66.00 54.03 65.64

Restaurant 42.30 64.43 43.66 63.84
Hotel 36.74 39.93 35.81 42.17

Average 40.11 52.77 41.16 53.60

Table 4: Results on the dataset with and without Coref-
erence Annotation. The “Coref.” indicates labels with
coreference annotations, while the “Non-Coref.” indi-
cates labels without coreference annotations.

has further improvements based on Seq2Struct∗.
The average results across the four domains have
improved by 0.94 points. Specifically, there are
improvements of 1.65 points and 1.64 points in the
Book and Clothing domains, respectively. The im-
provements in the Restaurant and Hotel domains
are relatively smaller, at 0.23 points and 0.22 points,
respectively. This may be because some entities
in the right-path coreference entities are not men-
tioned in the left path. While introducing coref-
erence information, these entities also affect the
accuracy of left-path entity extraction to some ex-
tent, resulting in negative effects on the DTSA task.
However, these negative effects are mitigated in
the Book and Clothing domains by designing the
two-path model structure and parameter sharing.

5.4 Evaluation on Test Sets with and without
Coreference Annotation

To observe whether coreference information can
improve the model’s performance on the corefer-
ence test set, we divide the test set into two parts:
a coreference annotated set and a non-coreference
annotated set. We compare and evaluate the results
of our model and Seq2Struct∗ on these two sets. As
shown in Table 4, our model achieves an average
improvement of 1.05 points and 0.83 points on the
coreference test set and non-coreference test set,
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Figure 3: Comparison results between Seq2Struct∗ with
ChatGPT-annotated coreference and human-annotated
coreference.

respectively.
Specifically, compared to Seq2Struct∗, our

model experiences a decrease of 0.93 points on
the coreference test set in the Hotel domain. One
possible reason is the incorrect extraction of ad-
ditional coreferential entities, which affects the
model’s overall performance on the coreference
set. Our model also shows improvement on the
non-coreference set, possibly because the exam-
ples with coreference annotations are more chal-
lenging, enhancing the model’s ability to recognize
coreference while improving its natural language
understanding abilities.

5.5 Results with Coreference Annotation
Using ChatGPT

To alleviate the high labor and time costs of corefer-
ence annotation, we employ ChatGPT to annotate
the coreferential entities. The average results of
the model with ChatGPT-annotated coreference in-
formation in four domains are 47.01%, which is
0.8 points higher than that of Seq2Struct∗. Specif-
ically, as shown in Figure 3, Similar to the model
with human-annotated coreference information, the
model performs better than Seq2Struct∗ in the
Book and Clothing domains, with improvements
of 1 point and 1.9 points, respectively. However,
in the Restaurant and Hotel domains, the perfor-
mance is similar, with fluctuations of 0.1 points to
0.3 points. It can be observed that the introduction
of entity coreference does not yield significant im-
provements in the Restaurant and Hotel domains,

indicating the need to reduce the impact of other
noise (such as additional entities) introduced during
the coreference annotation process.

5.6 Evaluaiton with the Coreference-Aware
Metric

The opinion targets in the previous ABSA datasets
were annotated on separate entities or aspect terms.
Due to coreference issues, multiple entities may
refer to the same opinion target. For example, in
“There are so many different places to choose from
in Boston but Paddy Os is by far the best! The
bar is spacious with good music...”, the “bar” and
“Paddy Os” refer to the same opinion target. There-
fore, when the model correctly predicts either the
“bar” or “Paddy Os”, the previous entity-based eval-
uation metric would consider them as two different
opinion targets, leading to inaccuracies in the as-
sessment results. Therefore, based on the original
exact matching metric, we consider the coreferen-
tial entities and propose the revised coreference
cluster-based metric. For the DTSA task, the origi-
nal Precision and Recall are calculated as follows:

P =
#correct

#pred
,

R =
#correct

#gold
,

where #correcti is the number of predicted (ti, pi)
pairs that are the same as the gold (t̂i, p̂i). Since
ti should be an entity of its coreferential cluster,
the new metric calculate the similarity between the
predicted entity’s coreferential cluster and the gold
entity’s coreferential cluster for #correcti. Given
t̂i = {â1, . . . , âk}, we first require the number
of entities in ti to be equal to k, and calculate the
matching score score(aj) between the coreferential
cluster cluster(aj) of each layer aj and the coref-
erential cluster cluster(âj) of âj . We then take
score(ti) =

∏k
j=1 score(aj), and calculate the cur-

rent predicted matching score based on score(ti):

#correct =
|N |∑

i=1

(
k∏

j=1

score(aj))× I(pi = p̂i),

score(aj) = F1(cluster(aj), cluster(âj)),

where |N | is the number of predicted (ti, pi) pairs
in the test set with matching scores greater than
0. F1(cluster(aj), cluster(âj)) represents the F1
score calculated by treating the coreferential cluster
of âj as the gold label.
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Domains Seq2Struct∗@Old Metric Seq2Struct∗@New Metric Ours@Old Metric Ours@New Metric

Book 35.55 37.15 37.20 38.92
Clothing 57.00 59.24 58.64 60.19

Restaurant 38.06 39.74 38.29 40.44
Hotel 54.24 56.06 54.46 56.23

Average 46.21 48.05 47.15 48.94

Table 5: Comparison results of cluster-based metric and entity-based metric on Seq2Struct∗ and our method.

To mitigate the bias caused by missing coref-
erential entities during the evaluation process, we
assess the impact of the revised metric. As shown
in Table 5, the new metric can mitigate the effect
of missing coreference targets on Seq2Struct∗ and
our method. Specifically, the new metric results in
an improvement ranging from 1.55 points to 2.15
points across different domains, with an average
improvement of 1.79 points across all four domains
on our method. The improvement brought by the
new metric mainly stems from the inclusion of enti-
ties in coreference clusters that were not accounted
for in the gold labels. These entities are ignored
in entity-based metrics but can lead to evaluation
errors when they appear in predicted entities. By
considering cluster-level matching, this issue can
be alleviated.

6 Conclusion

Most research on ABSA focuses on the sentence
level. However, DTSA remains an underexplored
area. A significant difference between DTSA and
sentence-level ABSA is that DTSA requires richer
coreference information, necessitating models to
possess stronger contextual understanding capabil-
ities. To explore the impact of coreference infor-
mation on the DTSA task, we annotate coreferen-
tial entities with human and ChatGPT and design a
multi-task learning framework to verify the positive
role of coreference information in DTSA. Addition-
ally, we revise the metrics from exact entity-level
matching to a more lenient cluster-level matching
to mitigate the bias caused by missing coreferential
entities.

Limitations

This paper aims to verify the effectiveness of coref-
erence information on document-level target senti-
ment analysis, although ChatGPT-annotated coref-
erence information is more efficient and labor-
saving compared to manual annotation, it still
suffers from the problem of being influenced by

prompts. In addition, the revised coreference met-
rics require manual annotation of coreference infor-
mation on the test set, which to some extent limits
the use of the new evaluation metrics.
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Prompt for coreference cluster annotation

You are an expert in Coreference Resolution of Information
Extraction. Given the document, the opinion targets, and
their sentiment polarities, you MUST extract ONLY the
coreference clusters of the given opinion targets in JSON
format. The items in the coreference clusters MUST be the
coreferential items of the opinion target. Let’s think step by
step.
<Document>:
Mark and Roman were amazing hosts. Check-in and check-
out procedures were simple. The Studio is very close to
Hardvard ave station ( green line ). I recommend this place.
<Opinion targets and their sentiment polarities>:
{ “place”: “Positive”, “Check-in”: “Positive”, “Roman”:
“Positive”, “Mark”: “Positive”, “Check-out”: “Positive” }
<Coreference clusters of the opinion targets>:
{ “place”: [“place”, “Studio”], “Check-in”: [“Check-in”],
“Roman”: [“Roman”], “Mark”: [“Mark”], “check-out”:
[“check-out”]
other examples
Prompt for target-sentiment pair annotation

You are an expert in Aspect-Based Sentiment Analysis.
Given the document, you should ONLY extract the list of
target-sentiment pairs. A target-sentiment pair is defined
as ’target 1–. . . –target n##sentiment’, where ’target 1–. . . –
target n’ is a multi-level opinion target with n denoting the
number of its levels, and ’sentiment’ in {Positive, Negative,
Mixed}. Let’s think step by step.
<Document>:
Lovely shoes, and the customer support was wonderful.
<Target-sentiment pairs>:
[shoes##Positive, shoes–customer support##Positive]
other examples

Table 6: Example prompts for coreference cluster and
target-sentiment pairs annotation using ChatGPT.

A Entity Coreference Annotation

Coreference Annotation by Humans We utilize
the Inception platform (Klie et al., 2018) to anno-
tate coreferential entities. Specifically, for each
entity, we first annotate the entities that are coref-
erential with it and connect these two entities with
an undirected edge to represent the coreference re-
lation. In the post-processing stage, we cluster the
connected entities into coreferential clusters. These
clusters are used for subsequent multi-task training
and cluster-based metrics.

Coreference Annotation by ChatGPT To re-
duce the manual labor and time required for coref-
erence annotation, we employ ChatGPT 2 to anno-
tate the coreferential clusters. First, we construct
demonstration examples through five-shot prompt-
ing for each domain to extract coreferential entities
in JSON format. We tried different task descrip-
tions and output formats to design various prompts.
After manually observing and comparing those an-

2https://openai.com/chatgpt

notation results from ChatGPT, the final prompt for-
mat we selected is shown in Table 6. Each example
consists of <Document> and <Opinion targets and
their sentiment polarities>. ChatGPT must output
<Coreference clusters of the opinion targets> based
on the given instruction and the five-shot annotated
examples.

To eliminate the noise generated by ChatGPT
during the entity extraction process, we remove
the articles and adjective possessive pronouns of
the entities and merge them as the final version of
coreferential clusters. Additionally, we conduct
a manual check of 20% of ChatGPT’s annotated
data (100 documents in each of the five domains),
and the assessment yields a coreference annotation
accuracy of 92%.
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