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Abstract

Generics are expressions used to communicate
abstractions about categories. While conveying
general truths (e.g., Birds fly), generics have the
interesting property to admit exceptions (e.g.,
penguins do not fly). Statements of this type
help us organizing our knowledge of the world,
and form the basis of how we express it (Hamp-
ton, 2012; Leslie, 2014).

This study investigates how Large Language
Models (LLMs) interpret generics, drawing
upon psycholinguistic experimental method-
ologies. Understanding how LLMs interpret
generic statements serves not only as a mea-
sure of their ability to abstract but also arguably
plays a role in their encoding of stereotypes.
Given that generics interpretation necessitates
a comparison with explicitly quantified sen-
tences, we explored i.) whether LLMs can
correctly associate a quantifier with the generic
structure, and ii.) whether the presence of a
generic sentence as context influences the out-
comes of quantifiers. We evaluated LLMs us-
ing both Surprisal distributions and prompting
techniques. The findings indicate that mod-
els do not exhibit a strong sensitivity to quan-
tification. Nevertheless, they seem to encode
a meaning linked with the generic structure,
which leads them to adjust their answers ac-
cordingly when a generalization is provided as
context.

1 Introduction

Generic generalizations, or simply generics, are
statements such as Birds fly , Dogs are mammals
or Clocks are round, that convey information about
categories. They are a powerful way through which
language allows us to communicate and learn ab-
stract knowledge that extends beyond present con-
text and direct experience. We use generic sen-
tences to express our knowledge about the world,
including stereotypes or prejudices (e.g., Men are
better at math than women). Generics are funda-
mental to human cognition because they help us
conceptualize the properties we associate with dif-

ferent categories, organizing our experience of the
world (Chatzigoga, 2019).

The most notable feature of generics is that they
allow for exceptions (Krifka et al., 1995). For ex-
ample, Birds fly is considered true by speakers
even if there are birds that cannot fly (e.g., pen-
guins): in this case, therefore, the corresponding
universal statement (All birds fly) is false. Differ-
ent generalizations tolerate exceptions to varying
degrees, according to their different semantic con-
tent: Dogs are mammals requires for its truth that
all dogs be mammals; Ducks lay eggs is judged
true even if only mature female ducks lay eggs,
while Mosquitoes carry malaria refers to an even
smaller minority (about 1 percent of mosquitoes
carry malaria). There are generics that might be
better paraphrased with all, others with most, and
others with some; however, unlike quantified state-
ments, they do not explicitly convey information
about how many category members possess the
predicated property.

Given this property, the meaning of generics
can be considered “underspecified”: humans’ cor-
rect interpretation is derived through world knowl-
edge and pragmatic abilities (Tessler and Goodman,
2019). The main questions that cognitive and psy-
cholinguistic studies conducted on generics seek to
answer are whether generics are a default mecha-
nism, whether there exists a generic bias, and what
is the relationship between genericity and preva-
lence, i.e., to what proportion of category mem-
bers the property predicted by the generic applies
(Cimpian et al., 2010; Leslie et al., 2011; Khemlani
et al., 2012; Prasada et al., 2013, among others).
These studies investigate the nature of generaliza-
tions by contrasting generic and overtly quantified
sentences (Chatzigoga, 2019); in this sense, quanti-
fiers are used to make explicit the underspecified
meaning of generics.

The present paper investigates the interpreta-
tion of generalizations in different Large Language
Models (LLMs). Since psycholinguistics experi-
ments conducted on humans involve the compari-
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son with quantified expressions, we also used quan-
tifiers as a means of unraveling generics compre-
hension to directly compare humans’ and models’
interpretations.

We aim to explore the capability of LLMs to
interpret generalizations that differ in semantic con-
tent as humans do. As we mentioned, this ability in
people is closely related to world knowledge, which
allows us to interpret ‘underspecified’ and implic-
itly quantified sentences by making use of our prior
information. For this reason, investigating what is
encoded in models with regard to generic form and
its relation to quantification is crucial to compre-
hend whether they effectively understand the level
of inclusiveness of a conceptual category, based
on the context in which it is used, and whether
they can leverage the power of quantifiers to repli-
cate human-like distinctions, thereby enhancing
their capacity to comprehend and interpret natu-
ral language accurately. The capability of LLMs
to interpret generic sentences is not only an in-
dex of their capacity for abstraction but is also
arguably involved in their encoding of stereotypes,
since generics are one of the most powerful ways
through which language convey them (Beukeboom
and Burgers, 2019).

In what follows, we present two experiments that
try to answer our research questions (RQs):

RQ1: Are LLMs capable of interpreting
generic sentences according to their seman-
tic content? Generalizations can have differ-
ent implicit quantificational values depending
on their semantic content. Humans are able
to derive their correct meaning thanks to their
world knowledge. In our first experiments (cf.
4), we investigate if LLMs are able to do the
same through two different methodologies.

RQ2: Do LLMs have a linguistic default
interpretation associated with the generic
form? People seem to have a default inter-
pretation associated with the form of generics
(Cimpian et al., 2010). In our second experi-
ment (cf. 5), we conduct an exploratory anal-
ysis of how models interpret generalizations
aside from their content, i.e., whether they
seem to have encoded linguistic knowledge
associated with the generic form.

2 Related works

Most of the NLP literature dealing with generic-
ity in language has focused on the building of re-

sources geared towards distinguishing generic ex-
pressions that refer to whole categories from their
non-generic counterparts that refer to specific ex-
emplars (Friedrich et al., 2015; Govindarajan et al.,
2019; Uryupina et al., 2020; Collacciani et al.,
2024, among others). More recently, the useful-
ness of generic sentences as a resource to retrieve
common sense knowledge, exploitable to boost
performance in various NLP applications, has been
proposed and demonstrated by (Bhakthavatsalam
et al., 2020; Nguyen et al., 2023).

However, to the best of our knowledge, there
are no studies investigating the interpretation of
linguistic generalizations by LLMs, except for the
recent works by Ralethe and Buys (2022), which
addresses the generic overgeneralization effect, and
Collacciani and Rambelli (2023), which investi-
gates generics interpretation, building on psycholin-
guistic experimental designs. Both works, however,
only focus on Masked Language Models such as
BERT and RoBERTa.

We will use quantifiers to investigate generics
comprehension, placing them at the beginning of
bare generic sentences to explicitly specify their
quantificational value. The most relevant studies
that have evaluated model predictions following
quantifiers are Kalouli et al. (2022), which focus on
logical quantifiers such as all, every, and some, and
Michaelov and Bergen (2023) and Gupta (2023),
which focus on few and most-type quantifier; the
other few works involving quantifiers focus on pre-
dicting the quantifier itself (Pezzelle et al., 2018;
Talmor et al., 2020). The present work will contrast
LLMs’ predictions on generic sentences and sen-
tences quantified by no, few, some, most, and all,
investigating which quantifiers seem to best approx-
imate the meaning of the generic form. Therefore,
our work aims not only to understand LLMs’ gener-
ics interpretation but also to contribute to the explo-
ration of LLMs’ knowledge of quantifiers, adding
the systematic comparison with generic sentences
as a novel element.

3 Materials and Methods

Dataset For this study, we created a dataset in
which each generic sentence is paired with the
correct quantifier, i.e., the quantifier that humans
would prefer to make explicit the implicit quantifi-
cation value of the generic sentence1. From now

1The dataset is available at: https://osf.io/ahspu/
?view_only=1f789e020b7346338c53b684943dc9f1
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on, we will refer to this quantifier as Human Quan-
tifier, while we will use the label LLM Quantifier
to indicate each quantifier when paired with the
sentences for the LLMs evaluation.

To assemble our dataset, we employed sen-
tences from different existing resources. In the
first place, we looked at the Herbelot and Vecchi
(2016) dataset, consisting of concept-feature pairs
from McRae et al. (2005), such as airplane has-
engines or ant is-black, labeled by native speakers
through quantifiers. For each pair in the norms,
annotators were asked to provide a label express-
ing how many members of the category possess
the property in question, choosing among the nat-
ural language quantifiers no, few, some, most, all.
We selected only those pairs on which all three
annotators agreed on the same quantifier. From
this dataset, we sampled 500 sentences annotated
with some and all, plus 97 sentences annotated with
most. Sentences annotated by humans with some,
most, and all are those that can be considered as
true generalizations, in their generic form. How-
ever, in order to better understand whether they are
correctly interpreted by LLMs, we decided to add
to the dataset also sentences quantifiable with few
and no, that are characterized by implausible or im-
possible category-property pairs. In this case, the
effect of the quantifier is to reverse the truth value
of the sentence (from implausible to plausible and
from impossible to possible): because of this fea-
ture, these sentences will be useful as a touchstone
to evaluate the others.

First, we included a sample of 500 concept-
property pairs extracted from the COMPS dataset
(Misra et al., 2023). We selected 500 cases in which
negative-sample-type is equal to random (i.e.,
for which the similarity between the acceptable
and unacceptable concept for a certain property
is equal to 0), and used the unacceptable concept
to form our sentences. In these cases, the Human
Quantifier would always be no because the pred-
icated property is unacceptable, as in Unicycles
clean dishes. Additionally, we selected 240 stimuli
originally constructed by Urbach and Kutas (2010)
for a psycholinguistic task and recently used by
Michaelov and Bergen (2023) and Gupta (2023) for
LLMs evaluation. These stimuli consist of 120 typ-
ical subject-verb pairs (called “backbone phrases")
completed by both a typical and an atypical ob-
ject, as in postmen carry mail vs. postmen carry
oil. In the original psycholinguistic experiment of
Urbach and Kutas (2010), these sentences were

Human
Quantifier

Generic
sentences Examples

NO 500 Unicycles clean dishes.
FEW 120 Smugglers transport umbrellas.
SOME 500 Oranges are used for juice.
MOST 217 Clocks are round.
ALL 500 Whales are mammals.
Total 1837

Table 1: Structure of our dataset.

alternatively modified by most-type and few-type
quantifiers in order to collect offline plausibility
ratings and record brain activity (using EEG) for
the different conditions. Following the plausibil-
ity ratings of the original experiment, we included
these stimuli by annotating sentences with a typical
object with most quantifier, while sentences with
an atypical object are annotated with few.

Our final dataset consists of 1,837 sentences.
Even if the dataset is not completely balanced, we
believe that the stimuli should be sufficient to ob-
serve tendencies in intra- and inter-conditions. Ta-
ble 1 shows the structure of our dataset, along with
some examples.

Models We conducted our experiments on BERT-
large-uncased (Devlin et al., 2019), a bi-directional
masked language model, GPT2-xl (Radford et al.,
2019), and 2 open-source pre-trained generative
LLMs and their instruction-tuned variants: Llama-
2 (Touvron et al., 2023) and Mistral (Jiang et al.,
2023) with 7 billion parameters.2

4 Are LLMs Capable to Interpret
Generic Sentences According to their
Semantic Content?

4.1 Surprisal
In our first experiment, we measure the Surprisal
of each of the sentences in our dataset modified
by each of the five quantifiers considered (no, few,
some, most, all). We use the Surprisal of the overall
sentence (Ss), defined as the sum of the Surprisals
of each token (St) normalized by the length of the
sentence:

Ss =

∑T
t∈S St

count(t)

where St is the negative log-probability of the oc-
currence of a token given its context. The Surprisal
scores were extracted using the Minicons library, v.

2We only focus on open LLMs for reproducibility reasons
and because we are interested in comparing the base and the
instruct version of the very same models.
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0.2.33 (Misra, 2022). The underlying idea is that if
LLMs correctly take the meaning of the different
quantifiers into account in their decision process,
for each sentence, the Surprisal would be lower in
the condition modified by the corresponding Hu-
man Quantifier than in the others. Let us consider
the examples in Table 1: a LLM is considered ac-
curate if

1. (a) Ss (No unicycles clean dishes) < Ss

(Few/Some/Most/All unicycles clean
dishes.)

(b) Ss (Few smugglers transport umbrel-
las.) < Ss (No/Some/Most/All smugglers
transport umbrellas.)

and so on. In addition to the five quantified condi-
tions, we also extracted the Surprisal of the bare
generic sentence, without quantifier. In the case of
the generic condition, we expect it to have i) higher
Surprisal than the sentences preceded by no and few
for the sentences for which the Human Quantifier
is no and few, whilst ii) having an approximately
equivalent Surprisal score to the sentence preceded
by all, some, and most. Sentences annotated with
no and few quantifiers are semantically impossible
or implausible sentences and, therefore, should be
‘surprising’ unless they are preceded by the respec-
tive Human Quantifier, which reverses the truth
value of the sentences:

2. (a) Ss (Unicycles clean dishes) > Ss (No
unicycles clean dishes.)

(b) Ss (Smugglers transport umbrellas) > Ss

(Few smugglers transport umbrellas)

In contrast, sentences annotated with some, most,
and all refer to semantically plausible events. The
generic versions of these sentences are implicitly
quantified, that is, semantically equivalent to the
respective quantified sentence. Consequently, there
should be no difference in the Surprisal scores be-
tween the bare generic and the quantified versions:

3. (a) Ss (Oranges are used for juice) ≃ Ss

(Some oranges are used for juice)
(b) Ss (Clocks are round) ≃ Ss (Most

clocks are round)
(c) Ss (Whales are mammals) ≃ Ss (All

whales are mammals)

Results Following the above assumptions, we
computed the accuracy of each model separately
for each Human Quantifier class, reported in Fig-
ure 1. On the left (Accuracy QUANT), we report

Figure 1: Heatmaps of Accuracy values per Human
Quantifier on Surprisals, for each LLM.

accuracy values computed following (1): a model
is correct if the sentence with the lowest Surprisal
is the one with the same quantifier of the specific
Human Quantifier class. As the plot reveals, the
highest accuracy is obtained for the Human Quan-
tifier all (especially for GPT2 and Mistral models),
followed by the Human Quantifier some.

On the right (Accuracy GEN), we compare
the Surprisal of a generic sentence (without
quantifier) with its version modified by the specific
Human Quantifier: an LLM is considered accurate
if it fulfills the conditions in (2) and (3). For
some, most, and all classes, we considered as
approximately equal a Surprisal of ± 1 std3.
Similarly, we observe that accuracy scores are
higher for some and all classes, but, in this case,
we obtain high accuracy even for the class most.
On the contrary, the scores are low for no and few
classes.

To inspect the behavior of LLMs in more
detail, we examined the distributions of the Sur-
prisal values inside each Human Quantifier class.
Figure 2 reports the distributions for GPT2-xl and
Mistral, as the other LLMs analyzed (BERT-large
and Llama) show the same trends (all boxplots
are in Appendix A). For each Human quantifier
(x-axis), a boxplot represents the Surprisals of
a sentence with a specific quantifier (e.g., “No
unicycles clean dishes” vs. “All unicycles clean
dishes”).We can observe two main trends: by look-
ing at the average mean of each Human Quantifier
group, we notice that the no and few classes tend to
have higher Surprisals in general, regardless of the
LLM Quantifier condition. We can hypothesize
that this happens because these sentences contain
words that do not usually co-occur with each
other precisely because they are meant to identify

3For each LLM, we used the standard deviation of its
Surprisals on the entire dataset.
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Figure 2: Sentence surprisal distributions per Human Quantifier and LLM Quantifier, for GPT2-xl and Mistral.

properties that are impossible or implausible for
the categories in question (Kauf et al., 2023).
However, the overall meaning of these sentences
should become less surprising when introduced
by the appropriate Human Quantifier (no or few),
since it has the effect of reversing the truth value
of the sentence, as illustrated in (2).

Nevertheless, the presence of the quantifier does
not model the Surprisal scores as theoretically ex-
pected. Looking inside each LLM Quantifier group,
we notice that the Surprisal distribution is the same
across the five groups, and we do not see the rever-
sal of the ratios among the distributions that should
occur if the quantifier meaning was properly taken
into account. In other words, if the quantifiers’
meaning were correctly taken into consideration,
the sentences with the lowest score should be the
ones with the same quantifier of the target class (cf.
(1)). Conversely, the average surprisal of generic
sentences (GEN) should be similar to the Surprisal
of sentences quantified with some, most and all in
their respective classes (cf. (3)), while they should
be higher than no and few in their respective classes
(cf. (2)).

However, sentences quantified with some, most
and all tend to have lower Surprisals in all five con-
ditions across all LLMs (with the partial exception
of Llama, in which the subgroups are roughly all at
the same level). This inspection can help us inter-
pret the accuracy values: the fact that the models
perform better on the some, most and all classes
seems to be due to a general preference for these
quantifiers over the others in all cases, rather than
a real grasp of the meaning of the quantifiers, also
with respect to the generic sentences.

What we just observed leads us to point out that
the recent results reported by Gupta (2023) on quan-
tifiers comprehension in LLMs may be misleading.

In their experimental paradigm, the accuracy of
Surprisal is calculated on sets of minimal pairs,
such as S (Most postmen carry mail) < S (Few post-
men carry mail) and S (Most postmen carry oil)
> S (Few postmen carry oil). In this task, the two
complementary conditions are satisfied by the two
opposite outcomes. The accuracy values they re-
port are consistently around 0.5, which means the
model satisfies the conditions in about half of the
cases. In light of our results, this outcome seems
to be due to a general agnostic preference of LLMs
for a quantifier on the other: most has a tendency to
always have a lower Surprisal than few, regardless
of what would be the correct Human Quantifier,
as well as the other quantifiers to maintain their
position in the reciprocal distribution.

Our results align with those of Michaelov and
Bergen (2023), as well as with previous studies on
the sensitivity of LLMs probability values to nega-
tion and logical quantifiers (Ettinger, 2020; Kass-
ner and Schütze, 2020; Kalouli et al., 2022). In the
next section, we will discuss a possible explana-
tion for these outcomes and propose an alternative
method for investigating the LLMs’ interpretation
of generic sentences through quantifiers.

4.2 Prompting

From the analysis of Surprisals, it emerged that
LLMs are unable to correctly interpret generic sen-
tences through quantifiers with respect to their se-
mantic content (i.e., their Human Quantifier). How-
ever, we want to point out that the Surprisals, as
well as the probability values produced by LLMs,
are an index of the LLM’s ‘online’ decision-making
process: in this sense, they are somewhat compara-
ble to human brain activity in response to linguistic
stimuli, and they have indeed been used in works
comparing them to brain responses such as the
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Figure 3: Percentages of occurrence for each options (LLM Quantifier) per Human Quantifier class in the LLMs
responses when prompted. For each LLM, we show the responses to both QUANT and QUANT+GEN prompting.

N400 amplitude (Ettinger, 2020; Michaelov and
Bergen, 2023; Gupta, 2023).

It is interesting to note that there is experimen-
tal evidence in psycholinguistic works that shows
that the manipulation of both no-some-all (Fischler
et al., 1984; Kounios and Holcomb, 1992), and
few-most (Urbach and Kutas, 2010), which leads
to a reversal of the truth values of the modified
sentences4, while well taken into account in offline
plausibility judgments, does not similarly reverse
the N400 amplitudes in incremental sentence com-
prehension. This is considered by Urbach and Ku-
tas (2010) as a dissociation between the patterns of
quantifier and typicality effects for the offline and
online measures. Given these considerations, the
LLMs’ online processing (measured through Sur-
prisal), which reveals low sensitivity to quantifiers
but good sensitivity to typicality (as shown in the
previous paragraph and similar to Michaelov and
Bergen (2023)) is not that dissimilar to that of hu-
mans. In other words, both humans and LLMs, in
online processing, are more sensitive to the plausi-
bility of the predicated property on a given category
(i.e., the fact that Postmen carry mail is more plau-
sible than Postmen carry oil), rather than to the
presence of the correct quantifier.

Therefore, we decided to test our dataset through
another methodology that is possibly more com-
parable to offline plausibility judgments (as are
the Human Quantifier classes annotation on our
dataset): metalinguistic prompting. For this task,
we tested the instruction-tuned variants of Llama-2
and Mistral, using the same hyperparameters5. We
used two different versions of prompting strategies,

4E.g., from the cited studies: [All/some/no] gems are ru-
bies. - [All/some/no] rubies are gems.; [Most/Few] farmers
grow [crops/worms.]

5Temperature=0, do_sample=False, top-k=10,
max-tokens=50, frequency and presence penalty=0.

both in zero-shot settings, since we are interested
in eliciting the knowledge already encoded in each
model (examples of each prompt are reported in
Appendix B). In the first condition, models were
asked to choose the most truthful sentence from
the list of its quantified versions for each of the
sentences in our dataset. In the second condition,
the only difference is that the generic form of the
sentence is also presented among the options; we
will call the first version QUANT and the second
QUANT+GEN.

Results Figure 3 reports the percentages in which
each different option (LLM Quantifier condition)
occurs in the LLMs responses per Human Quan-
tifier class, in both QUANT and QUANT+GEN
prompting versions. Both language models show
the same trends. When they are given only the
quantified sentences as options (QUANT prompt-
ing), they take a ‘conservative’ stance, overextend-
ing the existential quantifier some over all classes.
Interestingly, we can observe a trend for which
from the Human Quantifier class no to all there is
a progressive extension of the quantifiers most and
all, and a simultaneous reduction of no and few in
the responses. When the generic form is also pro-
vided among the options (QUANT+GEN prompt-
ing), this is often preferred, especially by Mistral.
Even in this case, we can observe a progression
in the extension of the generic form from left to
right. This progressive trend seems to suggest that
the instruction-tuned models are able to partially
discriminate between different classes on the basis
of their semantic content and have encoded some
kind of meaning associated with quantifiers and the
generic form, although not particularly refined.

However, the accuracy (Table 2) remains over-
all not satisfying. In this case, the accuracy val-
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ues were computed considering the model accurate
if its choice matched with the Human Quantifier
class:

Accuracy =
NLLMQUANT=HUMANQUANT

NTOT

Furthermore, in the QUANT+GEN version, the
choice of the generic form was considered accurate
if the Human Quantifier class was some, most or
all, given that these are the cases for which the
generic expression is acceptable (cf. (3)). As in
the previous experiment, the accuracy is not good
on all classes consistently, but only on which there
is a strong general preference, i.e., when there is
overextension (e.g., some).

Llama Mistral

Human Quantifier QUANT QUANT+GEN QUANT QUANT+GEN

no .278 .082 .690 .124
few .092 .125 .000 .008
some .746 .498 .818 .384
most .198 .097 .000 .009
all .000 .076 .158 .080

Table 2: Prompting Accuracy per Human Quantifier
class on QUANT and QUANT+GEN versions.

5 Do LLMs Have a Linguistic Default
Interpretation of the Generic Form?

Our second study is more exploratory and aims
to investigate the relationship between generaliza-
tions and quantification from a more formal point
of view. We draw inspiration from the work of
Cimpian et al. (2010), who found that people, when
presented with a generic sentence about a novel
category (Morseths have silver fur.) and asked to
estimate how many members of the category pos-
sess the characteristic predicated by the generic,
tend to assign very high percentages (on average,

Figure 4: Percentages of occurrence for each option
(LLM Quantifier) per Human Quantifier in the LLMs
responses when prompted on the entailment condition.

very close to 100 percent). From that, we can in-
fer that people have a default interpretation of the
generic form: if informed about a made-up cate-
gory, that lacks associations to properties in their
minds, through a generic form, humans tend to
extend by default the predicated property on all
members of the category. Since models do not
seem to encode the world knowledge necessary to
interpret generics on account of their semantic con-
tent as humans, we decided to test them on a similar
paradigm. Our aim is to comprehend whether and
how LLMs encode a default interpretation associ-
ated with a generic form.

As in Section 4.2, we used prompting to test the
instruction-tuned variants of Llama-2 and Mistral,
using the same parameter configurations presented
in the previous experiment. Our prompting strategy
for this task is inspired by the experimental design
of (Cimpian et al., 2010); an example is shown
in B. This prompting strategy is analogous to the
QUANT condition used in the previous section,
since the options are exactly the same; the only
difference is that, in this case, the generic sentence
is given as a premise in an entailment condition
(e.g., Birds fly, therefore...), with the aim of explor-
ing whether this leads the models to reshape their
response accordingly.

Results Figure 4 reports the percentages in which
each different option (LLM Quantifier condition)
occurs in the LLMs responses per Human Quanti-
fier class in the entailment condition. If we com-
pare them with the results in Figure 3, for the
QUANT condition - in which the options were
exactly the same, we can observe that in Llama
there is a strong reduction of no and few and a large
overextension of the quantifier most, as well as the
emergence of all on the last classes; in Mistral, no
and few have practically disappeared and, although
there is still an overextension of some, there is a
strong increase of most and all. Overall, the generic
sentence provided as a premise seems to lead both
models to skew toward “strong" positive quantifiers
(most and all), to the expense of negative ones.

6 General Discussion

This paper offers both quantitative and qualitative
insights into how LLMs interpret generics, employ-
ing experimental designs that utilized quantified
expressions to probe the comprehension of generic
statements. Our two experiments were conceived
to evaluate two related but separate abilities: first,
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the models’ capacity to accurately recognize the
common knowledge implied in generic statements
(i.e., they can generalize a property to the right level
of inclusiveness of categories); secondly, their abil-
ity to comprehend generalizations irrespective of
their content, specifically, whether they incorpo-
rate any linguistic cues linked to the generic form.
To the best of our knowledge, we are the first to
perform this investigation with recent LLMs, in-
cluding their instruction-tuned variant, and testing
them with prompting methodologies.

The experiment illustrated in 4 was designed
to investigate whether LLMs are capable of
interpreting generic sentences according to their
semantic content through quantifiers (RQ1).
We observed that Surprisals do not seem to be
particularly sensitive to the effect of quantifiers on
sentence meaning, thus preventing us from using
them as an explicit marker of the interpretation of
generic sentences that differ in semantic content.
However, it is possible that this outcome is not due
to a complete insensitivity of the models to the
meaning of quantifiers as much as to the method
employed. In fact, the measurement of Surprisals
could be more akin to measurements of human
online processing (such as recording of brain
activity) rather than offline judgments (such as the
annotations we have on our dataset). Interestingly,
the Surprisal of the models with respect to the
effect of quantification does indeed seem to follow
a similar pattern to that emerging from comparable
studies on human N400 potentials (Fischler et al.,
1984; Kounios and Holcomb, 1992; Urbach and
Kutas, 2010). Therefore, we investigated the
behavior of the models through prompting, which
mirrors offline human judgments. The analyzed
outcomes suggest that the instruction-tuned models
have encoded some kind of meaning associated
with quantifiers and the generic form, although
not particularly refined. LLMs judge the choice of
most and all, as well as of the generic form over
the others, as more suitable as the semantic content
of the sentence goes from impossible/implausible
category-property pairs (no/few classes) to plausi-
ble category-property pairs (some/most classes), to
necessary category-property pairs (all class).

However, the comprehension of the mean-
ing of generic and quantified sentences with
respect to their semantic content does not seem
to be particularly accurate. LLMs tend to take
a very ‘conservative’ stance, preferring the

intermediate quantifier some when given only
quantified sentences as options, and the generic
sentence itself (inherently vague) when this is
added among the options6. This could be due to
the fact that explicit quantification is actually a
relatively rare phenomenon in naturally occurring
text, on which LLMs are exclusively trained,
while underspecified constructions like generic
sentences are much more frequent (Herbelot and
Copestake, 2011; Herbelot and Vecchi, 2016).
Moreover, the different quantifiers all appear in
the same syntactic positions and in superficially
very similar contexts; the choice of one or the
other is inextricably linked to our extralinguistic
knowledge of the categories and the properties
predicated on them, something LLMs do not
possess.

For this reason, we conducted a last study to ex-
plore the models’ interpretation of generalization
and quantification aside from the semantic con-
tent of the predications, i.e., whether they seem to
have encoded linguistic knowledge associated with
the generic form (RQ2). We found that, when a
generic sentence is provided as a premise in an en-
tailment condition, instruction-tuned models tend
to reshape the distributions of the different quanti-
fiers in their responses (cf. Figure 3 vs. Figure 4),
skewing their preferences toward “strong" positive
quantifiers (most and all). People behave similarly
(interpreting a property predicated by a generic
as applicable to virtually all members of the cate-
gory) when tested on novel categories, for which
they have no prior understanding. However, in a
real language setting humans undeniably modu-
late their interpretations of generalizations through
their knowledge of real categories.

7 Conclusions

In conclusion, this study observed that i) LLMs
seem not to have the world knowledge necessary
for the comprehension of the meaning of generic
and quantified sentences with respect to their se-
mantic content in a human-like way; ii) LLMs
overextend the truth of a generic sentence when this
is presented as an assumption, on most/all members
of real-world categories, regardless of the meaning
of the predication. This behavior could play a role
in their encoding of stereotypes, which could be a
potentially harmful bias. Overall, we believe that

6In this regard, it should be kept in mind that for our
experiments we used temperature=0, which makes models’
responses more focused and deterministic.
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further investigations are needed to clarify the in-
terpretation of generics in Language Models and,
more generally, the role that this phenomenon has
in their behavior.
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Limitations

Prompting strategies In this study, we assessed
models under a conservative condition by employ-
ing a low temperature. Future research could
explore the responses of the same models under
higher temperatures, investigating how enhancing
the linguistic creativity of LLMs impacts their per-
formance in the presented tasks.

Another limitation pertains to the prompts uti-
lized. We evaluated all LLMs using the query “Tell
me which of the following is the most truthful sen-
tence" on the first prompting task, and “What is the
correct completion?" for the second one, in each
case followed by a list of the options. While we ex-
perimented with different prompts before choosing
this format, we did not quantitatively investigate
whether alternative queries could enhance the ac-
curacy of the models, nor did we explore whether
different examples within the prompt could yield
different results.

Study on English The current dataset and re-
search are exclusively centered on English. Extend-
ing the dataset to include other languages would
be advantageous. However, we currently face a
scarcity of resources for other languages annotated
with comparable linguistic information.

Ethics Statement

The resources used to build our dataset (Herbelot
and Vecchi, 2016; Misra et al., 2023; Urbach and
Kutas, 2010) are publicly available. We will re-
lease the dataset used in the present experiments
and the obtained results in the OSF project of this

study7. For reasons of replicability, we chose to use
only LLMs freely available through huggingface.
Given a limited GPU, we relied on 7 billion pa-
rameter models and used quantization techniques
to reduce memory and computational costs, using
bitsandbytes library. However, the experiments
presented require a considerable memory and com-
putational cost, especially for the prompting tasks.
In addition, there is still a significant ethical con-
cern regarding Language Models (LLMs). These
models have been demonstrated to produce inaccu-
rate information, potentially generating offensive
material when prompted with certain inputs. How-
ever, it appears that LLMs fine-tuned with specific
instructions have undergone training to mitigate
the harmful nature of their responses. Nevertheless,
some responses may still contain objectionable con-
tent. Any showcases of LLMs’ linguistic capabil-
ities should not suggest their safety or alignment
with human preferences and values.
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A Analysis of LLMs Surprisals

Figure 5: Sentence surprisal distributions per Human
Quantifier and LLM Quantifier, for each LLM analyzed.
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B Prompting strategies

We report an example for each of the three prompt-
ing strategies used. For each of them, the options
were randomized for each iteration.

• Section 4.2

QUANT version
Tell me which of the following is the
most truthful sentence:

No birds fly.
Few birds fly.
Some birds fly.
Most birds fly.
All birds fly.

QUANT+GEN version
Tell me which of the following is the
most truthful sentence:

Birds fly.
No birds fly.
Few birds fly.
Some birds fly.
Most birds fly.
All birds fly.

• Section 5
What is the correct completion? Birds
fly, therefore...

no birds fly.
few birds fly.
some birds fly.
most birds fly.
all birds fly.
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