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Abstract
Video storytelling is engaging multimedia con-
tent that utilizes video and its accompanying
narration to attract the audience, where a key
challenge is creating narrations for recorded
visual scenes. Previous studies on dense video
captioning and video story generation have
made some progress. However, in practical
applications, we typically require synchronized
narrations for ongoing visual scenes. In this
work, we introduce a new task of Synchronized
Video Storytelling, which aims to generate syn-
chronous and informative narrations for videos.
These narrations, associated with each video
clip, should relate to the visual content, inte-
grate relevant knowledge, and have an appro-
priate word count corresponding to the clip’s
duration. Specifically, a structured storyline
is beneficial to guide the generation process,
ensuring coherence and integrity. To support
the exploration of this task, we introduce a new
benchmark dataset E-SyncVidStory with rich
annotations. Since existing Multimodal LLMs
are not effective in addressing this task in one-
shot or few-shot settings, we propose a frame-
work named VideoNarrator that can generate a
storyline for input videos and simultaneously
generate narrations with the guidance of the
generated or predefined storyline. We further
introduce a set of evaluation metrics to thor-
oughly assess the generation. Both automatic
and human evaluations validate the effective-
ness of our approach. Our dataset, codes, and
evaluations will be released.

1 Introduction

Video storytelling (Li et al., 2019; Bhattacharya
et al., 2023) is a tactic that utilizes the naturally en-
gaging video format to share stories and has been
widely used as a powerful tool for marketing, edu-
cational, or entertainment purposes. The video and
its accompanying narration are both critical to suc-
cessful video storytelling. Therefore, two aspects
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00:17 - 00:25 (8s):
使用方法也非常简单。挤出适量产品，到手心揉搓均匀后，涂抹
在发丝上，很快就会被吸收。(41)
The usage method is also very simple. Squeeze out the right 
amount of product, rub it evenly on your palm, and apply it 
to your hair. It will be absorbed quickly.

00:00 - 00:05 (5s):
发质真的很影响一个人的外形，可惜我的头发天生毛躁。(25)
Hair texture really affect one's appearance, but unfortunately, 
my hair is naturally frizzy.

00:05 - 00:11 (6s):
于是我开始寻找好的精油，最后选中了这款欧莱雅护发精油。(27)
So I began searching and ended up with L‘Oreal Hair Care 
Essential oil.

00:11 - 00:17 (6s):
小小一瓶蕴含着椰子油、葡萄籽油等成分，能有效改善发质。(27)
This tiny bottle contains coconut oil, grape oil, and other 
ingredients that effectively improve hair quality.

00:25 - 00:29 (4s):
欧莱雅护发精油，让你闪耀无比，快快入手吧！(21)
L'Oreal hair oil lets you shine. Get moving and make your 
purchase now!

Product Name: L 'Oreal Hair Care Essential Oil
Ingredients: coconut oil, grape oil, flower essential oil, squalene
Applicable population: suitable for all hair types
…
Efficacy: nourish hair, provide hair nutrients, help to repair damaged hair

Generated StoryStoryline

Relevant Knowledge

Figure 1: An example of our annotated synchronized
video storytelling, with English translations provided
for easy reading. Sequential visual scenes are narrated,
following a storyline expressed by categorized script
labels. Each narration should incorporate appropriate
relevant knowledge (as underlined in the figure) and
have a word count that fits the duration of each clip.

of automatic video storytelling have been explored:
generating or retrieving videos to illustrate written
stories (He et al., 2023; Lu et al., 2023); and gen-
erating narrations based on visual scenes (Li et al.,
2019). Nowadays, people frequently use conve-
nient devices to make visual recordings. These ini-
tial recordings can be transformed into compelling
video stories by integrating synchronized narra-
tions. There is a strong need for automatically
generating narrations for a given video.

Existing research on video-to-text generation
mostly focuses on creating a single sentence to sum-
marize the video (Wang et al., 2019) or generating
fine-grained captions for video clips (Krishna et al.,
2017). Gella et al. (2018) and Li et al. (2019) take
a step further by generating sequential visual sum-
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A woman plays with her phone, then touches her face. Two woman engage in conversation, and one shows her facial skin. A hand takes a product out of a box.

A woman spends time on her phone and is worried about her 
skin condition.

I have been staying up late frequently playing on my phone, 
and it has affected my skin, even leading to the appearance 
of fine lines.

At that point, my friend recommends the product she has been using,
the Guerlain Abeille Royale Youth Watery Oil, which has greatly helped
to repair her skin.

This product is made with rare black bee 
honey and royal jelly, featuring a triple-
enhanced cellular barrier.

Look, the texture is as refreshing as water and feels moist on my face. 
After gently massaging it in, I notice my skin becoming much softer, 
and all the discomfort disappears.

00:00 - 00:09 (9s)

(a) Dense Video Captioning

(b) Video Storytelling

(c) Synchronized Video Storytelling

A woman squeezes the product onto her hand and applies it to her face.

Her friend talks to her and shows her face after using a product. She showcases the product. The woman applies the product to her face and seems very satisfied.

00:09-00:21 (12s) 00:21 - 00:27 (6s) 00:27 - 00:39 (12s)

Figure 2: Comparison of the proposed Synchronized Video Storytelling and existing video-to-text generation tasks.
(a) Dense Video Captioning aims to generate corresponding narrations for multiple events within a video. (b) Video
Storytelling aims to form a coherent story with these narratives. (c) The proposed Synchronized Video Storytelling
aims to generate synchronized, informative, and coherent narrations to support voiceovers for videos.

maries for video scenes, creating a coherent video
story. However, in real-life applications, when nar-
rating an ongoing video, each narration should not
only reflect the current visual scene, but also have
an appropriate word sequence length to fit the du-
ration of the video clip. Including relevant external
knowledge is also important, as it can attract and
convince the audience, particularly for marketing
purposes. Additionally, we believe that a logical
storyline helps maintain the coherence and integrity
of the narratives.

In this paper, we introduce the task of Synchro-
nized Video Storytelling, which aims to gener-
ate synchronized narrations for videos. As illus-
trated in Figure 1, the sequential visual scenes in
the video are accompanied by corresponding narra-
tions. Each narration has a suitable word sequence
length and incorporates relevant knowledge to ef-
fectively engage the audience. They can be directly
utilized as voiceovers for video recordings. This
distinguishes our task from existing ones, as illus-
trated in Figure 2. Furthermore, our generation
follows a structured storyline, similar to the hu-
man writing process, beginning with a brief outline
and then drafting the complete story (Yang et al.,
2022b). This proposed task is complex and cannot
be effectively solved by traditional frameworks or
evaluated by existing benchmarks. A possible ap-
proach is to utilize powerful Multi-modal Large
Language Models (MLLMs) (Han et al., 2023;
Sun et al., 2023) for zero-shot or few-shot gen-
eration. However, most MLLMs face challenges
with time alignment and sequential video compre-
hension (Huang et al., 2023). Moreover, generating
narrations for longer videos becomes difficult for
MLLMs due to the requirement of excessively long
visual tokens. Another approach is to generate cap-

tions for video shots and use them as input for the
LLMs (Bhattacharya et al., 2023; Lin et al., 2023b).
However, this relies heavily on the performance of
the captioning model. Furthermore, current models
are ineffective in generating coherent, appealing,
and length-appropriate narrations. Additional train-
ing on specific instruction datasets is necessary.

To support the exploration of the proposed
task, we create a benchmark dataset named E-
SyncVidStory (E-commerce Synchronized Video
Storytelling). Given the rapid growth of e-
commerce platforms, many sellers have product
information and visual materials, but may lack the
time and resources to convert these into engag-
ing advertisement videos. Therefore, they seek an
automatic and efficient solution. Our dataset can
provide value for both research and practical ap-
plications in this area. E-SyncVidStory contains
6.0K videos with 41.3K video clips in total. Each
video is segmented as sequential visual scenes with
synchronized Chinese narrations. As the primary
objective of Ad stories is to engage with the audi-
ence and showcase products (Bhattacharya et al.,
2023), they might not always present a sequence
of events as a classic story. Still, like classic ones,
advertising stories should be coherent and follow a
logical storyline, which is annotated in our dataset1.
All annotations are obtained through automatic
preprocessing, GPT-based refinement, and manual
checks.

We further propose an effective framework inte-
grating vision models and LLMs to address the task
of synchronized video storytelling. Our specifically
designed instruction structure allows simultaneous

1The storyline is expressed by categorized script labels.
These labels are divided into 12 types, with their definitions
provided in Appendix A.4.
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generation of the storyline and the synchronized
story. To enhance the effectiveness of visual em-
bedding, we compress the long visual tokens into
shorter visual information, which includes the long-
term memory of previous clips and compressed
information of the current clip. To evaluate the
generated stories, we propose a set of evaluation
metrics to comprehensively measure the generated
results. Extensive experiments on both specific
domain (E-SyncVidStory) and general domain (Li
et al., 2019) Video Storytelling verify the effective-
ness of our proposed framework.

The main contributions of our work include: 1)
We introduce the new task of synchronized video
storytelling, which is more challenging as it re-
quires generating a synchronous, informative, and
coherent story for a given video. 2) To support
the exploration of this task, we collect a bench-
mark dataset in the advertising domain, namely
E-SyncVidStory, which contains rich annotations,
and also can support more research beyond video
storytelling; 3) We propose an effective framework
called VideoNarrator, which takes relevant knowl-
edge and sequential video scenes as inputs. It
simultaneously supports storyline generation and
controllable video story generation; 4) We intro-
duce a set of systematic evaluation metrics to com-
prehensively measure the story generation results.
Automatic and human evaluation results verify the
effectiveness of our method.

2 Related Works

Video Narration Generation. Bridging vision
and natural language is a longstanding goal in com-
puter vision and multimedia research (Li et al.,
2019). Previous research on video-to-text genera-
tion primarily focuses on video captioning tasks,
generating single-sentence factual descriptions for
the whole video (Wang et al., 2019; Xu et al., 2016).
Some works aim to provide more detailed and
comprehensive descriptions by generating multi-
sentence paragraphs (Krishna et al., 2017; Zhou
et al., 2018a). However, most of these works ig-
nore the overall coherence of the video descriptions.
Gella et al. (2018) and Li et al. (2019) step fur-
ther to generate a coherent and succinct story from
abundant and complex video data. However, these
datasets only generate short summaries for long
videos and do not handle synchronized video story-
telling. Additionally, all these works only focus on
the visual content and do not take into account the

need to incorporate external knowledge.

Multi-modal Large Language Models. With
the success of Large Language Models (LLMs),
many works have tried to build Multi-modal LLMs
by combining models from other modalities. In the
video field, VideoChat (Li et al., 2023b) integrates
video foundation models and LLMs via a learnable
neural interface, excelling in spatiotemporal rea-
soning, event localization, and causal relationship
inference. VideoChat Longvideo (OpenGVLab)
incorporates LangChain into VideoChat to support
videos that are longer than one minute. Video-
ChatGPT (Maaz et al., 2023a) design a 100k
video instruction dataset, successfully empower-
ing LLMs to comprehend videos. Video-LLaVA
(Lin et al., 2023a) learns from a mixed dataset
of images and videos, and performs joint visual
reasoning on images and videos. However, all of
these methods are not effective in comprehending
sequential video clips. VtimeLLM (Huang et al.,
2023) design a boundary-aware three-stage training
strategy, enhancing results for dense video compre-
hension. However, it struggles with longer video
inputs since the maximum training length is 2048.
Like other MLLMs, it also lacks efficiency in gen-
erating video descriptions that are constrained by
appropriate text length and specific storylines.

3 Synchronized Video Storytelling

3.1 Task Definition

Given a video V composed of sequential video
clips {v1, v2, ..., vn} and the related knowledge
composed of several knowledge items K =
{k1, k2, ..., km}, synchronized video storytelling
aims to incorporate the knowledge to generate a
narration si for each video clip vi, and all narra-
tions form a coherent story S = {s1, s2, ..., sn} for
the video. The word count 2 of each si should be
within the appropriate range ri. To enhance the
coherence of the overall story, the generation is
guided by a predefined or automatically predicted
storyline, which is expressed using a sequence of
script labels {l1, l2, ..., ln}. Each script label li, be-
longing to one of the 12 predefined types, summa-
rizes the key point of the corresponding narration.
More details about the script label are presented in
the Appendix A.4.

2If the time length of video clip vi is t seconds, consid-
ering the normal speaking speed of 5 words per second, the
appropriate word length range can be [5t− 3, 5t+ 3] with an
error margin of 3 words in either direction.
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Table 1: Comparison between E-SyncVidStory and existing dense video captioning (top half) and video story
generation (lower half) datasets.

Input Modality Storyline Num. videos Avg. clips
(per video)

Avg. text len.
(per video)

Avg. text len.
(per second)

YouCook2 (Zhou et al., 2018b) Video - 2K 7.7 67.7 (en) 0.21
ActivityNet Captions (Krishna et al., 2017) Video - 20K 3.7 47.6 (en) 0.40
Charades-STA (Gao et al., 2017) Video - 10K 1.8 11.0 (en) 0.36
ViTT (Huang et al., 2020) Video - 8K 5 110.5 (en) 0.44

VideoStory (unreleased) (Gella et al., 2018) Video - 20K 6.1 - -
Video Storytelling (Li et al., 2019) Video - 105 13.5 162.6 (en) 0.22
E-SyncVidStory Video & Knowledge yes 6K 6.9 194.1 (zh) 5.21

Figure 3: The distribution of the number of 12 types of
script labels in the benchmark.

3.2 E-SyncVidStory Dataset
Data Collection. We select high-quality adver-
tisement videos with high click-through rates from
the web and collect these videos along with their
related information which will be utilized as knowl-
edge points. As shown in Figure 1, knowledge
points are some short expressions about different
attributes of the product. We automatically divide
each video into sequential video clips (Yue Zhao,
2019) and obtain their synchronized narrations
through the automatic speech recognition (ASR)
tool (Zhang et al., 2022). However, these pre-
processed narrations still contain errors. To mini-
mize the labor costs to correct them, we utilize the
powerful tool GPT-4 (OpenAI, 2023) to correct the
errors and predict script labels for each narration.
The prompts for ASR refinement and script label
classification are displayed in our Appendix A.6.
With the aforementioned automatic pre-processing
process, the results are already quite satisfactory.
We then recruit crowd workers to review the narra-
tions, check script label classification, and correct
any remaining errors. This way, we build our pro-
posed dataset, named E-SyncVidStory.

Statistics and analysis. E-SyncVidStory con-
tains 6,032 videos, with a total of 41,292 video
clips. The advertising videos cover various indus-
tries including personal care, makeup, clothing,
household supplies, maternal parenting, and elec-
tronics, etc. The video length ranges from 2 to
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Figure 4: Distribution of clip numbers per video and the
clip duration.

220 seconds with an average of 39 seconds, and the
average story length is 194 words. As shown in Fig-
ure 4 (a), the clip numbers within each video vary
greatly. Thus we apply relative clip position em-
bedding as described in Section 4.1. The duration
of video clips is displayed in Figure 4 (b). Since a
single clip within a video can have a maximum du-
ration of 30 seconds, visual compression is needed
when comprehending the video. The distributions
of script labels are shown in Figure 3. Most narra-
tions focus on the product effect, demonstrating the
product’s benefits. They also prefer social proof,
using positive experiences to persuade the audi-
ence. While this work focuses on creating a story
from a structured video, this dataset could also aid
investigation in generating a well-structured video
from multiple unsequential clips, as discussed in
Appendix A.5.

Dataset Comparison. To the best of our knowl-
edge, E-SyncVidStory is the first synchronized
video storytelling benchmark. As shown in Table 1,
the average text length per second is much longer
than the previous datasets because it allows for syn-
chronous narration. We also annotate the structured
storyline and corresponding knowledge of videos,
which can be used to generate more informative
and coherent narrations.

9482



21

                           Large Language Model

Video Projecter

Visual Encoder & Q-Former

Video Embedding

Video Clip Positional Encoding

Lora

L'Oreal hair oil lets you shine. 
Get moving and make your purchase now!

欧莱雅护发精油，让你闪耀无比，快快入手吧！

Instruction Relevant Knowledge Generated
Script Label Generated NarrativeWord Count

Requirement

 Call to Action

引导购买

Word Count
Requirement

Video Clip 1 Video Clip n

Compressed Video Frames

Trainable

Frozen

Frame
Tokens

Generated
Results

Video Clip 1 Video Clip n-1 Video Clip n

Memory
Consolidation

Figure 5: Illustration of our proposed VideoNarrator. The architecture is based on the Visual Feature Extractor,
the Video Projector, and the LLM. The original video is compressed, retaining only the important frames. When
generating the narration for video clip n, the previous frames are combined into fixed-length video memory tokens
and concatenated with the current frame tokens. We pass the concatenated visual features and the relative video
clip position embedding through the video projector to achieve the final video embedding. Based on the visual
embedding and the previously generated narrations, the LLM will generate an appropriate script label and apply it
to guide the narration generation.

3.3 Automatic Evaluation Metrics

Following Li et al. (2019), we evaluate the gener-
ated narrations with NLP metrics such as BLEU
(Papineni et al., 2002), METEOR (Banerjee and
Lavie, 2005), and CIDEr (Vedantam et al., 2015).
However, it is not reasonable to only consider the
scores based on Ground Truth, as the generated
story may include different knowledge even from
the same aspect. For example, while the visual
scene displays the list of ingredients, the narration
might select a portion of them to describe. Thus we
propose reference-free metrics to evaluate the re-
sults, in the aspect of visual relevance, knowledge
relevance, controllable accuracy, and fluency.

Visual Relevance. Following Shi et al. (2022),
we use EMScore and EMScoreref to evaluate the
visual relevance between the video and generated
narrations. The textual and visual embeddings for
evaluation are encoded using Chinese-Clip (Yang
et al., 2022a). Unlike the traditional visual rele-
vance evaluation, we only consider the similarity
between visually relevant words3 and the video
clips. Because connecting words and knowledge
within a sentence which enriches the video narra-

3We tokenize si using jieba (Sun, 2019) and retain only
the nouns, verbs, and adjectives as visually relevant words.

tions should not hurt the visual relevance even if
they have a low similarity score.

Knowledge Relevance. A compelling advertis-
ing story should incorporate relevant knowledge to
effectively attract customers. Firstly, each narra-
tion should incorporate relevant knowledge points
while avoiding unrelated messages, denoted as in-
formation similarity (InfoSim). Additionally, the
knowledge points within a story should be diverse,
avoiding the emphasis on only a small amount of in-
formation. This is referred to as information diver-
sity (InfoDiverse). The detailed evaluation process is
displayed in our Appendix A.2.

Controllable Accuracy. We evaluate the accu-
racy of the word sequence length by checking if
the word count of sub-story si falls within the ap-
propriate range as described in Section 3.1. When
generating stories controlled by a predefined sto-
ryline, we utilize GPT-4 to assess the controllable
accuracy of the script labels. The prompt for this
evaluation can be found in Appendix A.6.

Fluency. We apply intra-story repetition (Yao
et al., 2019) which measures sentence repetition
within a story through word overlaps.
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4 Method

As shown in Figure 5, our proposed VideoNarrator
consists of the visual feature extractor, the mem-
ory consolidation component, the video projection
layer, and the Large Language Model (LLM). In-
spired by Maaz et al. (2023b), we utilize the power-
ful CLIP-L/14 visual encoder (Radford et al., 2021)
and the Q-Former module from BLIP-2 (Li et al.,
2023a) to obtain frame-level visual features. These
features already achieve a good alignment with the
textual modality. To capture temporal information,
we further feed them into a linear video projector.
However, inputting all video frames would result in
significant computational complexity and memory
usage (Song et al., 2023). Moreover, it would make
it challenging to extract prior knowledge or main-
tain coherence with the previously generated story.
To address these difficulties, we consolidate the
visual information from previous clips into fixed-
length memory tokens. Additionally, we compress
the visual frames of the current clip, retaining only
the key information.

4.1 Visual Embedding

Visual Compression. Considering the visual in-
formation redundancy (Tong et al., 2022), we first
compress the original frames in each video clip by
removing a frame from any adjacent pair frames if
their similarity is above a threshold value τ . This
removal process will be continued until the simi-
larity between each pair of adjacent frames falls
below τ .

Memory Consolidation. For long videos con-
sisting of multiple video clips, when generating a
narration for the current clip vi, we only need a
more concise message of previous video clips. In-
spired by Song et al. (2023), we perform memory
consolidation by merging the most similar visual to-
kens. Specifically, we maintain fixed-length tokens
as visual memory. We iteratively repeat the merg-
ing process 4 until the memory tokens of previous
video clips reach the fixed length.

Video Clip Positional Encoding. The relative
position of each video clip is important in video
story generation. For example, when approaching

4Assume {fi}k
i=1 are the visual features of k frames. In

each merging process, we : (1) Evaluate the cosine similarity
of each adjacent pair. (2) Find the pair (fm, fm+1) with the
highest similarity. (3) Merge fm and fm+1 by averaging their
features and remove fm+1.

### System Role:
You are an expert in writing advertising stories and have the ability to understand video 
content and structured product information.

### Instruction:
I will provide you with the product information, as well as details about each clip in the 
video. Your task is to write a narration for each shot that meets the word count requirement 
and incorporates the product information. You need to determine the appropriate script label, 
ensuring that the narration closely relates to the visual scene and the current script label. 
Each narration should remain coherent with the previously generated text. Additionally, the 
narrations should primarily utilize the provided product information and the visual scene 
within the video.

### User:
Product Information:
{The knowledge points}
Video:
Video Clip 1:
Word count requirement: 22-28 words
Script label: Sore Point
Narration: 1. Hair texture can greatly affect a person’s appearance, but unfortunately, my 

hair is naturally frizzy.
Video Clip 2:
Word count requirement: 27-33 words
Visual scene: <Video>Video Memory Embedding + Video Shot Embedding </Video>

### Output:
Script label: Social Proof
Narration : 2. So I began searching and ended up with L'Oreal Hair oils.

### System Role:
你是⼀位⼴告商，擅⻓为商品撰写具有吸引⼒的⼴告⽂案，并且能够准确理解商品信
息和视频信息。

### Instruction:
我将为你提供商品信息以及该商品对应的⼴告视频的每个镜头的信息。你的任务是结
合商品信息，为视频的每个镜头撰写符合当前字数要求的⼴告⽂案，吸引消费者购买。
你需要判断每个镜头的剧本类型，确保⽂案围绕镜头的剧本类型展开，与当前场景紧
密相关，并且与前⾯的⽂案保持连贯。
请注意，在撰写⽂案时，主要使⽤到提供的商品信息以及镜头的场景信息。

### User:
商品信息:
{所有相关信息}

视频:
镜头1:
字数要求: 22-28个字
剧本类型:痛点铺垫
⽂案: 1.发质真的很影响⼀个⼈的外形，可惜我的头发天⽣⽑躁。
镜头2:
字数要求: 27-33个字
场景: <Video>Video Memory Embedding + Video Shot Embedding </Video>
### Output:
剧本类型: 产品推荐
⽂案: 2.于是我开始寻找好的精油，最后⼊⼿了这款欧莱雅护发精油。

Figure 6: This figure illustrates our system prompt, with
English translations provided for easy reading. The
instructions are designed to help the model understand
the task of synchronized video storytelling. Here, we
present the constructed training sample for the second
clip within a video.

the end of a video, it is more likely to evoke a re-
sponse from the audience rather than introduce the
product. However, the model could only acknowl-
edge the absolute position of a video clip. Thus,
we propose a relative clip position embedding and
add it to the video embeddings. If a clip is located
at p% of the whole video, then p is its relative po-
sition. This value p is passed through a positional
embedding layer, whose parameters are updated
during training. The encoded position feature is
then added to the visual embeddings.

4.2 Prompting

The input prompt for VideoNarrator is displayed
in Figure 6. For each video clip, the controllable
signal is provided just before the narration, which
can ensure controllable accuracy. In our instruction,
we concisely explain the task requirements. As
shown in Figure 6, these red words can make it
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Table 2: Automatic Evaluation Results on E-SyncVidStory. The best result on each aspect is bolded.

CIDEr METEOR BLEU-1 BLEU-2 BLEU-3 BLEU-4

Multi-Model Pipelines LLaVA-1.5+GPT-3.5 (Zero-Shot) 15.0 8.5 18.4 7.6 4.3 2.7
LLaVA-1.5+GPT-3.5 (Few-Shot) 18.6 8.3 20.0 8.5 4.9 3.2

End2end MLLMs
Video-ChatGPT (Maaz et al., 2023a) 4.1 8.6 13.8 5.5 2.9 1.7
Video-LLaVA (Lin et al., 2023a) 6.1 8.3 15.1 6.0 3.3 1.8
VTimeLLM (Huang et al., 2023) 8.4 8.6 14.9 6.5 3.9 2.6

Fine-tuned
End2end MLLMs

VTimeLLM (w/ finetune) 28.0 8.6 19.8 9.3 5.6 3.8
VideoNarrator (Ours) 33.3 9.1 21.0 9.9 6.3 4.4
a. w/o LLM LoRa finetune 10.5 6.9 16.5 5.4 2.8 1.7
b. w/o Storyline 26.2 8.2 19.4 9.4 5.9 3.6
c. w/o Video Clip Position 29.5 8.7 20.1 9.1 5.6 3.9
d. w/o Visual Compression 29.6 8.7 20.4 9.2 5.7 3.8
e. w/o Visual Memory 22.3 8.2 19.2 8.1 4.7 3.1

Table 3: Automatic Evaluation Results on E-SyncVidStory, considering four aspects (Section 3.3): visual relevance,
knowledge relevance, controllable accuracy, and fluency. The best result on each score is bolded and the second
best is underlined.

Visual Relevance Knowledge Relevance Controllable Acc. Fluency
EMScore↑ EMScore ref ↑ InfoSim ↑ InfoDiverse ↑ Word Length↑ Intra-Repetition↓

LLaVA-1.5+GPT-3.5 (Zero-Shot) 52.3 84.0 88.0 42.6 37.3 34.3
LLaVA-1.5+GPT-3.5 (Few-Shot) 52.6 84.3 88.4 46.9 50.7 23.2

Video-ChatGPT (Maaz et al., 2023a) 52.1 72.7 87.7 39.2 17.4 44.2
Video-LLaVA (Lin et al., 2023a) 52.3 73.0 87.6 32.3 28.6 34.6
VTimeLLM (Huang et al., 2023) 52.1 82.9 87.4 40.2 15.3 41.6

VTimeLLM (w/ finetune) 52.4 84.1 88.0 46.8 70.2 25.7
VideoNarrator (Ours) 52.8 85.1 88.6 50.2 98.1 10.8
a. w/o LLM LoRa finetune 52.0 83.6 86.1 42.7 42.3 7.1
b. w/o Storyline 52.3 84.2 88.3 49.2 96.3 8.6
c. w/o Video Clip Position 52.6 84.5 88.2 48.4 96.0 11.7
d. w/o Visual Compression 52.9 84.8 87.9 50.0 98.0 11.3
e. w/o Visual Memory 52.3 84.4 87.0 43.8 92.3 11.8

easier for the LLM to target relevant information.
In the underlined instruction, we emphasize that
the model should primarily use the information
provided in the prompt and avoid using unrelated
knowledge stored in the LLM.

4.3 Training
As shown in Figure 6, we construct our dataset
as multimodal instruction training samples. For
a video consisting of n clips, we maximize the
probability of generating each script label li and
narration si as follows:

n∑

i=1

P (li, si|XInstrution,K, ri, vj≤i)

We update the parameters of the video projector
and the video clip positional embedding layer. Ad-
ditionally, we apply LoRa (Hu et al., 2022) adapter
to fine-tune the LLM, enabling it to possess the abil-
ity of controllable generation and relevant knowl-
edge combination.
5 Experiments

5.1 Experiment Settings
Implementation Details. In our experiments, we
use pre-trained models as visual feature extractors

Table 4: Automatic evaluation results with predefined
storyline. w.r.t CIDEr (C), EMScore (EMS), InfoSim
(Sim), InfoDiverse (Div), Word Length (Len), Script La-
bel (Label), Intra-Repetition (IR).

Text Visual Knowledge Controllable Fluency
C EMSref Sim Div Len Label IR

VideoNarrator 40.1 86.1 88.2 53.1 98.8 95.4 9.8
a. w/o LoRa 14.9 84.5 87.1 46.0 41.0 87.2 8.0
c. w/o Pos. 32.2 85.1 87.6 48.1 96.5 95.9 8.1
d. w/o Comp. 36.7 85.6 87.9 51.8 97.8 94.1 9.2
e. w/o Mem. 29.5 85.3 87.6 49.0 92.3 93.1 8.3

as described in the above Section. In experiments
on E-SyncVidStory (advertising domain), we em-
ploy the Baichuan-7B model (Yang et al., 2023)
as the LLM model, known for its excellent per-
formance in Chinese-related tasks. We construct
our dataset as illustrated in Figure 6, resulting in
41k instruction samples. We apply 90% of them
as the training set and the left as the testing set.
Our proposed framework is trained for 15 epochs,
using a learning rate of 1e−4 and a batch size of
32. The LoRA parameters are set to r = 64 and
alpha = 16. The training of our 7B model took
around 48 hours on 4 A6000 GPUs.

In experiments on Video Storytelling dataset
(general domain) (Li et al., 2019), the LLM model
is replaced by LLaMA-2 (Touvron et al., 2023) for
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Table 5: Automatic evaluation results on Video Storytelling (Li et al., 2019) dataset.

Model Type METEOR CIDEr BLEU-1 BLEU-2 BLEU-3 BLEU-4 Length Acc.

GVMF (Lu and Wu, 2022) Retrieval 20.7 107.7 70.5 44.3 26.9 15.9 -
VerbalizeVideos-GPT3.5 (Bhattacharya et al., 2023) Generative 24.8 102.4 63.8 56.4 47.2 38.6 -
VerbalizeVideos-BLIP2 (Bhattacharya et al., 2023) Generative 21.7 108.9 55.2 48.5 40.7 33.8 -
VideoNarrator (Ours) Generative 28.8 116.8 86.3 69.7 54.4 42.9 94.1

English generation. We make minor adjustments
to fit the task setting of Synchronized Video Story-
telling. Specifically, we apply the text length of the
ground truth as the length requirement, and use the
video topic as its relevant knowledge. The train-
ing prompt is similar to that presented in Figure 6,
while the system role is changed to “You are an AI
assistant that can understand videos”, the product
information is replaced with the event topic, and
the requirement for script labels has been removed.

Compared Baselines We compare our model
with the following baselines. (1) Multi-model Pip-
ieline. Specifically, we apply LLaVA (Liu et al.,
2023) to get textual summaries for video clips
and prompting GPT-3.5 for zero-shot and few-
shot generation. (2) End2end MLLMs, including
zero-shot performance of Video-ChatGPT (Maaz
et al., 2023a), Video-LLaVA (Lin et al., 2023a), and
VTimeLLM (Huang et al., 2023) with 7B LLMs.
These models take the video as inputs and generate
narrations in an end2end manner. (3) Fine-tuned
End2end MLLMs. Specifically, we finetune the
VTimeLLM model, which is effective for dense
video comprehension and supports Chinese gener-
ation. More details about these baselines can be
found in our Appendix A.1.

As for experiments on the Video Storytelling
dataset (Li et al., 2019), we compare our model
with state-of-the-art methods: the retrieval-based
GVMF (Lu and Wu, 2022) and the generative-
based VerbalizeVideos (Bhattacharya et al., 2023).

Ablation Study Setting. We carry out ablation
studies to validate the contribution of different com-
ponents in our proposed framework VideoNarrator.
a. w/o LLM LoRa Finetune Keep the LLM frozen
during training in order to verify whether the LLM
is effective for controllable generation.
b. w/o Storyline To verify whether the model can
generate a nicely structured video story without
provided explicit script labels.
c. w/o Video Clip Position To verify the effective-
ness of relative clip position embedding.
d. w/o Visual Compression Retain all frames to
verify the effectiveness of visual compression.

e. w/o Visual Memory Retain all video features of
previous clips to verify the effectiveness of memory
consolidation.

5.2 Automatic Evaluation Results

Advertising Video Storytelling. VideoNarrator
can either generate a storyline to guide the gener-
ation, or use a predefined storyline to generate a
story based on user preference. We conduct experi-
ments for both situations on E-SyncVidStory.
With Generated Storyline. As shown in Table 2,
our model outperforms the baseline models, even
when fine-tuned on our dataset. For detailed evalu-
ations shown in Table 3, existing MLLMs demon-
strate their ability to generate visually relevant and
informative stories. However, they tend to focus
on a limited amount of prior knowledge and may
repeat it, resulting in a lower InfoDiverse score. Fur-
thermore, their fluency and ability to control the
length of word sequences are poor. Based on the ab-
lation studies, we find that by fine-tuning the LLM
with our instruction data, our model can achieve
the ability to control the word sequence length and
comprehend video features, showing an increase in
controllable accuracy and visual relevance. Apply-
ing visual compression and visual memory consol-
idation can improve the model’s ability to extract
relevant knowledge and retain story coherence, re-
sulting in better performance in knowledge rele-
vance and fluency. Explicit storylines and relative
positional embedding can encourage narrations to
follow a more logical outline of persuasion, im-
proving the performance in knowledge relevance.
With Predefined Storyline. Our model is also capa-
ble of generating stories with predefined storylines.
Users can modify the generated storyline or offer a
specific storyline to control the generation process,
generating customized narrations. Table 4 shows
the results generated with the predefined storyline,
demonstrating ideal performance in controllable
accuracy and other aspects.

General Domain Video Storytelling To validate
the effectiveness of our proposed VideoNarrator,
we conduct experiments on the Video Storytelling
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宝宝洗衣液我真的挑了很久，终
于挖到这个宝藏，就是这款植护
婴儿洗衣液。(32)
I really spent a long time 
searching for the perfect baby 
laundry detergent, and finally I
dug up this treasure – the
PlantCare Laundry Detergent.

它采用的是婴幼儿专用的植物性洗涤配方，不含
荧光剂、色素等有害物质。专为婴幼儿设计，非
常适合宝宝娇嫩的肌肤。(54）
It uses a plant-based cleaning formula specifically 
designed for infants and young children, free from 
harmful substances such as fluorescent agents and
dyes. It's tailor-made for babies and perfectly suits 
their delicate skin.

它的成分中含有活性洗涤因子，
能快速渗透衣物纤维，深层瓦
解各种污渍残留。(35)
It contains active surfactants 
that can quickly penetrate 
fabric fibers and deeply dissolve 
all kinds of stain residues.

对于宝宝衣服上的奶渍、口水
渍等顽固污渍，有了这个洗衣
液就不用担心了。
With this laundry detergent, you 
don't have to worry about 
stubborn stains like milk and 
drool on baby clothes.

即使是机洗也能达到手洗的效果，而且洗
完后还有淡淡的清香味，闻起来很舒服，
没有刺鼻的味道。(44)
Even machine washing can achieve the same 
effect as hand washing. After washing, 
there is a subtle fresh fragrance that is 
very pleasant, without any strong odors.

如果你家有宝宝的话，真心建议你们入
手这一款，真的是物超所值，而且下单
还送洗衣皂哦！(41)
If you have a baby at home, I sincerely 
recommend this product — it's great 
value for the price, and you'll even get a 
free laundry soap with your purchase!

00:00-00:06 (6s)
Social Proof

00:06-00:16 (10s)
Ingredient Statement

00:16-00:23 (7s)
Product Effect

00:16-00:23 (7s)
Sore Point

00:23-00:31 (9s)
Product Effect

00:31-00:39 (8s)
Call to Action

给大家带来一款适合长
时间使用的机械键盘，
惠普。(23)
Let me introduce HP, your 
comfort companion for 
long hours’ use.

这款机械键盘采用人体工学设计，手感
舒适，按键反弹有力，回弹有力。(32）
This mechanical keyboard features an 
ergonomic design for comfortable use. 
The keys provide a satisfying tactile 
response and have a strong, resilient 
bounce-back.

它还拥有着不错的段落
感和清脆的手感。(18)
It also has a good key 
travel and a crisp touch.

此外，它还有多种背光模
式可以选择。(17)
In addition, it has a variety 
of backlight modes to 
choose from.

你可以根据自己的喜好来调节，
让整个桌面都充满科技感。(26)
You can adjust it to your 
preferences and give your entire 
desktop a technological feel. 

00:00-00:04 (4s)
Social Proof

00:04-00:10 (6s)
Product Trial

00:10-00:14 (4s)
Product Trial

00:14-00:18 (4s)
Design of Appearance

00:18-00:23 (5s)
Product Effect

如果你也想入手一款这样的键盘，
那就赶紧来看看吧。(24)
If you‘re interested in choosing a
keyboard, take a look.

00:23-00:28 (5s)
Call to Action

Figure 7: Examples generated by our proposed VideoNarrator.

Table 6: Human evaluation results on three aspects.
Geometric Mean (GM) demonstrates the overall perfor-
mance.

Relevance Attractiveness Coherence GM

LLaVA1.5+GPT3.5 1.82 1.17 1.22 1.37
GPT4V+GPT4 2.48 2.05 2.18 2.22
VideoNarrator 2.34 2.32 2.72 2.45

dataset (Li et al., 2019), which covers a more gen-
eral domain. As shown in Table 5, our model sur-
passes the state-of-the-art results. This showcases
its effectiveness in synchronized video storytelling
across a broader domain.

5.3 Human Evaluation and Qualitative Cases

We conduct human evaluations as well on three
metrics: (1) Visual Relevance measures the rela-
tionship between the generated narrations and the
video shots. (2) Attractiveness measures how well
the stories can invoke the users’ interests. (3) Co-
herence measures the inter-sentence coherence and
the completeness of the whole story. All metrics
are rated from 0 to 3. We compare our models with
the few-shot generation results of existing powerful
LLMs. Specifically, we apply LLaVA1.5 or GPT-
4V to generate descriptions for each visual scene.
The captions of LLaVA1.5 are used as inputs for
GPT3.5 to generate stories, and the ones generated
by GPT-4V are provided for GPT4. The prompt is
shown in Appendix A.7. We randomly sample 30
stories and ask 13 advertisers to conduct the evalu-
ation. As shown in Table 6, our model outperforms

GPT-3.5. We find that GPT3.5 often generates re-
dundant statements and sometimes describes the
visual scene instead of generating attractive narra-
tion. Regarding GPT-4V+GPT4, its performance is
significantly improved compared to GPT3.5. How-
ever, our model still achieves better results in terms
of story coherence and attractiveness, as well as
very similar visual relevance scores. Additionally,
it lacks length controllability, with an accuracy of
55.0%, which impacts its practical use.

Figure 7 displays some example stories gener-
ated by our proposed framework.

6 Conclusion

This paper introduces the new task of synchro-
nized video storytelling, which aims to generate
synchronous narrations for sequential video scenes.
These narrations are guided by a structured story-
line and can incorporate relevant knowledge, result-
ing in a coherent and informative story. The new
task is more practical than existing tasks of dense
video captioning and visual storytelling because
the generated narrations can be directly combined
with the visual scenes, creating an engaging video-
format story. We collect a benchmark dataset called
E-SyncVidStory and introduce an effective frame-
work named VideoNarrator. Both automatic and
human evaluations verify the effectiveness of our
proposed framework.
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Limitations

In this work, our main focus is on generating syn-
chronous narrations based on given videos. How-
ever, in real life, it is also important to trans-
form unstructured video clips into well-structured
ones. This aspect can be further explored in fu-
ture research with the support of our proposed E-
SyncVidStory. Additionally, our VideoNarrator
model still faces the challenge of hallucination. For
instance, most training samples show the applica-
tion of face cream to the face after rubbing it on the
hand. As a result, the model sometimes assumes
that people will do the same when viewing some-
one rubbing the product on their hands. To address
this issue, more constraints will be incorporated in
future work.
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We acknowledge the Code of Ethics and Profes-
sional Conduct and strictly adhere to the rules
throughout this research. There are two potential
ethical issues with our work. The first pertains to
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Data Source. The datasets are collected from
public advertisement videos on the e-commerce
website 5. Given the copyright considerations, we
will only release the URLs and features of the
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payment for the local area.
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A Appendix

A.1 Details of Compared Baselines

Multi-model Pipelines Following Zhang et al.
(2023), we convert the visual information of se-
quential video clips into textual summaries. This
information, along with the product details and
length requirements, is fed into a strong genera-
tive model GPT-3.5 to produce coherent narrations.
Specifically, we apply key frames from each video
clip (as described in Section 4.1), generate English
captions, and translate them into Chinese. We com-
bine these captions to create the visual summaries.

你是⼀位⼴告商。请结合商品信息，为视频创作具有吸引⼒的⼴告词，吸引消费者
购买。你需要判断每个镜头的剧本类型，确保⼴告词围绕镜头的剧本类型展开，与
时间间隔内的画⾯内容紧密相关，符合字数范围，并且与前⾯的⼴告词保持连贯。

商品信息:
{所有相关信息}

### Query:
从<s1>到<e1> ，字数范围为 xx-xx 个字，请⽣成⼴告词。
### Answer:
好的，剧本类型为：{镜头1的剧本类型}，⼴告词为：{镜头1的⼴告⽂案}
### Query:
从<s2>到<e2> ，字数范围为 xx-xx 个字，请⽣成⼴告词。
### Answer:
好的，剧本类型为：{镜头2的剧本类型}，⼴告词为：{镜头2的⼴告⽂案}
...

You are an expert in writing advertising. Please use the provided product information to 
craft appealing advertising copy for the video. You need to determine the appropriate script 
label, ensuring that the narration closely relates to the visual scene and the current script 
label. Additionally, it should remain coherent with the previously generated text.

Product Information:
{The knowledge points}

### Query:
From <s1> to <e1>, word count requirement is xx-xx words, please generate the ad copy.
### Answer:
Okay, the script label is: {script label 1} the ad copy is: {Narration 1}
### Query:
From <s2> to <e2>, word count requirement is xx-xx words, please generate the ad copy.
### Answer:
Okay, the script label is: {script label 2} the ad copy is: {Narration 2}
...

Figure 8: This figure illustrates the prompt template for
VTimeLLM, with English translations provided for easy
reading.

Figure 13 shows our generation prompt. For few-
shot generation, we select three example video sto-
ries with the highest click-through rate from the
same domain and apply them in the prompt.

End2end MLLMs Most existing MLLMs, al-
though promising, struggle to directly generate cap-
tions aligned correctly with sequential video clips.
When an entire video is inputted, they often fail to
properly ground the correct time ranges for each
clip (Huang et al., 2023). For such models, we gen-
erate narrations sequentially. Specifically, we input
the current video clip along with the previously gen-
erated narrations to create the current narration. We
make experiments with Video-LLaVA (Lin et al.,
2023a) and Video-ChatGPT (Maaz et al., 2023a),
which show SOTA results on video understanding
tasks. Since these models are pre-trained in En-
glish only, we apply translations using the GPT-4
model. We then manually create well-designed
instructions: “You are a creative advertiser who
is very familiar with the advertisement video.\n
Product Information: {knowledge points}\n Pre-
vious advertisement copy: {generated narrations}
\n Please proceed with the previous advertisement
copy and create a new advertisement copy inspired
by the video, using between {x1} to {x2} words.
Ensure that the advertisement copy closely relates
to the visual scene.\n Advertisement copy: ”

We also conduct experiments using VTimeLLM
(Huang et al., 2023), a model pre-trained for time-
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To recommend a product, confidently endorse it on behalf of oneself or a group. Provide evidence of positive expectations and experiences to 

support the endorsement.

Social Proof/Influence

To identify the problems, needs, or challenges that people faced before using the product.Sore Point

To induce or encourage consumers to make a purchase, there needs to be a strong guide that describes the benefits, prices, activities, bonuses, etc.Call to Action

To describe the appearance of the product, provide details such as its shape, size, color, pattern, and any notable features of the item itself or its 

packaging. When describing clothing products, include information about the style design, such as the cut, texture, embroidery, etc.

Design of Appearance

To describe the texture, ingredients, or materials of the product.Ingredient/Material/Texture

To provide a detailed description of the process of using or experiencing the product, creating an immersive experience for customers to understand 

the actual usage process.

Product Trial

To describe the function and impact of the product, as well as the changes or experiences that users can expect after using it. Product Effect

To describe the special characteristics or quality of the product, including durability, water resistance, wrinkle resistance, etc.Specific Characteristics

To display the safety certifications and tests that the product has passed.Product Security

To display the quality appraisal, certificate of honor or authority of the product. Authoritative Certificate

To describe the factory manufacturing process for goods.Production Process

To tell other advantages, highlights and selling points of the product. Such as the Brand history.Others

Figure 9: The definition of the script labels.

aligned video understanding and is effective for
dense video captioning. It supports Chinese genera-
tion with the ChatGLM3 (Du et al., 2022) structure.
The generation prompt is shown in Figure 8.

Finegrained End2end Large Multimodal Mod-
els To the best of our knowledge, VTimeLLM is
the most effective Chinese MLLM for sequential
video comprehension. We fine-tune VTimeLLM
on our proposed dataset, which is transformed into
its QA format, as illustrated in Figure 8. As illus-
trated in Table 2 and Table 3, our model surpasses
the fine-tuned results in all metrics.

A.2 Evaluation Metric for Knowledge
Relevance

As described in Section 3.3, we evaluate two as-
pects of knowledge relevance: information similar-
ity and information diversity. To evaluate InfoSim,
we calculate the similarity of each knowledge point
with the entire sentence si, selecting the maximum
score as the coarse knowledge similarity We also
calculate the maximum similarity of each word
in si, and the average value is considered as the
fine-grained knowledge similarity. InfoSim is cal-
culated as the average of coarse and fine-grained
similarity. To evaluate InfoDiverse, we check if a
knowledge point ki has a similarity higher than
0.9 with a sentence or its segmented words. If this
condition is met, we consider that the sentence in-
cludes knowledge point ki. The InfoDiverse score
is calculated as the number of covered knowledge
points divided by the video time duration. Given a
story S = {si}ni=1 and its prior knowledge K, the
knowledge relevance scores are evaluated by:

InfoSim =
1

2|si|
∑

si

(
max
k∈K

fT
k fsi+

1

|W (si)|
∑

w∈W (si)

max
k∈K

fT
k fw

)

InfoDiverse =
1

T

∣∣∣∣∪si
{
kt ∈ K

∣∣ max
w∈W (si)∪si

fT
kt
fw > 0.9

}∣∣∣∣,

where W (si) represents all the words in sentence
si, T refers to the duration of the whole video.
fsi , fk, and fw refer to the normalized embeddings
of sentence si, knowledge point k, and segmented
word w, respectively.

A.3 Human Evaluation Annotators

All the annotators are employees from the advertis-
ing company and have a thorough understanding of
advertisement videos. The team of 13 annotators
includes 5 women and 8 men, ranging in age from
22 to 35. The Pearson Correlation score of their
evaluation results is 0.55.

A.4 Script Label Definition

Script Labels are predefined structures to control
the generated story. In this work, we focus on adver-
tising stories in the e-commercial era. We analyze
the collected advertising stories and categorize the
script labels into 12 types: social proof/influence,
sore point, call to action, design of appearance, in-
gredient/material/texture statement, product trial,
product effect, product security, specific character-
istics, authoritative certificate, production process,
and others. Each of them corresponds to one of
the advertising persuasion strategies (Kumar et al.,
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作为⼴告视频语⾳识别结果的修正专员，你的主要任务是修正商品⼴告视频的语⾳识别结果。
你需要运⽤你的专业知识，包括对⼴告的理解以及⾃动语⾳识别常⻅错误的了解。⼴告语句通常与视频画⾯或商品信息相关，我们会提供参考性的商品信息来帮助你理解
和修正⼴告的语⾳识别结果。你的⽬标是确保修正后的句⼦语⾔通顺、逻辑连贯、断句准确，并保持整体连贯。

你⾸要的任务是纠正语⾳识别结果中的错误，这些错误通常导致语⾔表达不顺畅。你需要发现可能的错误，并进⾏修正。具体地，你需要根据以下三种情况进⾏修正：
1. 如果句⼦整体没有任何实际语义，你需要根据商品信息和上下⽂重新编写句⼦。但请注意，只有在视频没有⼝播、只有背景⾳乐时，才可能出现这种情况，数量不

多。尽量避免对句⼦进⾏重写。
2. 如果句⼦明确描述的是⽆关的商品，你需要利⽤商品信息或你的专业知识，改写句⼦。请只对描述⽆关商品的部分进⾏改写，其余部分则进⾏错误修正。在进⾏改

写时，你需要确保句⼦与上下⽂的连贯性。
3. 除了以上两种特殊情况，你需要修正句⼦中的错误，确保修正后的句⼦语⾔通顺、逻辑连贯、断句准确。修正过程中，可以参考商品信息和专业知识，但不能引⽤

上下⽂的内容。对于专有名词，如商品成分，需特别注意，避免被误识别为发⾳相似的其他词。

在完成上述任务后，你需要在尽可能保持原句意思的基础上，适当优化句⼦，确保其流畅、通顺，与前⽂连接⾃然。

As an expert in refining automatic speech recognition (ASR) results, your primary task is to correct errors within the speech recognition results of advertisement videos.
You will need to apply your professional knowledge, including an understanding of advertisements and common errors in automatic speech recognition. Advertising narrations are 
usually related to the video scenes or product information, and we will provide information to help you understand and correct the speech recognition results of the advertisements. Your 
goal is to ensure that the corrected sentences are fluent, logically reasonable, punctuated accurately, and maintain overall coherence.

Your first task is to correct errors in the speech recognition results. These errors often lead to confusing language expressions. You need to identify and analyze potential errors and make 
corrections. Specifically, you need to make revisions according to the following three scenarios:

1. If the sentence as a whole has no actual meaning, you need to rewrite the sentence based on the product information and context. However, please note that this situation may only 
occur when there is no voiceover in the video, only background music, and it is not common. Try to avoid rewriting sentences as much as possible.

2. If the sentence clearly describes an unrelated product, you need to use the product information or your expertise to rewrite the sentence. Please rewrite only the part that describes 
the unrelated product, while correcting errors in the rest of the sentence. When rewriting, you need to ensure the sentence's coherence with the context.

3. Besides the two special scenarios mentioned above, you need to correct mistakes in the sentence to ensure that the corrected sentence is fluent, logically coherent, and punctuated 
accurately. During the correction process, you may refer to the product information and professional knowledge, but you cannot quote the context. Special attention should be paid to 
proper nouns, such as product ingredients, to avoid misrecognition as other words that sound similar.

After completing the above tasks, you should optimize the sentences appropriately to ensure they are smooth, fluent, and naturally connected to the preceding text, while maintaining the 
original meaning as much as possible.

Figure 10: The prompt for automatic ASR refinement, with English Translation for easy reading.

Reordered
Visual
Scenes

GPT- 4V

Ground
Truth

This scene showcases 
the product, making it 
the starting point for the 
ad as it introduces the 
product.

Next, this scene
illustrates the skin 
concern that the product 
aims to address.

Continue with the scene 
of the after usage or a 
focus on the results of 
using the product.

Proceed with the
scene showing the
usage context and 
demonstrating the 
product in action.

The last scene shows the 
product being held, giving 
a sense of closure and 
finality to the product 
presentation.

Sore Point Social Proof Product Trial Product Effect Call to Action

Figure 11: This figure illustrates the sorted results by
GPT-4V.

2023). The definition of the 12 script labels is
displayed in Figure 9.

A.5 Discussions of Further Research

In our paper, the visual scenes are logically sorted.
But at times, a user may wish to input unordered
visual recordings and obtain sorted clips with a co-
herent narrative. We also hope to invoke additional
research on the reordering task using the annota-
tion provided in our proposed dataset. In Figure
11, we present the quantitative results sorted by
the robust GPT-4V model. These results are still
imperfect. Considering its reasoning process, the
usage process should be positioned between the
product’s pre-use and post-use stages. Starting the
advertisement with the pain point could make it

more appealing, capturing the users’ needs right
from the beginning. This highlights the need for
further research.

A.6 Prompt for Data Processing
The prompt for ASR refinement is displayed in
Figure 10. The prompt for script label classification
is displayed in Figure 12.

A.7 Prompt for Few-Shot Story Generation
The prompt for few-shot story generation with
GPT3.5 and GPT4 is displayed in Figure 13.
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你是⼀位熟悉淘宝商品和⼴告⽂案的⼴告商。我将为你提供商品信息和相应⼴告的⽂案。你的任务是根据⽂案的内容，判断⽂案的剧本类型。
以下是⼴告⽂案的剧本类型及其定义：

{剧本类型及定义}

请根据以上剧本类型的定义，结合商品信息对⽂案的内容进⾏分析和理解，输出⽂案对应的剧本类型。请注意，⽂案的剧本类型只能在给定的12种类型中选择。同⼀段⽂案可
能包含多种剧本类型，如果有多种剧本类型，⽤"+"进⾏连接。
现在开始你的任务吧。

You are an advertiser familiar with Taobao products and advertising copywriting. I will provide you with the product information and the corresponding advertisement copy. Your task is to 
judge the type of script based on the content of the copy. 
Below are the types of advertisement scripts and their definitions: 

{Script Labels and Definitions} 

Please analyze and understand the content of the copy in conjunction with the product information, based on the definitions of the script types given above, and determine the corresponding 
type of script for the copy. Note that the type of script for the copy can only be chosen from the given 12 types. A single piece of copy may contain multiple script types; if there are multiple 
types, connect them with a "+." 
Now begin your task.

Figure 12: The prompt for script label classification, with English Translation for easy reading. The definition of
script labels are detailed in Figure 9

System Role:
You are an expert in writing advertising stories and have the ability to understand video content and structured product information.

Instruction:
I will provide you with information about the product, as well as details about each clip in the video. Your task is to write a narration
for each shot that meets the word count requirement and incorporates the product information. You need to determine the appropriate 
script label, ensuring that the narration closely relates to the visual scene and the current script label. Additionally, it should remain 
coherent with the previously generated text. Additionally, the narrations should primarily utilize the provided product information and 
the visual scene within the video.
Now please start working.

{Few-Shot Examples}

### User:
Product Information:
{The knowledge points}
Video:

Video Clip 1:
Visual Scene: {Visual Frame Descriptions, generated by LLaVa or GPT-4V}
Word count requirement: 22-28 words

### Output:
Narration:

你是⼀位⼴告商，擅⻓为商品撰写具有吸引⼒的⼴告⽂案，并且能够准确理解商品信息和视频信息。

我将为你提供商品信息以及该商品对应的⼴告视频的每个镜头的信息。你的任务是结合商品信息，为视频的每个镜头撰写符
合当前字数要求的⼴告⽂案，吸引消费者购买。你需要判断每个镜头的剧本类型，确保⽂案围绕镜头的剧本类型展开，与当
前场景紧密相关，并且与前⾯的⽂案保持连贯。

请注意，在撰写⽂案时，主要使⽤到提供的商品信息以及镜头的场景信息。

{任务样例}

###输⼊:
商品信息:
{所有相关信息}
视频:
⽚段1:
场景: {当前场景的描述⽂本}
字数要求: 22-28个字

###输出:
⽂案：

Figure 13: The prompt for few-shot generation, with English Translation for easy reading.
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