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Abstract

The development of large language models
(LLMs) brings significant changes to the field
of natural language processing (NLP), enabling
remarkable performance in various high-level
tasks, such as machine translation, question-
answering, dialogue generation, etc., under end-
to-end settings without requiring much training
data. Meanwhile, fundamental NLP tasks, par-
ticularly syntactic parsing, are also essential
for language study as well as evaluating the
capability of LLMs for instruction understand-
ing and usage. In this paper, we focus on ana-
lyzing and improving the capability of current
state-of-the-art LLMs on a classic fundamen-
tal task, namely constituency parsing, which
is the representative syntactic task in both lin-
guistics and natural language processing. We
observe that these LLMs are effective in shal-
low parsing but struggle with creating correct
full parse trees. To improve the performance
of LLMs on deep syntactic parsing, we pro-
pose a three-step approach that firstly prompts
LLMs for chunking, then filters out low-quality
chunks, and finally adds the remaining chunks
to prompts to instruct LLMs for parsing, with
later enhancement by chain-of-thought prompt-
ing. Experimental results on English and Chi-
nese benchmark datasets demonstrate the effec-
tiveness of our approach on improving LLMs’
performance on constituency parsing.1

1 Introduction

Recently, the development of large language mod-
els (LLMs) (Achiam et al., 2023; Touvron et al.,
2023a,b; Taori et al., 2023; Chiang et al., 2023) sig-
nificantly reshapes the field of natural language pro-
cessing (NLP), where they achieve impressive per-
formance on a variety of NLP applications such as
question-answering and dialogue interaction. Nev-
ertheless, in the era of LLM, fundamental NLP

†Corresponding author.
1Resources of this paper are available at https://github.

com/synlp/LLMPar.

tasks that involve linguistic analysis still play es-
sential roles in the field of NLP (Mahowald et al.,
2023; Blevins et al., 2023). For example, syntax
parsing provides structural understanding of sen-
tences and thus is valuable in evaluating the capa-
bility of LLMs to understand and use instructions
(McCoy et al., 2023; Muñoz-Ortiz et al., 2023;
Blevins et al., 2023).

In general, syntactic parsing is an essential NLP
task that has been studied for decades (Collins,
1997; Glaysher and Moldovan, 2006; Cai et al.,
2009; Liu and Zhang, 2017; Kitaev and Klein,
2018; Tian et al., 2020b, 2022; Gu et al., 2022)
and has two widely used conventional variants
with phrase-structure and dependency grammar, of
which the former drives constituency parsing that
provides deep structural analysis of sentences with
informative phrase and function markups. Recent
studies (Bai et al., 2023; Lin et al., 2023) reveal
that LLMs are ineffective in such parsing task, and
we also confirm the fact in Figure 1 with parse trees
generated by GPT-4 (Achiam et al., 2023) under
various prompts, where they all look very different
from human-crafted gold-standard trees, indicating
syntactic parsing is challenging to LLMs. Although
some studies (Blevins et al., 2023; Bai et al., 2023;
Li et al., 2023) design prompts to instruct LLMs
for better parsing, it is still limited in performing
one-step (i.e., end-to-end) parsing, which does not
fully benefit from the advantages brought by the
strengths of LLMs.

In this paper, we explore the effectiveness of di-
rectly using state-of-the-art LLMs for constituency
parsing, and find that they generate parse trees
that are shallow and with relatively low recalls on
retrieving correct text spans, while in the mean-
time LLMs show relatively better performance in
chunking, especially in identifying short chunks.
Therefore, based on our analyses and motivated
by existing studies that decompose complex tasks
into several steps to improve LLM’s performance
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Gold Standard Zero-shot Five-shot Zero-shot CoT

(a) Trading volume was only modestly higher than normal .

(b) Weatherford currently has approximately 11.1 million common shares outstanding .

Figure 1: Two example sentences with gold-standard parse trees followed by parse trees generated by GPT-4
with different types of prompts–namely, zero-shot, five-shot, and standard zero-shot CoT (i.e., adding “let’s think
step-by-step” to the prompt). The parts where the LLMs do not match the gold standard are marked by red boxes.

(Wei et al., 2022; Valmeekam et al., 2023; Zhao
et al., 2023; Guan et al., 2023; Ranaldi and Zan-
zotto, 2023), we propose a three-step approach to
improve LLMs for parsing. The approach firstly
prompts LLMs to extract chunks in the text, which
is considered partial parsing and is demonstrated to
be an essential step for full parsing (Gu et al., 2022;
Yang and Tu, 2023). Then, our approach filters
out long chunks that are more likely to carry noise
than the short ones. Finally, it uses the remain-
ing chunks as conditions in the prompts to instruct
LLM for parsing, allowing LLMs to directly use
the chunks to generate the parse tree of a sentence.
We validate our approach on several benchmark
datasets, including English Penn Treebank 3 (PTB)
(Marcus et al., 1993), Chinese Penn Treebank 5
(CTB5) (Xue et al., 2005), and Genia (Tateisi et al.,
2005), where the results prove the effectiveness of
our approach over existing LLMs used directly for
constituency parsing.

The contributions of this paper are summarized
as follows. First, we provide comprehensive anal-
yses of existing state-of-the-art LLMs on con-
stituency parsing. Second, we propose a three-
step approach that involves chunking, filtering, and
parsing, to improve LLMs for constituency parsing.
Third, the experiment results and further analyses
demonstrate the effectiveness of the proposed ap-
proach for constituency parsing.

2 Analysis of Current LLMs for Parsing

In order to understand the issues and improvement
directions in existing LLMs for parsing, we analyze

Datasets Sent. # Token # ASL

CTB5
Train 17K 478K 27.4
Dev 350 7K 19.5
Test 348 8K 23.0

PTB
Train 40K 950K 23.9
Dev 2K 40K 23.6
Test 2K 57K 23.5

Genia (Full) 17K 446K 26.2

Table 1: The statistics of all experimental datasets (with
splits) in terms of sentence and token numbers, and
average word-based sentence length (ASL).

the performance of LLMs, which can be divided
into two groups. The first group includes GPT-
3.5 and GPT-4, which are accessible only through
online API. The second group contains publicly
available LLMs; namely, the 7B and 65B versions
of LLaMA-2 for English (Touvron et al., 2023b),
and the 7B and 13B versions of Alpaca for Chinese
(Cui et al., 2023) (we denote these English and
Chinese LLMs as LLaMA for the sake of conve-
nience).2

We use these LLMs to parse the test sets of PTB,
CTB5, and Genia, where PTB and CTB5 are gen-
eral domain English and Chinese datasets, respec-
tively, and Genia is an English medical dataset.
The statistics of the datasets are reported in Table
1. To perform efficient evaluation, we randomly

2We obtain English “Llama2-chat-hf ” from
https://huggingface.co/meta-llama and the Chi-
nese “Chinese-Alpaca-2” from https://github.com/
ymcui/Chinese-LLaMA-Alpaca-2, respectively.
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Prompt Template:
The following is a sentence that has already
been tokenized. Words are separated by white
spaces. Please parse the sentence with given
words.
<few-shot examples>
[sentence]: <sentence>
[parse tree]:

Input:
Is this what the home builders want ?

Output:
(SQ (VBZ Is) (NP (DT this)) (SBAR (WHNP
(WP what)) (S (NP (DT the) (NN home) (NNS
builders)) (VP (VBP want)))) (. ?))

Table 2: The prompt with example input and output
used for constituency parsing. “<few-shot examples>”
and “<sentence>” are placeholders for few-shot demon-
stration examples and the test sentence, respectively.

sample 2,000 sentences from Genia dataset and run
experiments on it.

Generally, there are two approaches to lineariz-
ing a parse tree into a string to facilitate LLM pro-
cessing (Vinyals et al., 2015; Liu and Zhang, 2017).
The first is the bracket-based approach, which uses
brackets to represent the structure of a parse tree,
such as “(S (NP he) (VP jumps))”. The second is
the transition-based approach that utilizes the se-
quence of transition actions to construct the parse
tree, such as “SHIFT he; NP; SHIFT jumps; VP;
REDUCE; S”. According to Bai et al. (2023), when
working with LLMs, the bracket-based approach
outperforms the transition-based one; therefore, we
adopt the bracket-based representation in our study.

Motivated by Bai et al. (2023), we design
prompts (see Table 2)3 to instruct LLMs to gener-
ate the parse trees of sentences under the five-shot
setting. The demonstration examples are (sentence,
parse tree) pairs and can be obtained by various
methods such as random sampling from a treebank
or automatic generation with rules. When LLMs
produce invalid parse trees with mismatched left
or right brackets, we add a post-processing step
to ensure bracket pairing by adding the necessary
left or right brackets to the parse tree until they are
matched. Finally, LLM outputs are evaluated with
the standard evaluation toolkit EVALB4.

3For Chinese datasets, we translate the English prompts
into Chinese to instruct the LLMs.

4https://nlp.cs.nyu.edu/evalb/

Dataset Models P R F

PTB

∗Fried et al. (2019) - - 95.71
∗Yang and Tu (2023) 96.64 96.34 96.48
†LLaMA-7B - - 8.82
†LLaMA-65B - - 26.85
†GPT-3.5 - - 66.41
†GPT-4 - - 73.28
LLaMA-7B 15.76 5.84 8.52
LLaMA-65B 40.39 18.54 25.41
GPT-3.5 79.38 57.19 66.48
GPT-4 87.37 63.23 73.36

CTB5

∗Fried et al. (2019) - - 92.14
∗Yang and Deng (2020) 93.80 93.40 93.59
∗Yang and Tu (2023) 92.83 91.97 92.41
LLaMA-7B 12.58 6.49 8.56
LLaMA-13B 18.40 6.85 9.98
GPT-3.5 73.35 50.46 59.79
GPT-4 80.47 55.84 65.93

Genia

∗Fried et al. (2019) - - 87.54
∗Tian et al. (2020c) - - 87.58
LLaMA-7B 6.24 2.58 3.65
LLaMA-65B 32.84 15.42 20.99
GPT-3.5 69.53 48.36 57.04
GPT-4 73.27 53.06 61.55

Table 3: Parsing performance (in labeled precision (P),
recall (R), and F1 scores) of different models on PTB,
CTB5, and Genia. Models fine-tuned on the training
data are marked by “∗”; LLM results from Bai et al.
(2023) under the five-shot setting are marked by “†”;
the rest are our own results when running LLMs under
the five-shot setting.

2.1 Parsing Results

We report parsing performance by labeled preci-
sion, recall and F1 scores in Table 3. For each
corpus, the top part (above the horizontal lines) are
the results reported in previous studies, and the bot-
tom part are ours when running the LLMs under the
five-shot setting. It is shown that the performance
of LLMs is much lower than the parsers (marked by
"*") that are based on BERT (Devlin et al., 2019)
and fine-tuned on the training set. In particular, pub-
licly available LLaMA models with various sizes
are unable to produce valid parse trees, confirming
the observations in Bai et al. (2023). Moreover,
both GPT-3.5 and GPT-4 tend to produce parse
trees that are shallower than the gold-standard trees
(illustrated in Figure 1) and their precision is higher
than the recall.

In addition, we use Figure 2 to show the average
depth of gold-standard (i.e., the blue curve) and
GPT4-generated (i.e., the orange curve) parse trees
with respect to sentence length. On average, the
LLM-generated trees are shallower than the gold-
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Figure 2: The average depth (Y-axis) of gold-standard and LLM-produced parse trees with respect to sentence
length (X-axis). Parse trees in gold standard and produced by the GPT-4 baseline are represented in blue and orange
colors, respectively, where the ones from our approach (see Section 3) are marked in gray color.

Prompt Template:
The following is a sentence that has already
been tokenized. Words are separated by white
spaces. Please find all valid text spans (chunks)
in the following sentence based on the phrase
structure grammar.
<few-shot examples>
[sentence]: <sentence>
[chunking]:

Input:
The Dow was down about 35 points

Output:
(NP the Dow), (NP 35 points), (NP about 35
points), (PP down about 35 points), (VP was
down about 35 points)

Table 4: The example prompt for the chunking task.
The top part is the prompt template, where “<few-shot
examples>” and “<sentence>” are placeholders for
few-shot demonstration examples and the test sentence,
respectively. The bottom part shows an example input
test sentence and the output produced by LLMs.

standard ones. Interestingly, while the depth of
the gold standard parse tree increases roughly lin-
early with the increase of sentence length, that of
the LLM-generated trees tends to plateau for long
sentences, indicating that LLMs have difficulties in
generating deep structures.

Overall, our analysis of parsing results show that
LLMs are ineffective in producing high-quality full
parse trees.

2.2 Chunking Results
Previous studies (Wei et al., 2022; Valmeekam
et al., 2023; Zhao et al., 2023; Guan et al., 2023;
Ranaldi and Zanzotto, 2023) have shown that de-
composing complex tasks into several steps is able
to improve the performance of LLMs. In this study,
we want to test whether the same approach is appli-
cable to parsing.

To decompose the parsing task, we first exam-
ine how well LLMs perform at chunking. Here,
the term “chunk” refers to a text span covered by
an internal node in a parse tree. Unlike the stan-
dard chunking task where the chunks in the output
should not overlap, the goal of the chunking task in
this study is to identify all the chunks in a sentence.
Our chunking experiments use the same datasets,
LLMs and five-shot setting as in our parsing ex-
periments. The only difference is the prompt for
parsing is replaced by the prompt in Table 4. For
demonstration examples, we extract chunks with
various lengths from treebanks.

The chunking results are in Table 5, which also
includes the results of the supervised approach with
the BERT-base encoder. Not surprisingly, LLMs
achieve better performance on chunking than pars-
ing (Table 5 vs. Table 3). Furthermore, as shown
in Figure 3, LLMs are better at identifying shorter
chunks than longer ones.5

3 Adapting LLMs for Parsing

Based on experimental results on parsing and
chunking, we hypothesize that LLMs’ performance
on parsing can be improved by decomposing the
parsing task into two steps: first, LLMs are asked to
chunk the input sentence; second, LLMs are asked
to produce a parse tree based on a list of chunks. To
alleviate the effect of error propagation in a multi-
step system like this, after the chunking step, we
filter out low-quality chunks and send the remain-
ing ones to the parsing step, as illustrated in Figure
4. As LLMs are better at identifying short chunks
than the long ones, the filtering step will simply
filter by the chunk length. We also propose chain-
of-thought (CoT) prompting (Wei et al., 2022) in

5Figure 3 shows the F-scores for chunks with length 16+
are higher than chunks with 11-15 words. This is due to the
fact that our calculation includes chunks that cover the entire
sentences; those chunks tend to have 16+ words and can be
identified by LLMs pretty accurately.
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Dataset Models Unlabeled Labeled
P R F P R F

PTB

∗BERT-base 94.43 94.35 94.88 93.20 93.47 93.33
LLaMA-7B 72.04 58.40 64.51 70.31 52.07 59.83
LLaMA-65B 79.26 62.74 71.27 75.54 58.91 67.42
GPT-3.5 84.87 73.35 78.70 80.42 69.68 74.67
GPT-4 88.54 78.35 83.14 84.53 73.22 78.47

CTB5

∗BERT-base 92.26 92.60 92.43 90.85 91.10 90.97
LLaMA-7B 66.53 50.32 57.30 63.41 47.89 54.56
LLaMA-13B 68.46 52.17 59.21 65.14 48.04 55.30
GPT-3.5 79.64 65.28 71.74 75.25 61.09 67.43
GPT-4 81.53 70.30 75.50 77.32 66.49 71.50

Genia

∗BERT-base 87.10 87.53 87.31 83.64 83.79 83.71
LLaMA-7B 52.76 35.78 42.64 49.24 33.90 40.15
LLaMA-65B 57.80 40.72 47.78 53.57 36.04 43.09
GPT-3.5 79.47 58.43 67.34 77.79 55.82 64.99
GPT-4 81.46 63.95 71.65 79.74 61.49 69.43

Table 5: The performance (in unlabeled and labeled F1 scores) of the chunking task. Models tuned on the training
data are marked by “∗”.

Figure 3: The precision (a)-(c) and F1 scores (d)-(f) of GPT-4 produced chunks with respect to the chunk length.
X-axis is the range of chunk length, and y-axis is the F1 scores of the chunks of the length in that range.

the third step for further enhancement.

3.1 Three-step Parsing with LLMs
The details of our parsing procedure are illustrated
as follows. In Step 1, we prompt LLMs (e.g., using
the one presented in Table 4) to annotate chunks in
various word-based lengths following the five-shot
setting. In Step 2, we filter out chunks whose word-
based length is larger than a threshold. We set that
threshold to be 5, based on the results from Figure
3. In Step 3, we utilize the chunks as knowledge
to enhance the performance of natural language

processing models, which is demonstrated to be
effective in existing studies (Song et al., 2017; Zhou
and Zhao, 2019; Zhang et al., 2019a,b; Yang et al.,
2019; Tian et al., 2020a; Qin et al., 2021; Ouyang
et al., 2022; Song, 2022). Specifically, we add
the chunks to the prompt as conditions to instruct
LLMs for parsing. In this step, we do not want
LLMs to treat the given chunks as hard constraints
when producing the parse trees; thus, we ask LLMs
to refer to the chunks without having to use all
of them. This way, LLMs are allowed to ignore
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Figure 4: Workflow and example prompts used in our
three-step approach for parsing. We first use the prompt
(e.g., the one in Table 4) to extract chunks; then filter
the chunks based on their length (this example filters
out chunks whose length is higher than 3); and finally
perform parsing. The yellow background highlights
the example; the blue dashed box presents the prompt
to leverage the chunks from the second step; the red
dashed box shows the CoT prompt that illustrates the
instructions for final parsing.

the errors that could exist in the provided chunks,
alleviating the impact of error propagation.

3.2 CoT for Parsing
In the aforementioned third step, to provide more
detailed instructions for LLMs to leverage chunks
for parsing, we perform CoT prompting. Specifi-
cally, to provide CoT demonstration, we automat-
ically obtain step-by-step instructions from gold-
standard parse trees through the following process.
For each internal node N in the parse tree, we
find all its children nodes C1 · · ·CM and the cor-
responding text spans s1 · · · sM . Then we add
“s1, s2, · · · , sM are combined into a new text span
s” (where s is the concatenation of s1 · · · sM ) into
the demonstration, which serves as a part of the
prompt. This process instructs LLMs to leverage
chunk information when processing each test in-
stance. In practice, s1, s2, · · · , sM include single

words; we only add the case where s1, s2, · · · , sM
appear in the filtered chunks from Step 2.

Let us use the example in Figure 4 to demon-
strate the process. Here, the provided chunks are
“(NP the Dow)”, “(NP 35 points)”, and “(NP the
35 points)”. In the gold-standard parse tree, the
PP node that covers “down about 15 points” has
two children, namely, the single word “down” and
an NP phrase “about 35 points”. Since the phrase
“about 35 points” appears in the chunk list, we com-
bine “down” and “(NP about 35 points)” and get
a new chunk “(PP down about 15 points)” in the
CoT part. In contrast, for the VP node that covers
“was down about 15 points”, we do not include it
in CoT since one of its children, the phrase “down
about 15 points” does not appear in the chunk list.

4 Analysis

4.1 Main Results

We evaluate our approach on the benchmark
datasets with five-shot learning, and the results are
in Table 6. For Step 3, we show the results with
or without CoT. There are two main observations.
First, CoT improves system performance across
the board, which confirms the benefits of providing
step-by-step guidance on how chunks should be
used during the parsing step.

Second, compared with the results of directly
using LLMs for parsing in Table 3, our approach,
with or without CoT, achieves significant improve-
ments on all datasets for all four LLMs. Particu-
larly, the improvements on recall are remarkable,
which indicates that our approach is able to prompt
LLMs to correctly identify more chunks and in-
clude them in parse trees. A possible explanation
for the improvement is that, by separating chunk-
ing from parsing, the LLMs in Step 1 are able to
focus on the shallow parsing, which they are good
at. Thus, this step allows more correct chunks to
be identified. In the parsing step, LLMs pay more
attention to combining these chunks to construct a
valid parse tree. In addition, we alleviate the risk of
the error propagation by filtering out long chunks
and asking LLMs to treat the given chunks as soft
constraints. All these factors may contribute to the
better performance of the 3-step approach over the
1-step direct parsing approach.

Furthermore, as shown in Figure 2, on aver-
age, the parse trees generated by our approach are
deeper than the ones generated by the 1-step ap-
proach and the curves for our approach are similar
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Dataset Models P R F1

PTB

LLaMA-7B 33.58 25.74 29.14
LLaMA-7B + CoT 39.39 32.85 35.82
LLaMA-65B 49.04 38.10 42.88
LLaMA-65B + CoT 55.46 48.06 51.50
GPT-3.5 75.09 60.31 76.00
GPT-3.5 + CoT 84.86 72.48 78.18
GPT-4 86.27 73.36 79.29
GPT-4 + CoT 89.04 77.74 83.00

CTB5

LLaMA-7B 31.39 24.15 27.30
LLaMA-7B + CoT 37.09 30.16 33.27
LLaMA-13B 37.56 28.49 32.40
LLaMA-13B + CoT 44.53 36.41 40.06
GPT-3.5 79.50 70.84 74.92
GPT-3.5 + CoT 83.83 73.11 78.10
GPT-4 85.14 74.05 79.21
GPT-4 + CoT 87.53 76.64 81.72

Genia

LLaMA-7B 26.59 19.47 22.47
LLaMA-7B + CoT 28.95 22.04 25.03
LLaMA-65B 40.11 32.04 35.62
LLaMA-65B + CoT 44.39 35.82 39.64
GPT-3.5 73.58 63.20 67.99
GPT-3.5 + CoT 74.95 66.23 70.32
GPT-4 76.70 66.65 71.32
GPT-4 + CoT 79.27 68.80 73.66

Table 6: The results of our approach with different LLMs on PTB, CTB5, and Genia. “+CoT” means that the CoT
is used in our approach. Note that the corresponding baseline results are reported in Table 3.

Dataset Models UC UCC

PTB
LLaMA-65B 82.38 85.37
GPT-4 89.92 92.02

CTB5
LLaMA-13B 76.36 79.78
GPT-4 87.64 89.89

Genia
LLaMA-65B 78.26 80.31
GPT-4 85.70 87.83

Table 7: Comparison of chunk usage in Step 3 by dif-
ferent models. “UC” and “UCC” are the percentages of
used and used correct chunks, as defined in Section 4.2.

to the ones based on gold-standard parse trees. This
indicates that LLMs are no longer shallow parsers,
when used appropriately.

4.2 Effect of Chunking

In Step 3, LLMs are given a chunk list and are
instructed to refer to the list but do not have to use
all the chunks in the list when producing the parse
tree. We want to know how many chunks in the
list are actually used by LLMs. Let A be the set of
chunks that appear in the parse tree produced by

Dataset Models P R F

PTB
LLaMA-65B 48.20 36.87 41.78
GPT-4 85.21 70.46 77.13

CTB5
LLaMA-13B 37.01 28.11 31.95
GPT-4 78.39 69.01 73.40

Genia
LLaMA-65B 39.82 31.67 35.28
GPT-4 76.42 66.29 70.99

Table 8: Performance of LLMs without CoT when they
are explicitly prompted to use all the chunks from step
2 for parsing, which is compared to the results of our
approach in Table 6 that does not use all chunks.

an LLM. Let B be the set of chunks provided to
the LLM in Step 3’s prompt. Let B1 be the set of
chunks in B that appear in the gold-standard parse
tree for the sentence. We compute two metrics: the
first one, UC (the percentage of "Used Chunks"),
is the percentage of the provided chunks that are
used by the LLM; that is, UC =| A ∩ B | / |
B |. The second metric, UCC (percentage of "Used
Correct Chunks"), is the percentage of the gold
chunks that are used by the LLM; i.e., UCC =|
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Figure 5: Parsing performance (in labeled F-1 score) of GPT-4 with or without CoT on the test sets of the three
treebanks. The X-axis shows the value of the chunk length threshold, which is used to filter out chunks in Step 2.
When x=0, we show the performance of the baseline system (i.e., 1-step parsing) which does not use chunks.

A ∩ B1 | / | B1 |. Table 7 show the results of
two representative LLMs; namely, LLaMA and
GPT-4 (one open-source and one closed-source
LLM). The table indicates that in Step 3 LLMs use
the majority of chunks provided to them, and the
percentage of chunks used is even higher among
the gold chunks in the provided chunk list.

What would happen if we require LLMs to use
all the chunks provided to them? The results under
the no-CoT setting are in Table 8, which are worse
than the corresponding rows in Table 6. In other
words, forcing LLMs to use all the chunks hurts
the parsing performance; therefore, the provided
chunk list should indeed be treated as a reference,
not a hard constraint.

Finally, we analyze the effect of the chunk length
threshold used in Step 2. Figure 5 shows the pars-
ing performance with different threshold values.
The figure shows that the system performance im-
proves a lot when the threshold value increases
from 1 all the way to 5; afterwards, parsing perfor-
mance quickly plateaus as bigger chunks identified
in Step 1 are more error-prone and thus offer lim-
ited help.

4.3 Case Study

As previously shown, our 3-step approach outper-
forms the baseline system where LLMs produce the
parse tree in one step ("the GPT-4 baseline"). To
better understand where the gain comes from, we
look at parse trees produced by these approaches
and two examples are in Figure 6. In the first exam-
ple, in the gold-standard parse tree, the VP “called
it simply a contrast in styles” has a deep syntac-
tic structure, where as the GPT-4 baseline simply
combines all the words together to construct a flat

VP. In our system, GPT-4 identifies chunks such
as "(PP in styles)" and "NP simply a contrast in
styles" in Step 1. When they are provided to GPT-4
in Step 3, GPT-4 is able to produce a parse tree
with much deeper structure.

In the second example, the GPT-4 baseline fails
to combine the word “ago” and the NP phrase “all
of three months” to form an ADVP. In our ap-
proach, GPT-4 produces chunks such as “all of
three months ago” in Step 1. When they are passed
to GPT-4 in Step 3, GPT-4 is able to build the cor-
rect parse tree.

5 Related Work

Constituency parsing is a fundamental NLP task
that is generally performed via chart- or transition-
based approaches (Collins, 1997; Sagae and Lavie,
2005; Glaysher and Moldovan, 2006; Song and Kit,
2009; Dyer et al., 2016; Liu and Zhang, 2017; Stern
et al., 2017; Kitaev and Klein, 2018; Suzuki et al.,
2018; Fried et al., 2019; Zhou and Zhao, 2019; Tian
et al., 2020c; Yang and Deng, 2020; Zhang et al.,
2020; Nguyen et al., 2021; Yang et al., 2022; Gu
et al., 2022), where extra resources are leveraged
to improve the parsing performance (Mrini et al.,
2019; Maveli and Cohen, 2021; Yang et al., 2022;
He and Choi, 2023; Shayegh et al., 2023).

Recently, LLMs have achieved remarkable suc-
cess in many NLP tasks, which motivates re-
searchers to apply them to parsing. Existing ap-
proaches that leverage LLMs for parsing generally
follow the sequence-to-sequence settings (Vinyals
et al., 2015; Suzuki et al., 2018), where the goal of
LLMs is to produce the parse tree in the bracket for-
mat. The LLM-based approaches fine-tune LLMs
on the training data or design prompts to instruct
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Figure 6: Two examples from the test set of PTB. The first three columns show the gold-standard parse tree; the
parse tree generated by the GPT-4 baseline and our approach, respectively; the last column lists some chunks
produced in Step 1 of our approach. The red boxes mark the parts in the generated parse tree that do not match the
gold standard. The parse trees by our approach for these sentences happen to be identical to the gold-standard trees.

LLMs to generate valid parse trees (Bai et al., 2023;
Li et al., 2023). For example, Bai et al. (2023)
directly train LLaMA (Touvron et al., 2023a) on
the training set of PTB and show inferior perfor-
mance than the conventional chart- and transition-
based approaches that leverage small pre-trained
language models such as BERT (Devlin et al.,
2019) and XLNet (Yang et al., 2019). They also
perform zero-shot and few-shot parsing but the
results are unsatisfactory, which confirms the inef-
fectiveness of LLMs for parsing. There are studies
that select appropriate training data (Li et al., 2023)
to further improve constituency parsing with LLM.

In this study, we propose to break parsing into
three steps: chunking, filtering chunks, and parsing
with chunks, and demonstrate this 3-step approach
improve system performance significantly.

6 Conclusion

In this paper, we apply LLMs to parsing and ob-
serve that the current state-of-the-art LLMs are
shallow parsers in that they are effective in perform-

ing simple syntactic tasks such as chunking but are
ineffective at conducting full constituency parsing
due to their auto-regressive nature of text modeling
approach. Given this, we propose to break parsing
into three steps: chunking, filtering, and parsing
with a chunk list. Experiments on English, Chinese,
and domain benchmark datasets show that the 3-
step approach enables LLMs to produce deeper
and better parse trees and thus they are no longer
shallow parsers.

This study demonstrates the benefits of decom-
posing a complex task (e.g., parsing) into subtasks
and the importance of including additional mecha-
nisms (e.g., filtering chunks in Step 2 and treating
given chunks as soft constraints in Step 3) to alle-
viate the risk of the error propagation. We plan to
apply this idea to other NLP tasks in the future.
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