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Abstract

Zero-shot dialogue state tracking (DST) seeks
to enable dialogue systems to transition to un-
familiar domains without manual annotation
or extensive retraining. Prior research has ap-
proached this objective by embedding prompts
into language models (LMs). Common method-
ologies include integrating prompts at the in-
put layer or introducing learnable variables at
each transformer layer. Nonetheless, each strat-
egy exhibits inherent limitations. Prompts inte-
grated at the input layer risk underutilization,
with their impact potentially diminishing across
successive transformer layers. Conversely, the
addition of learnable variables to each layer can
complicate the training process and increase in-
ference latency. To tackle the issues mentioned
above, this paper proposes Dual Low-Rank
Adaptation (DualLoRA), a plug-and-play archi-
tecture designed for zero-shot DST. DualLoRA
incorporates two distinct Low-Rank Adaptation
(LoRA) components, targeting both dialogue
context processing and prompt optimization, to
ensure the comprehensive influence of prompts
throughout the transformer model layers. This
is achieved without incurring additional infer-
ence latency, showcasing an efficient integra-
tion into existing architectures. Through rig-
orous evaluation on the MultiWOZ and SGD
datasets, DualLoRA demonstrates notable im-
provements across multiple domains, outper-
forming traditional baseline methods in zero-
shot settings. Our code is accessible at: https:
//github.com/suntea233/DualLoRA.

1 Introduction

Task-oriented dialogue (TOD) systems, designed
for specific tasks like restaurant reservations or
travel bookings, rely on dialogue state tracking
(DST) to interpret user intents as slot-value pairs
across dialogue turns, essential for managing multi-
domain conversations (Huang et al., 2020; Luo
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Attraction-type: college

Attraction-type: college

Attraction-area: centre

Attraction-type: college

Attraction-area: centre

Attraction-type: college

Attraction-area: centre

Restaurant-food: indian

Restaurant-area: centre

Hello, can I help you?

I am looking for a college type attraction.

There are 18 colleges I have found, would 

you prefer 1 in town centre or in the west?

I would like to visit on in town centre please. 

Sure, we have thirteen options, 10 of which 

are free. May I suggest king's college, or 

hughes hall? 

Okay, may I have their postcode, entrance 

fee, and phone number?

Sure, the post code to king's college is 

cb21st, the entrance fee is free, and phone 

number 01223331100.

Can you find an indian restaurant for me that 

is also in the town centre?

Figure 1: Example of a multi-domain dialogue from
MultiWOZ dataset.

et al., 2024). Figure 1 shows the change of dialogue
states in a multi-turn dialogue crossing multiple do-
mains. An ideal system seamlessly transitions to
new domains with minimal training, overcoming
the resource-intensive process of data collection
and annotation for new domains. Zero-shot learn-
ing emerges as a solution, enabling TOD systems
to adapt to unseen domains by leveraging existing
knowledge, thus bypassing the need for extensive
domain-specific data.

The advancement in language models (LMs)
(Zheng et al., 2024) has significantly enhanced
the exploration of zero-shot learning approaches
within the context of dialogue state tracking
tasks. Adaptation to novel domains is frequently
achieved through the incorporation of prompts into
transformer-based models (Lin et al., 2021b). The
current method can be classified into two cate-
gories.

The first type of methods incorporate prompts,
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Figure 2: Different Architectures for Zero-Shot Dialogue State Tracking.
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(a) Attention map in the first
encoder layer.
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(b) Attention map in the last
encoder layer.

Figure 3: T5DST (Lin et al., 2021b) attention map be-
tween dialogue context and prompts in the first layer
and last layer of the encoder. The last encoder layer
allocates less attention to prompt tokens.

e.g. slot description, in the first transformer layer
(Lin et al., 2021b; Lee et al., 2021; Lin et al.,
2021a; Qixiang et al., 2022). A common prac-
tice within this approach involves the concatena-
tion of prompts subsequent to the input, as shown
in Fig 2a. Despite the straightforward nature of
their implementation, these strategies exhibit sub-
optimal utilization of prompts. This refers to the
phenomenon where the influence of prompts on the
model’s output progressively diminishes with each
additional transformer layer. Figure 3 shows an
example, where deep transformer layers, compared
with shallow transformer layers, exhibit a reduced
allocation of attention to other tokens within the
dialogue context or prompt, in the token encoding
process. This issue is further exacerbated in the
context of dialogue state tracking, where the di-
alogue’s progression causes a rapid escalation in
the context length — often extending to 300-400
tokens or more, in stark contrast to the prompts’
modest length of 10-20 tokens. Such a diminishing
effect of prompts can severely impair the system’s
performance in zero-shot learning scenarios, where
the ability to discern and leverage domain-specific
knowledge becomes critically important.

The second category of methodologies incorpo-

rates a learnable vector, initialized by prompts, into
each layer of the transformer architecture (Aksu
et al., 2023), as shown in Fig 2b. This technique
facilitates the model’s capacity to consistently en-
gage with the prompt information across all layers,
ensuring the prompt’s considerations are integrated
throughout the encoding process. However, these
methods present certain limitations. Direct concate-
nation of prompts at each layer might introduce
extraneous noise, adversely affecting the efficacy
of model training. Furthermore, this method of
concatenation can result in augmented inference la-
tency of the model. Consequently, devising a strat-
egy to effectively utilize prompts without impeding
the standard input-output dynamics of the model
and without exacerbating inference time emerges
as a critical challenge in the field.

To address the aforementioned challenges, we
propose a novel plug-and-play framework designed
for zero-shot dialogue state tracking, termed Dual
Low-Rank Adaptation (DualLoRA). This architec-
ture is characterized by the integration of two Low-
Rank Adaptation (LoRA) components: one dedi-
cated to processing dialogue context and the other
to refining prompts, as shown in Fig 2c. Dual-
LoRA operates by receiving prompts and apply-
ing modifications within the attention layers of the
transformer model, subsequently integrating this
modified output with the transformer’s original out-
put. Through the implementation of this framework
across each layer, DualLoRA ensures that the in-
fluence of the prompts is perpetuated throughout
the entire depth of the model. Notably, this archi-
tecture does not incur additional latency during the
inference phase, maintaining efficiency in model
performance. Furthermore, DualLoRA requires
few parameter adjustments and demonstrates ex-
ceptional transferability across different domains.

Comprehensive experimental evaluations were
performed utilizing the MultiWOZ and SGD
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datasets to assess the efficacy of the proposed
methodology. Comparative analyses reveal that
our approach yields enhanced Joint Goal Accuracy
(JGA) metrics across various domains within both
the MultiWOZ and SGD datasets, relative to estab-
lished baseline methodologies.

The structure of this paper is organized as fol-
lows: Section 2 offers an overview of the literature
pertinent to this research area. Section 3 delin-
eates a detailed exposition of our proposed model.
Section 4 presents a detailed account of the exper-
imental outcomes and the specifics of the imple-
mentation. Section 5 encapsulates the conclusions
derived from this study.

2 Related Work

2.1 Dialogue State Tracking

Recent works on dialogue state tracking have
mainly approached the task in two ways. One
approach treats the task as a classification task,
utilizing an encoder to classify or extract dialogue
states. Such as (Rastogi et al., 2017; Zhong et al.,
2018; Ma et al., 2019; Lee et al., 2019; Chao and
Lane, 2019; Gao et al., 2020; Heck et al., 2020;
Dai et al., 2021; Balaraman and Magnini, 2021),
which employs BERT or LSTM or GRU or RNN
as the context encoder for the dialogue, extract-
ing slot values from the semantic context. How-
ever, since these methods are trained on a large
amount of annotated data across multiple domains,
the performance tends to be poor when dealing with
unseen domains, indicating limited generalization.
The other approaches treat the task as a generative
task, employing a Seq2Seq approach, such as the
T5 (Raffel et al., 2020) and GPT (Radford et al.,
2019) model. Such as (Rastogi et al., 2019; Wu
et al., 2019; Lin et al., 2021b,a; Li et al., 2021;
Lee et al., 2021; Qixiang et al., 2022; Yu et al.,
2022; Shin et al., 2022), which captures cross-slot
shared information by combining slot-specific in-
formation descriptions, aiming to achieve knowl-
edge transfer. Furthermore, many studies concen-
trate on modeling dependencies among slot values
to capture information across different domains,
while some also utilize large language models and
employ methods involving the assembly of domain-
slot values for instruction tuning to address the task
of dialogue state tracking. These methods allow
the model to extend to new domains effectively
through autoregressive training, demonstrating bet-
ter generalization. In this paper, our primary focus

lies in zero-shot dialogue state tracking, which in-
volves validating and testing the model in unseen
domains after training on visible domains, mainly
emphasizing the model’s generalization.

2.2 Parameter-Efficient Transfer-Learning

With the rapid advancement of large language mod-
els, utilizing their capabilities on limited resources
has become an urgent problem that needs to be ad-
dressed. The current mainstream approach involves
parameter-efficient transfer-learning (PETL). This
method entails introducing adjustable parameters
to a large language model and, during training,
freezing the large language model while adjust-
ing only a few parameters, thereby significantly
reducing the trainable parameters (Houlsby et al.,
2019; Pfeiffer et al., 2020; Hu et al., 2021; Li and
Liang, 2021; Lester et al., 2021; He et al., 2021;
Liu et al., 2022; Han et al., 2022; Lian et al., 2022;
Liu et al., 2023; Ma et al., 2023). In addition to
efficiently reducing trainable parameters without
compromising model performance, research indi-
cates that parameter-efficient transfer-learning can
help avoid overfitting due to the introduction of a
few parameters. Moreover, there are many studies
applying PETL to dialogue state tracking (Madotto
et al., 2021; Yang et al., 2022; Zhu et al., 2022;
Wang et al., 2023; Aksu et al., 2023; Feng et al.,
2023). Such as Aksu et al. (2023), which based
on prefix-tuning, introduces a method that dynami-
cally generates prefixes. Besides, Zhu et al. (2022)
proposed continual prompt tuning, a parameter-
efficient framework that can avoid forgetting and
facilitate knowledge transfer between tasks. Some
research also utilizes large language models with
parameter-efficient transfer-learning (PETL) to ad-
dress dialogue state tracking tasks (Feng et al.,
2023). However, since DST is just one crucial part
of task-oriented dialogue systems, a weighty com-
ponent in any part can make it cumbersome and
impact overall system responsiveness. This paper
proposes a new structure called DualLoRA based
on LoRAs for zero-shot dialogue state tracking aim-
ing to fine-tune the model with few parameters and
without introducing inference latency.

3 Dual Low-Rank Adaptation

This paper proposes DualLoRA, a plug-and-play
architecture for dialogue state tracking. DualLoRA
consists of a context LoRA and a prompt LoRA.
The context LoRA is used to optimize the original

5748



dialogue context input, while the prompt LoRA is
used to optimize the prompt input. Both the context
LoRA and prompt LoRA are based on LoRA. By
employing two distinct LoRAs, the task of zero-
shot learning can be divided into two subtasks: tun-
ing the original input and tuning the prompt input.
Additionally, to avoid impacting the model’s infer-
ence latency, the parameters of context LoRA and
prompt LoRA can be merged into the pre-trained
parameters, which ensures the efficiency of Dual-
LoRA.

3.1 Context LoRA

Adopting a model architecture that minimizes pa-
rameter count is crucial for facilitating efficient
transfer across domains while maintaining robust
performance. Inspired by Hu et al. (2021), we
leverage LoRA with the T5 model to achieve cross-
domain transfer in the zero-shot dialogue state task
because of LoRA’s excellent transferability and its
ability to reduce the number of trainable parameters
without compromising the model performance.

For context LoRA, we aim to ensure that the
model focuses on the dialogue context input in this
component. We use a few parameters to tune the
model’s adaptation to the source domain. By doing
so, we can obtain a LoRA that possesses knowledge
from the source domain and is easily transferable.

The context LoRA introduces a bypass struc-
ture, enabling the model to fine-tune downstream
data without affecting the pre-trained parameters.
Context LoRA consists of two matrices: matrix A
is initialized through a random Gaussian distribu-
tion, and matrix B is initialized with zeros. Due
to the lower intrinsic dimensionality of pre-trained
language models, low-rank decomposition can be
applied to constrain the updates of ∆W for the pre-
trained weight matrix W , so the updates for W can
be formulated as W + ∆W = W + BA, where
A ∈ Rd×r, B ∈ Rr×d and rank r ≪ d. If the input
h ∈ Rd, then the output h

′
can be represented with

context LoRA as:

h
′
= Wh+∆Wh = Wh+BAh (1)

3.2 Prompt LoRA

To effectively differentiate and integrate informa-
tion from the dialogue context and prompts, we
propose the incorporation of an additional compo-
nent to handle the input prompt. Compared with
dialogue context, changes in prompts may lead to

Pretrained 

Weights

Hidden State

Hidden State 

0B =

( )20,A = 

Prompt

( )20,pA = 

0pB =

Figure 4: The overall architecture of DualLoRA.

more significant variations in slot embeddings and
hinder the model’s adaptability. To handle the vari-
ations in the slot embeddings, we use slot prompt
(Aksu et al., 2023), rather than slot embeddings, as
the input.

However, slot prompt introduces noise in the
early stage of the training process. To mitigate the
noise, we employ the LoRA as the structure for
slot prompt tuning, making it a zero-initialized slot
prompt. Prompt LoRA consists of two matrices
Ap ∈ Rd×r and Bp ∈ Rr×d. The rank of the two
matrices stays the same with the context LoRA. Ap

is initialized as Gaussian distribution, while Bp is
initialized as zeros. Through zero-vector initializa-
tion, when integrating slot prompts, it initially pre-
serves the original knowledge from the pre-trained
model. It gradually incorporates prompt-guided
signals during the training process, which aids in
achieving stable learning during fine-tuning and
enhances the model’s ability to adhere to prompts
in the zero-shot stages.

To train the original input and prompts simulta-
neously, we combine the context LoRA with the
prompt LoRA, resulting in a comprehensive struc-
ture that simultaneously accepts prompts p and
original inputs h. The output h

′
can be represented

as:

h
′
= Wh+BAh+BpApp (2)

where p is the slot prompt for prompt LoRA.
Avoiding inference latency is also a noteworthy

concern during the inference stage. For the context
LoRA, we can directly merge the B and A matrix
from the context LoRA into the original pre-trained
weights.

Wh+BAh = (W +BA)h (3)
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For the prompt LoRA, as its input is different from
the context LoRA, it cannot be directly merged
into the original pre-trained weights. Therefore, we
precompute BpApp and then merge them into the
bias without increasing inference latency so that we
can compute W = W +BA and b = b+BpApp.
By doing so, we can save the time required during
inference.

3.3 Multi-Head Attention

After obtaining the output from DualLoRA, we add
it to the multi-head attention. In this way, we aim
for each head to learn different prompt features,
making it easier for prompts to influence the model.
We pair DualLoRA with each attention layer in the
T5 model, making it easier for prompts to influ-
ence the attention mechanism. As the length of the
prompt is different from the length of the original
input, we adopt the approach of taking the average
of the slot prompt embedding and then interact-
ing it with Wq and Wv in the attention mechanism,
which is consistent with the weight matrix used in
the LoRA (Hu et al., 2021).

4 Experiments

4.1 Dataset and Metrics

We conduct our experiments on the Multi-
WOZ dataset and Schema-Guided-Dialogue (SGD)
dataset (Budzianowski et al., 2018; Rastogi et al.,
2020; Eric et al., 2020), which are well-known
benchmarks in task-oriented dialogue systems.
MultiWOZ is an extensively annotated dataset com-
prising 10,000 human-to-human written conversa-
tions covering diverse domains and topics, making
it a widely used benchmark dataset for evaluating
task-oriented dialogue systems. The SGD dataset,
like MultiWOZ, is extensively annotated with turn-
level information and descriptions, which com-
prises over 20,000 annotated dialogues between
a human and a virtual assistant, covering more
than 20 domains. Additionally, the SGD dataset
includes previously unseen domains in the test set,
designed to measure the zero-shot performance of
dialogue systems.

In zero-shot cross-domain dialogue state track-
ing, the model is initially trained on visible do-
mains and tested on unseen domains. Building
on prior work, we use Joint Goal Accuracy (JGA)
and Average Goal Accuracy (AGA) to evaluate
both the baseline and our model. JGA refers to the
percentage of turns for which all the slots in the

same domain are identified correctly, which is the
primary metric for dialogue state tracking evalua-
tion and is used to evaluate the model performance.
AGA refers to the average accuracy of the active
slots in each turn. The evaluation metrics used are
consistent with Prompter (Aksu et al., 2023).

4.2 Baselines

We compare the proposed method with TRADE
(Wu et al., 2019), MA-DST (Kumar et al., 2020),
SUMBT (Lee et al., 2019), SGD-baseline (Ras-
togi et al., 2019), Seq2Seq-DU (Feng et al., 2021),
GPT2-DST (Li et al., 2021), TransferQA (Lin et al.,
2021a), T5DST (Lin et al., 2021b), SlotDM-DST
(Wang et al., 2022), DCC (Wang et al., 2023) and
Prompter (Aksu et al., 2023). More details about
baselines are presented in Appendix B.

4.3 Implementation Details

To facilitate a better comparison, the adopted set-
tings are consistent with those of Prompter (Aksu
et al., 2023). We utilize T5 architecture as our
backbone. As mentioned in Prompter, PPTOD (Su
et al., 2022) is more suitable for prompt tuning
tasks because of the nature of its pre-training task.
Therefore we choose PPTOD-small as our check-
point. For more detail, the batch size is set to 8 with
gradient accumulation per 8 steps; the optimizer
is set to AdamW (Loshchilov and Hutter, 2018),
and the learning rate is set to 1e-4. All experi-
ments were conducted on the NVIDIA GeForce
RTX 3090 and 4090 GPUs.

4.4 Main Results

As shown in Table 1, DualLoRA performs best
except hotel domain compared to other baselines.
That is because in the hotel domain, the presence
of "none" value slots and unique value slots make
it challenging for the model to utilize prompts for
zero-shot dialogue state tracking effectively. In
addition, the slots in the hotel domain are unique
and cannot be effectively utilized using domain
prompts during training. Moreover, we observe
that the model can learn how to effectively utilize
prompts between attraction and restaurant domains
due to the close relationship between slot values in
these two domains. Consequently, they influence
each other, leading to better performance of the
model in attraction and restaurant domains. Sim-
ilarly, the train and taxi domains follow a similar
pattern.
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Model Pre. Model Attraction Hotel Restaurant Train Taxi Average

TRADE - 20.06 14.20 12.59 22.39 59.21 25.69
MA-DST - 22.46 16.28 13.56 22.76 59.27 26.87
SUMBT BERT-base 22.60 19.08 16.50 22.50 59.50 28.04

GPT2-DST GPT2-base 23.67 18.54 21.05 24.34 59.10 29.34
T5DST T5-small 31.92 20.72 20.09 28.83 64.12 33.14

SlotDM-DST T5-small 33.92 18.85 20.75 36.96 66.25 35.35
T5DST* PPTOD-small 35.5 20.0 25.3 35.3 65.6 36.4
Prompter PPTOD-small 35.8 19.2 26.0 39.0 66.3 37.2

DCC T5-small 35.8 24.8 22.9 40.2 65.9 37.9
DualLoRA (Ours) PPTOD-small 37.1 18.9 27.9 42.4 67.2 38.7

Table 1: Zero-shot joint-goal accuracy(%) on MultiWOZ. All results of baselines are reported from original papers.
The best results in each column are bold. Pre. Model means the pretrained model. The Model with * is excerpted
from Prompter (Aksu et al., 2023).

Model Buses Events Flights Media Messaging Music Payment Trains

SGD-baseline 9.7/50.9 23.5/57.9 23.9/65.9 18.0/30.8 10.2/20.0 15.5/39.9 11.5/34.8 13.6/63.5
Seq2seq-DU 16.8/N 31.9/N 15.9/N 23.1/N 4.9/N 12.3/N 7.2/N 16.8/N
Transfer-QA 15.9/63.6 15.6/56.8 3.59/42.9 30.2/67.5 13.3/37.9 8.9/62.4 24.7/60.7 17.4/64.9
SlotDM-DST 43.9/86.3 - - - 36.6/61.4 - 16.5/62.0 46.7/86.9

T5-DST* 46.8/N 48.8/N - 55.5/N 59.2/N - 23.3/N 53.0/N
PROMPTER 48.4/N 51.5/N - 65.3/N 59.2/N - 21.9/N 50.8/N

DCC - - - - 28.8/N - 19.4/N 42.3/N
DualLoRA (Ours) 50.9/88.8 46.5/82.8 28.4/76.9 69.7/88.7 65.1/85.5 32.5/72.4 21.2/70.2 52.9/89.3

Table 2: Zero-shot results on SGD dataset. All results are reported in JGA(%)/AGA(%). N represents the results are
not reported in the original paper. The Model with * is excerpted from Prompter (Aksu et al., 2023).

Model Attraction Hotel Train Taxi Restaurant

T5-DST 35.5 20.0 35.3 65.6 25.3
+ ContextLoRA 36.0 17.0 41.2 66.9 26.8
+ PromptLoRA 37.1 18.9 42.4 67.2 27.9

Table 3: Ablation results on the test set of MultiWOZ.

As shown in Table 2, we present the performance
of different models on various domains in the SGD
task, which can be observed that DualLoRA ex-
hibits the best performance in most domains. These
domains are those for which the service in the test
set is not present in the training set. The improve-
ments of DualLoRA are attributed to effectively
training on prompts in visible domains and leverag-
ing prompt utilization in unseen domains. Due to
the pretraining of the alarm domain in PPTOD, we
do not report the scores of our model on the alarm
domain in this experiment.

4.5 Ablation Study
To investigate the effectiveness of different compo-
nents in our model, we conduct an ablation exper-
iment on context LoRA and prompt LoRA. Table
3 demonstrates the effectiveness of the two com-
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Figure 5: Performance of DualLoRA with different
fusion methods on the MultiWOZ dataset.

ponents in our method. After adding the context
LoRA, the model shows improvement across mul-
tiple domains, indicating that this structure plays
a crucial role in the model’s generalization. After
adding prompt LoRA, the model also exhibits im-
provement across multiple domains, which clearly
illustrates the contribution of the proposed struc-
ture.
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Figure 7: Performance of DualLoRA with different rank
on the MultiWOZ dataset.

Model Attraction Hotel Taxi Train Restaurant

w/ MLP 21.3 10.5 57.0 20.7 14.1
w/ Adapter 31.7 18.4 65.0 39.0 20.4

w/ Transformer 22.2 11.6 64.0 25.8 14.9
w/ LoRA 37.1 18.9 67.2 42.4 27.9

Table 4: Different bypass structures employed in Dual-
LoRA.

4.6 Analysis

Moreover, we investigate the impact of different
types of the bypass structure. We tested four dif-
ferent structures, including MLP, Adapter, Trans-
former, and LoRA. Results in Table 4 show that
LoRA excels in handling prompt information, and
in terms of parameter usage, LoRA has the smallest
number of parameters.

To explore the optimal fusion position of Du-
alLoRA, we also tested two fusion positions for
context LoRA and prompt LoRA: vertical combi-
nation and horizontal combination. The horizontal
combination is the one we proposed in Figure 4,
while the vertical combination is shown in Figure
8. As indicated in Figure 6, horizontal combina-
tion yields better results than vertical combination.
We attribute the inferior performance of the ver-
tical combination to the fact that a single context
LoRA may not effectively optimize both types of
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Figure 8: Vertical Combination of PromptLoRA and
ContextLoRA.
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Figure 9: Performance of different numbers of prompt
LoRAs on the MultiWOZ dataset.

information simultaneously.
We employed various fusion methods to explore

the optimal fusion approach, such as mean addi-
tion, cross-attention interaction, and gate-attention
interaction. As shown in Figure 5, in most cases,
gate-attention and mean addition are superior to
cross-attention interaction, which may be attributed
to the initial dialogue context having a weak influ-
ence on prompt interaction, making it challenging
for the model to converge effectively. In addition,
both cross-attention and gate-attention introduce
many additional parameters, which may not be fa-
vorable for the model in domain transfer scenarios.
Therefore, we adopt mean addition as the fusion
method for our different inputs.

We also conducted experiments to explore the
optimal matrix rank of DualLoRA since it deter-
mines the matrix rank, including 8, 16, 32 and
64. As shown in Figure 7, the performance of the
model does not consistently improve with the in-
crease of rank, which is in line with the observation
by (Li et al., 2018; Aghajanyan et al., 2021) that the
learned over-parametrized models reside on a low
intrinsic dimension. Therefore, we adopt a rank of
8 for DualLoRA in all experiments.

In order to investigate the impact of the num-
ber of DualLoRA on model performance, we con-
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Figure 10: Example attention maps of the last encoder
layer in T5DST and DualLoRA.

ducted experiments. The purpose was to explore
whether the utilization of prompts becomes more
effective with an increasing number of prompt
LoRA. The results are shown in the Figure 9. Our
analysis suggests that the limited size of the model
parameters may be the reason behind the lack of
significant performance improvement with an in-
creasing number of prompt LoRA. Additionally,
the introduction of more prompt LoRA leads to
an increase in the overall parameter count. There-
fore, in this study, we opted to utilize only one
prompt LoRA to enhance the model’s utilization of
prompts.

To validate the effectiveness of our method, we
visualized the attention in the last layer of the
model’s encoder to explore the model’s focus on
the dialogue context and prompts. As shown in Fig-
ure 10, we can observe that, the dialogue context
pays more attention to the prompts compared to
Figure 3. In addition, the attention scores in Figure
3 after softmax are more extreme, ranging from
0 to 1, and are mainly distributed along the main
diagonal, indicating a focus on itself. In contrast,
Figure 10 demonstrates a more diverse attention
distribution, with effective attention on prompts.
This observation further supports the effectiveness
of our proposed method.

4.7 Case Study

We selected a dialogue example from the Multi-
WOZ dataset to demonstrate the performance of
our model compared to T5DST in zero-shot dia-
logue state tracking, as shown in Figure 11. The
results show that both T5DST and our model pre-
dict most zero-shot dialogue states in the train do-
main, such as "train-book people-8" and "train-
destination-ely." The rationale is that the models
have been trained in similar domains, such as the
taxi domain, allowing them to provide better an-
swers. Moreover, the results show that T5DST,

Dialogue

Golden:

"train-book people-8",

"train-destination-ely",

"train-day-sunday",

"train-arriveby-13:30",

"train-departure-cambridge"

T5DST:

"train-book people-8",

"train-destination-ely",

"train-day-sunday",

"train-arriveby-13:30",

"train-leaveat-13:30",

"train-departure-cambridge"

Ours:

"train-book people-8",

"train-destination-ely",

"train-day-sunday",

"train-arriveby-13:30",

"train-departure-cambridge"

Golden:

"train-book people-8",

"train-destination-ely",

"train-day-sunday",

"train-arriveby-13:30",

"train-departure-cambridge"

T5DST:

"train-book people-8",

"train-destination-ely",

"train-day-sunday",

"train-arriveby-13:30",

"train-leaveat-13:30",

"train-departure-cambridge"

Ours:

"train-book people-8",

"train-destination-ely",

"train-day-sunday",

"train-arriveby-13:30",

"train-departure-cambridge"

Hello, can I help you?

I am looking for a train arriving at 13:30, 

departing from cambridge.

On what day will you be travelling?

I need to leave sunday to go to ely.

Tr1159 will arrive by 12:07 would that work 

for you?

Yes, can I get a ticket for 8 people please?

Booked! you will pay 28.16 at the station, 

your reference number is fn62t8mf. Is there 

anything else you need?

Great that's all that I needed today, thank you 

for all your help!

Figure 11: Zero-shot dialogue state tracking based on
different models in MultiWOZ.

during zero-shot inference in the train domain, in-
correctly equates the "leaveat" slot value with the
"arriveby" slot value and predicts it as "13:30",
which is because T5DST fails to effectively utilize
prompt information, making it unable to differenti-
ate between different slot values for "leaveat" and
"arriveby" accurately.

5 Conclusion

In summary, this paper introduces DualLoRA
based on a parameter-efficient transfer-learning
method for zero-shot dialogue state tracking. Dual-
LoRA consists of two parts, namely context LoRA
and prompt LoRA. DualLoRA can simultaneously
accept two inputs: normal input and prompt in-
put. Through experiments, we demonstrate that this
method improves the Joint Goal Accuracy (JGA)
metric for MultiWOZ and SGD datasets without
introducing inference latency. Additionally, we
conduct a series of experiments to show the effec-
tiveness of deploying DualLoRA and how to fuse
two different types of information best. Our anal-
ysis indicates that the effectiveness of DualLoRA
stems from the model’s ability to extract and utilize
prompt information efficiently.

Future work will focus on applying DualLoRA
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to various domains, expanding the method to mul-
timodal zero-shot dialogue state tracking, or re-
searching better fusion methods for more effective
integration of prompts and dialogue context.

6 Limitations

DualLoRA has the following limitations currently.
Addressing these limitations in future work will
contribute to the broader applicability of Dual-
LoRA.

• Drawbacks of precomuptation. The reason
we can use precomputation to reduce infer-
ence latency is that the slot prompts in the
current target domain are limited. However,
as the number of domains to be transferred
increases, the computation introduced by pre-
computation will also grow. Therefore, the
inference latency will also increase.

• Unable to be applied to target domains with-
out prompts. Due to DualLoRA relying on en-
hancing the model’s utilization of prompts, if
there are no prompts in the target domain, Du-
alLoRA cannot leverage prompts to improve
the model’s performance.
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A Dataset Statistic

The statistical data for the MultiWOZ dataset is
presented in Table 5. Due to the limited data in
the police and hospital domains within MultiWOZ,
we conducted experiments using only five domains
from the dataset. The statistical data for the SGD
dataset is shown in Table 6.

Domain Train Dev Test

Attraction 2717 401 416
Hotel 3381 416 394

Restaurant 3813 438 207
Taxi 1654 207 195
Train 3103 484 494
Total 8438 1000 1000

Table 5: The dataset statistic of MultiWOZ.

Domain Total Dialogues Domain Total Dialogues

Alaram 324 Movies 2339
Banks 1021 Music 1833
Buses 3135 Payment 222

Calendar 1602 RentalCars 2510
Events 4519 Restaurants 3218
Flights 3644 RideSharing 2223
Homes 1273 Services 2956
Hotels 4992 Trains 350
Media 1656 Travel 2808

Messaging 298 Weather 1783

Table 6: The dataset statistic of SGD.

B Baseline Models

In this section, we provide a detailed overview of
each baseline, as outlined below.

• TRADE. TRADE (Wu et al., 2019) aims to
enhance dialogue state generation by incorpo-
rating a copy mechanism and enabling knowl-
edge transfer for previously unseen dialogue
states during model training.

• MA-DST. MA-DST (Kumar et al., 2020) uti-
lizes cross-attention to model relationships
between context and slots across different se-
mantic levels and employs self-attention to
resolve cross-domain coreferences based on
the RNN layer.

• SUMBT. SUMBT (Lee et al., 2019) learns
relationships between domain-slot-types and
slot-values through attention mechanisms
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based on contextual semantic vectors, predict-
ing slot-value labels in a non-parametric man-
ner.

• SGD-baseline. SGD-baseline (Rastogi et al.,
2020) encodes these elements into embedded
representations, accommodating dynamic sets
of schema elements by conditioning on cor-
responding schema embeddings based on the
BERT model to predict dialogue state.

• Seq2Seq-DU. Seq2Seq-DU (Feng et al.,
2021) treats DST as a sequence-to-sequence
problem and employs two BERT-based en-
coders to encode dialogue utterances and
schema descriptions independently. After that,
Seq2Seq-DU uses a decoder to generate a
pointer representation for the current dialogue
state.

• GPT2-DST. GPT2-DST (Li et al., 2021) uti-
lizes a generative question-answering model
pre-trained on English sentences, enabling nat-
ural language queries for unseen constraints
and slots in multi-domain task-oriented dia-
logues.

• TransferQA. TransferQA (Lin et al., 2021a)
is a transferable generative QA model that
seamlessly integrates extractive and multiple-
choice QA using a text-to-text transformer
framework, which effectively tracks both cat-
egorical and non-categorical slots in DST and
introduces innovative methods to construct
unanswerable questions.

• T5DST. T5DST (Lin et al., 2021b) encodes
dialogue context and slots using a pre-trained
self-attentive encoder, generating slot values
in an auto-regressive manner. Additionally,
the model incorporates slot-type informed
descriptions to capture shared information
across slots, facilitating cross-domain knowl-
edge transfer.

• SlotDM-DST. SlotDM-DST (Wang et al.,
2022) employs slot prompts combination, slot
values demonstration, and slot constraint ob-
jects to model slot-slot, slot-value, and slot-
context dependencies, respectively. Each slot
prompt includes a slot-specific and a slot-
shared prompt to capture shared knowledge
across domains.

• DCC. Divide, Conquer and Combine (DCC)
(Wang et al., 2023) employs a "divide, con-
quer, and combine" strategy, explicitly dis-
entangling semantics through a mixture-of-
experts mechanism. Seen data is divided into
semantically independent subsets, correspond-
ing experts are trained, and unseen samples
are inferred using the mixture-of-experts with
ensemble inference.

• Prompter. Prompter (Aksu et al., 2023) ad-
dresses this by utilizing descriptions of tar-
get domain slots to generate dynamic prefixes.
These prefixes are then concatenated to the
key and values at each layer’s self-attention
mechanism, enabling prefix-tuning in zero-
shot scenarios.

C Best Applied Weight Matrices

To explore where we should apply DualLoRA in
T5’s weight matrices, we conducted experiments
applying DualLoRA to the attention layers, such as
query, key, value, and output. As shown in the table
7, in most domains, achieving the best performance
is possible by solely utilizing the attention layers
for queries (q) and values (v), consistent with the
findings in the LoRA paper (Hu et al., 2021). More-
over, using only the q and v attention layers reduces
the model’s parameters. Therefore, in our experi-
ments, we opted for applying DualLoRA only to
the q and v attention layers.

Weight Matrix Attraction Hotel Restaurant Train Taxi

qv 37.1 18.9 27.9 42.4 67.2
qkv 33.9 17.4 23.4 40.5 67.2
qkvo 32.2 19.9 20.9 39.5 66.5

Table 7: Different types of attention weights employed
in DualLoRA.

D Slot Performance on MultiWOZ

To delve into the slot accuracy performance of our
model in each domain, we conducted experiments
on each slot in every domain. The experimental
results are presented in Figures 12, 13, 14, 15 and
16. We compared our model with T5DST and ob-
served that in most domains and for most slots,
DualLoRA performs better than T5DST, likely due
to DualLoRA’s deeper understanding of prompts.
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Figure 12: Slot Accuracy in attraction domain on Multi-
WOZ dataset.
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Figure 13: Slot Accuracy in hotel domain on MultiWOZ
dataset.
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Figure 14: Slot Accuracy in restaurant domain on Mul-
tiWOZ dataset.

E Impact of Different Prompt Input

We conducted experiments using various inputs to
explore the impact of different prompt inputs on the
model’s performance. We conducted experiments
using regular slot embedding and slot prompts pro-
posed by Aksu et al. (2023), and the results are
shown in Figure 17. As indicated, slot prompt

de
pa

rtu
re

de
sti

na
tio

n
lea

ve
at

arr
ive

by
40

50

60

70

80

90

Sl
ot

 A
cc

ur
ac

y 
(%

)

DualLoRA
T5DST

Figure 15: Slot Accuracy in taxi domain on MultiWOZ
dataset.
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Figure 16: Slot Accuracy in train domain on MultiWOZ
dataset.

outperforms slot embedding in all domains. We
analyze this because the differences in slot embed-
ding within the same domain are minimal, and the
model cannot learn effective prompts from them.
In addition, during cross-domain zero-shot transfer,
the differences in slot embedding between differ-
ent domains are substantial, leading to the model’s
inability to utilize prompts in the target domain
during cross-domain transfer effectively.

F Examples of Case Studies

This section presents a more detailed analysis
of case studies. We categorize potential errors
into three cases: under-predictions, incorrect-
predictions, and over-predictions, as illustrated in
Figures 18, 19, and 20, respectively. The sentences
marked in red indicate wrong predictions.

As seen in Figure 18, our model enhances per-
formance by leveraging prompts effectively, while
T5DST’s understanding of prompts remains super-
ficial. Therefore, as shown in the figure, our model
outperforms T5DST in terms of under-predictions
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Figure 17: Performance with different prompt input on
MultiWOZ dataset.

in the restaurant and taxi domains.
As shown in Figure 19, the model’s overfit-

ting in the original domain may lead to incorrect-
predictions during cross-domain zero-shot transfer.
Additionally, the misunderstanding of slot values
also contributes to incorrect-predictions. There-
fore, our model, compared to T5DST, is effective in
avoiding incorrect-predictions during cross-domain
zero-shot transfer.

As shown in Figure 20, our model makes errors
in over-prediction. However, the predicted slot
values by our model can still be extracted from
the conversation. For instance, as stated in figure
(a), "How about fitzbillies restaurant?" and "Yes
that sounds great." suggests our model can extract
the slot value for ‘name-fitzbillies‘ and as stated in
figure (b), "How about the moderate 1?" suggests
our model can extract the slot value for ‘pricerange-
moderate‘, but it does not match the ground-truth
slot value. We attribute this discrepancy to potential
failures in data annotation.

In addition, our model has some limitations, as
shown in Figure 21. Our model fails to make pre-
dictions for some slots in the hotel domain, such
as parking, internet, and stars. This might be re-
lated to the base model we adopted, T5-small. Due
to the existence of some slots in the hotel domain
that cannot be easily related to other domains, our
model struggles to accurately track the values of
these slots.

G Examples of Attention Map in
Different Domains

We present the visualization of attention in different
domains after training with DualLoRA, as shown

in Figures 22, 23, 24, 25 and 26, which can be
observed that our model effectively focuses on the
prompt part after training, rather than solely on the
main diagonal.
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Dialogue

Golden:

"taxi-leaveat-17:15",

"taxi-destination-pizza hut 

fen ditton",

"taxi-departure-saint john s 

college"

T5DST:

"taxi-leaveat-17:15",

"taxi-destination-None",

"taxi-departure-saint john s 

college"

Ours:

"taxi-leaveat-17:15",

"taxi-destination-pizza hut 

fen ditton",

"taxi-departure-saint john s 

college"

Golden:

"taxi-leaveat-17:15",

"taxi-destination-pizza hut 

fen ditton",

"taxi-departure-saint john s 

college"

T5DST:

"taxi-leaveat-17:15",

"taxi-destination-None",

"taxi-departure-saint john s 

college"

Ours:

"taxi-leaveat-17:15",

"taxi-destination-pizza hut 

fen ditton",

"taxi-departure-saint john s 

college"

Dialogue

Golden:

"restaurant-book day-friday",

"restaurant-book people-8",

"restaurant-book time-10:15",

"restaurant-name-restaurant 2 

two"

T5DST:

"restaurant-book day-None",

"restaurant-book people-None",

"restaurant-book time-None",

"restaurant-name-restaurant 2 

two"

Ours:

"restaurant-book day-friday",

"restaurant-book people-8",

"restaurant-book time-10:15",

"restaurant-name-restaurant 2 

two"

Golden:

"restaurant-book day-friday",

"restaurant-book people-8",

"restaurant-book time-10:15",

"restaurant-name-restaurant 2 

two"

T5DST:

"restaurant-book day-None",

"restaurant-book people-None",

"restaurant-book time-None",

"restaurant-name-restaurant 2 

two"

Ours:

"restaurant-book day-friday",

"restaurant-book people-8",

"restaurant-book time-10:15",

"restaurant-name-restaurant 2 

two"

(a) (b)

Hello, can I help you?

I would like a taxi from saint john's 

college to pizza hut fen ditton.

What time do you want to leave and what 

time do you want to arrive by?

I want to leave after 17:15.

Booking completed! Your taxi will be blue 

honda contact number is 07218068540.

Thank you for all the help! I appreciate it.

You are welcome. Is there anything else I 

can help you with today?

No, I am all set. Have a nice day. Bye.

Hello, can I help you?

I would like to find a particular restaurant in 

cambridge. The name of the restaurant is 

restaurant 2 two. Could you give me the 

location?

Restaurant 2 two is nice french restaurant 

located at 22 chesterton road chesterton. 

Would like me to book you a table?

That would be great. I need it for 8 on 

friday.

Do you have a time preference?

Yes at 11:15 if that s not available I can do 

10:15.

The booking for 10:15 was successful they 

will reserve the table for 15 minutes. The 

reference number is 6b5z7vj5.

Thanks so much! That's all I needed for 

today.

Figure 18: Example of zero-shot dialogue state tracking based on different models.
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Dialogue

Golden:

"train-book people-3",

"train-destination-

cambridge",

"train-day-friday",

"train-arriveby-14:45",

"train-departure-ely"

T5DST:

"train-book people-3",

"train-destination-

cambridge",

"train-day-friday",

"train-arriveby-14:45",

"train-departure-ely train"

Ours:

"train-book people-3",

"train-destination-

cambridge",

"train-day-friday",

"train-arriveby-14:45",

"train-departure-ely"

Golden:

"train-book people-3",

"train-destination-

cambridge",

"train-day-friday",

"train-arriveby-14:45",

"train-departure-ely"

T5DST:

"train-book people-3",

"train-destination-

cambridge",

"train-day-friday",

"train-arriveby-14:45",

"train-departure-ely train"

Ours:

"train-book people-3",

"train-destination-

cambridge",

"train-day-friday",

"train-arriveby-14:45",

"train-departure-ely"

Dialogue

Golden:

"train-book people-3",

"train-leaveat-16:30",

"train-destination-bishops 

stortford",

"train-day-saturday",

"train-departure-cambridge"

T5DST:

"train-book people-3",

"train-leaveat-17:29",

"train-destination-bishops 

stortford",

"train-day-saturday",

"train-departure-cambridge"

Ours:

"train-book people-3",

"train-leaveat-16:30",

"train-destination-bishops 

stortford",

"train-day-saturday",

"train-departure-cambridge"

Golden:

"train-book people-3",

"train-leaveat-16:30",

"train-destination-bishops 

stortford",

"train-day-saturday",

"train-departure-cambridge"

T5DST:

"train-book people-3",

"train-leaveat-17:29",

"train-destination-bishops 

stortford",

"train-day-saturday",

"train-departure-cambridge"

Ours:

"train-book people-3",

"train-leaveat-16:30",

"train-destination-bishops 

stortford",

"train-day-saturday",

"train-departure-cambridge"

(a) (b)

Hello, can I help you?

I need a train going from ely to cambridge 

please.

What day and time would you like to leave?

I would like to leave on friday and arrive by 

14:45.

I have 5 trains that arrive by 14:45. Is there 

a particular time you would like to leave?

No time in particular, please reserve any 1 

of them for 3 people.

I have 3 seats booked on tr0236, departing 

at 13:35 and arriving at 13:52. Your 

confirmation number is t3y4y9s8.

That is all for now. Thank you.

Hello, can I help you?

Let's go with the train first. I am looking for 

1 that leaves after 16:30 on saturday.

From where and to where will you travel?

I would like to leave cambridge to bishops 

stortford.

I have 1 leaving at 17:29, arriving in bishops 

stortford at 18:07. Does that work?

Yes, I would like 3 tickets, please.

Great. I have booked those seats for you and 

your reference number is javmfjgm. Is there 

anything else I can do for you?

No that will be all for now.

Thank you for using our service. Have all of 

your needs been met?

Yes they have. Thanks.

Figure 19: Example of zero-shot dialogue state tracking based on different models.
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Dialogue

Golden:

"restaurant-food-indian",

"restaurant-area-north"

T5DST:

"restaurant-food-indian",

"restaurant-area-north",

"restaurant-pricerange-

moderate"

Ours:

"restaurant-food-indian",

"restaurant-area-north"

"restaurant-pricerange-

moderate"

Golden:

"restaurant-food-indian",

"restaurant-area-north"

T5DST:

"restaurant-food-indian",

"restaurant-area-north",

"restaurant-pricerange-

moderate"

Ours:

"restaurant-food-indian",

"restaurant-area-north"

"restaurant-pricerange-

moderate"

Dialogue

Golden:

"restaurant-book day-monday",

"restaurant-book people-8",

"restaurant-book time-19:45",

"restaurant-food-british",

"restaurant-pricerange-expensive",

"restaurant-area-centre"

T5DST:

"restaurant-book day-None",

"restaurant-book people-None",

"restaurant-book time-None",

"restaurant-food-None",

"restaurant-pricerange-expensive",

"restaurant-area-centre"

Ours:

"restaurant-book day-monday",

"restaurant-book people-8",

"restaurant-book time-19:45",

"restaurant-food-british",

"restaurant-pricerange-expensive",

"restaurant-area-centre",

"restaurant-name-fitzbillies"

Golden:

"restaurant-book day-monday",

"restaurant-book people-8",

"restaurant-book time-19:45",

"restaurant-food-british",

"restaurant-pricerange-expensive",

"restaurant-area-centre"

T5DST:

"restaurant-book day-None",

"restaurant-book people-None",

"restaurant-book time-None",

"restaurant-food-None",

"restaurant-pricerange-expensive",

"restaurant-area-centre"

Ours:

"restaurant-book day-monday",

"restaurant-book people-8",

"restaurant-book time-19:45",

"restaurant-food-british",

"restaurant-pricerange-expensive",

"restaurant-area-centre",

"restaurant-name-fitzbillies"

(a) (b)

Hello, can I help you?

I would like to go to an indian restaurant in 

the north.

I found 2 that matches your criteria. Would 

you prefer a moderate or cheap pricing?

How about the moderate 1? May I have 

their address, please?

Yes the nirala's address is 7 milton road 

chesterton and their postcode is cb41uy. Is 

there anything else I can help you with 

today?

No, that is all, Thank you. Have a nice day.

Hello, can I help you?

Could you tell me if there are any place -s in 

the center of town that serve british food? 

Something expensive would be great.

There are 3. how about fitzbillies restaurant? 

should I book you a table?

Yes that sounds great, I need a table for 8 at 

20:45 on monday please.

Unfortunately that time is not available do 

you have another time you would like to 

try?

Okay, is there an available time at 19:45? 

also, can I get a reference number?

That booking was successful. Your 

reference number is fztwszhh. Is there 

anything else I can do for you ?

I think that s everything, thank you.

Figure 20: Example of zero-shot dialogue state tracking based on different models.

5763



Dialogue

Golden:

"hotel-name-archway 

house",

"hotel-parking-yes",

"hotel-stars-4",

"hotel-internet-yes"

T5DST:

"hotel-name-None",

"hotel-parking-None",

"hotel-stars-None",

"hotel-internet-None"

Ours:

"hotel-name-archway 

house",

"hotel-parking-None",

"hotel-stars-None",

"hotel-internet-None"

Golden:

"hotel-name-archway 

house",

"hotel-parking-yes",

"hotel-stars-4",

"hotel-internet-yes"

T5DST:

"hotel-name-None",

"hotel-parking-None",

"hotel-stars-None",

"hotel-internet-None"

Ours:

"hotel-name-archway 

house",

"hotel-parking-None",

"hotel-stars-None",

"hotel-internet-None"

Dialogue

Golden:

"hotel-parking-yes",

"hotel-pricerange-moderate",

"hotel-internet-yes",

"hotel-type-guesthouse"

T5DST:

"hotel-parking-None",

"hotel-pricerange-None",

"hotel-internet-None",

"hotel-type-None"

Ours:

"hotel-parking-None",

"hotel-pricerange-moderate",

"hotel-internet-None",

"hotel-type-guesthouse"

Golden:

"hotel-parking-yes",

"hotel-pricerange-moderate",

"hotel-internet-yes",

"hotel-type-guesthouse"

T5DST:

"hotel-parking-None",

"hotel-pricerange-None",

"hotel-internet-None",

"hotel-type-None"

Ours:

"hotel-parking-None",

"hotel-pricerange-moderate",

"hotel-internet-None",

"hotel-type-guesthouse"

(a) (b)

Hello, can I help you?

Yo, I am looking for a place to stay that s 

as awesome as me. 4 stars! It's gotta have 

free wifi, so I can do my social media, 

know what I mean?

I have many options for you what's your 

price range or the area you are looking in?

I do not really have a price range. 

Anything is fine. I would like it to have 

free parking and wifi, though. And of 

course, 4 stars like I mentioned.

Do you have a preference for a hotel 

versus a guesthouse?

No, either will work just fine.

How about archway house? It's located at 

52 gilbert road.

That's great. Can you give me the area and 

price range, please?

Hello, can I help you?

Hello, I need to find a hotel with free wifi 

and free parking. Can you help me?

There are 29 place -s with free internet and 

parking. Do you have an area, price, star, or 

hotel type preference?

Can you find me a guesthouse that is 

expensive?

Unfortunately, I do not happen to have any 

guesthouses that are in the expensive range. 

Can I look in another price range perhaps?

How about in the moderate price range?

I have 12 guesthouses that match your 

needs. Do you have additional requirement -

s to narrow down the search?

Could you recommend 1 with free wifi and 

free parking in the moderate price range, 

and give me the star rating and phone 

number?

Acorn guest house is a 4 star place that 

meets your requirement -s. The phone 

number is 01223353888.

Thank you, that will be all. Goodbye.

Certainly! The archway house is in the 

north area and has a moderate price range.

What's its address?

It's located at 52 gilbert road.

Thank you very much!

Figure 21: Example of zero-shot dialogue state tracking based on different models.
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Figure 22: An attention map of DualLoRA between
dialogue context and prompt in attraction domain.
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Figure 23: An attention map of DualLoRA between
dialogue context and prompt in hotel domain.
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Figure 24: An attention map of DualLoRA between
dialogue context and prompt in restaurant domain.
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Figure 25: An attention map of DualLoRA between
dialogue context and prompt in train domain.
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Figure 26: An attention map of DualLoRA between
dialogue context and prompt in taxi domain.
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