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Abstract

With the advent of large language models
(LLM), the line between human-crafted and
machine-generated texts has become increas-
ingly blurred. This paper delves into the in-
quiry of identifying discernible and unique lin-
guistic properties in texts that were written by
humans, particularly uncovering the underly-
ing discourse structures of texts beyond their
surface structures. Introducing a novel method-
ology, we leverage hierarchical parse trees and
recursive hypergraphs to unveil distinctive dis-
course patterns in texts produced by both LLMs
and humans. Empirical findings demonstrate
that, although both LLMs and humans gener-
ate distinct discourse patterns influenced by
specific domains, human-written texts exhibit
more structural variability, reflecting the nu-
anced nature of human writing in different
domains. Notably, incorporating hierarchical
discourse features enhances binary classifiers’
overall performance in distinguishing between
human-written and machine-generated texts,
even on out-of-distribution and paraphrased
samples. This underscores the significance of
incorporating hierarchical discourse features
in the analysis of text patterns. The code and
dataset are available at https://github.com/
minnesotanlp/threads-of-subtlety.

1 Introduction

The emergence of powerful instruction-tuned large
language models (LLMs) (Ouyang et al., 2022;
Muennighoff et al., 2023; Kopf et al., 2023) has
led to an explosion of machine-generated texts in
both offline and online domains. Consequently,
discerning the authorship of texts has become a
significant challenge, spanning from educational
settings to the landscape of online advertising (Ex-
tance, 2023; Dalalah and Dalalah, 2023; Gołąb-
Andrzejak, 2023). Indeed, many efforts have been
made to tackle this issue by constructing corpora of
machine-generated and human-authored texts (Dou

Generate a motivational quote on finding a lifelong passion.
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Your work is going to fill a large part of your life, and the only 
way to be truly satisfied is to do what you believe is great 
work. And the only way to do great is to love what you do. …
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Figure 1: Human writers often employ hierarchical lin-
guistic structures in writing whereas LLMs primarily
operate by the sequential next token prediction task.

et al., 2022; Guo et al., 2023; Li et al., 2023) and
developing models and benchmarks to tell them
apart (Wu et al., 2023; Verma et al., 2023; Su et al.,
2023; Chakraborty et al., 2023). The consensus
seems to be that while classifiers that make use of
the presence of LLM-specific signatures in the gen-
erated texts perform relatively well on in-domain
texts, their accuracy drops significantly with out-of-
domain samples. Furthermore, these detectors can
be fooled easily with “paraphrasing attacks” even
with in-domain samples (Sadasivan et al., 2023;
Krishna et al., 2023).

This raises interesting questions on the underly-
ing nature of human-written texts: “Are there any
discernible, unique properties within texts crafted
by humans?” and if so, “Might these distinctive
signatures manifest at levels beyond surface struc-
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shelves. That poses a dilemma perhaps? <<Do
you buy ordinary and bland spice blends>> <<or
do you go for something more exciting like this
one from Maya's Kitchen?>>
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Glendale, but <<the excitement faded as soon as I
walked in to the place.>> <<It has a very cheap feel
to it.>> Fake plants everywhere, bad lighting, you
get the point. <<We sat>> <<and ordered a few
different rolls.>> <<None of which were good.>>
The fish was not very fresh and the presentation
was lacking. ...

More prevalent in
machine-generated reviews
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Figure 2: Difference in motif distribution of machine-generated and human-written texts for Yelp domain. Below
are the top discourse motifs for each authorship and their corresponding discourse relations with examples. Text
enclosed in angle brackets denotes the EDUs involved in the relation.

ture?” Undeniably, how we write varies greatly
depending on the domain and intent addressed by
the texts. Consider, for instance, the distinction be-
tween academic writing and a casual response to a
Reddit post. The former pays much more attention
to the logical progression of arguments and overall
structural coherence, while the latter is character-
ized by a more spontaneous and less structured
thought process.

On the contrary, LLMs, in consideration, are
autoregressive models that generate the next
token based on the previous sequence, i.e.
P (xt|x1..xt−1), without explicitly modeling the
hierarchical structures in the process. Figure 1 il-
lustrates this structural difference in the writing pro-
cesses of LLMs and humans. We note that LLMs
may also internally capture these hierarchical struc-
tures to some degree as a by-product, especially
in their self-attention matrices (Xiao et al., 2021;
Huber and Carenini, 2022). However, our interest
lies in exploring whether there exist distinctive hi-
erarchical structures that can aid in distinguishing

their authorship.1

To answer these inquiries systematically, we
draw inspiration from discourse analysis in linguis-
tics (Mann and Thompson, 1987), which uncov-
ers structures found within a sentence, between
sentences, and among the paragraphs of a docu-
ment. Specifically, Figure 2 highlights our main ap-
proach: Given texts written by humans and LLMs,
we construct a hierarchical parse tree for each doc-
ument. Subsequently, we transform these trees
into recursive hypergraphs, allowing us to perform
network motif analysis of discourse relationships.
The essence of our analysis lies in computing the
difference in the distribution of these “discourse
motifs” between texts generated by machines and
those crafted by humans, identifying discernible
discourse patterns within each authorship.

We summarize our contributions as follows:

• We demonstrate that hierarchical discourse
structures, as defined by RST, can be effec-
tively modeled using recursive hypergraphs.

1We provide a more comprehensive comparison with prior
studies in Appendix A.

5450



Your work is going to fill a large part of your life, and the only way to be truly satisfied is to do what you believe is great 
work. And the only way to do great work is to love what you do. If you haven’t found it yet, keep looking. Don’t settle. As 
with all matters of the heart, you'll know when you find it. — Steve Jobs

Your 
work is 
going …  

1-7

1-3 4-7

1-2 3 4-6

4-6

7

4-5 6

4 5

1 2

joint joint

joint joint

jointjoint

joint joint

elaboration

condition
and the 
only …  

And the 
only …  

If you 
haven’t …  

keep 
looking.

Don’t 
Settle.

As with all 
matters … 7

4 5

4-5 6

4-6

4-7

21

1-2 3

1-3

1-7

joint

joint

joint joint

cond.

elab.

hyperedge
root
nucleus
satellite

Quote Example

Example of Discourse Tree Defined by RST Framework Hypergraph Representation

Figure 3: A quote from Steve Jobs and its RST tree converted into a hypergraph form. A hexagonal node represents
the “nucleus” node, while a circular one denotes the “satellite” node. Each node is labeled with a span of EDU
indices that it covers. The star-shaped node is the root node of the graph, encompassing all subgraphs and EDUs.

• To the best of our knowledge, we are the first
to demonstrate that integrating hierarchical
discourse-level features into the authorship
detection task results in enhanced and more
robust performance.

• Our empirical findings suggest that the robust-
ness against paraphrasing attacks stems from
the preservation of higher-level discourse
structures, despite significant variations at the
sentence level.

• Addressing a critical gap in existing research,
where machine-generated texts typically fall
within the range of 200 to 500 tokens, we con-
struct a dataset specific to the creative writ-
ing domain. This dataset features 20 stories
with lengths of up to 8K tokens, providing a
more comprehensive perspective on longer-
form machine-generated content.

2 Modeling Hierarchical Structures

To explore unique patterns that may extend beyond
surface-level structure, it is imperative to employ
an expressive framework capable of representing
hierarchical structures within texts. Human writers
strategically utilize textual structures to systemat-
ically convey meaning, thereby augmenting the
clarity, coherence, and persuasiveness of their writ-
ten compositions. In the field of linguistics, the
study of document structure is within the domain
of discourse frameworks (Mann and Thompson,
1987; Miltsakaki et al., 2004; Lascarides and Asher,
2007). This paper adapts Rhetorical Structure The-
ory (RST) (Mann and Thompson, 1987) due to

its widespread acceptance and the availability of
openly accessible pre-trained parsers. In this paper,
we make use of the DMRST parser released by
Liu et al. (2021).

2.1 Rhetorical Structure Theory
RST assumes that any well-written document can
be parsed into a (recursive) discourse tree. In
this tree, each leaf node, called an Elementary
Discourse Unit (EDU), corresponds to a phrase
within a sentence, while higher-level nodes inte-
grate these lower-level representations into more
complex structures, such as phrases to sentences
to paragraphs. It does so by assigning a discourse
label (e.g., elaboration, contrast, cause, effect, etc.)
to a relation (i.e., edge) between nodes. The linked
nodes can be either “nuclei” (main ideas) or “satel-
lites” (supporting details) depending on their rela-
tive importance in the relation. Figure 3 illustrates
how a quote from Steve Jobs is segmented into
seven EDUs, each marked in a distinct color, and
parsed to form a discourse tree structure.

2.2 Conversion to Hypergraphs
Within the RST framework, discourse relations
emerge not only through the linking of EDUs but
also by encapsulating other relations. Specifically,
RST relations are applied to a text “recursively” un-
til every unit within the text becomes a constituent
of an RST relation. This recursive application im-
plies that a single EDU can form an RST relation
with another individual EDU, and also become part
of a relation involving a group of EDUs. For ex-
ample, in Figure 3, EDU 4 and EDU 5 are linked
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by a “condition” relation, while EDU 6 forms a
“joint” relation with the collective unit of EDU 4
and EDU 5. Additionally, since the “joint” relation
encompasses the “condition” relation, RST trees
inherently demonstrate recursive encapsulations.

This recursive encapsulation characteristic of
RST trees naturally corresponds with recursive hy-
pergraphs, also referred to as “Ubergraphs” in math-
ematics (Joslyn and Nowak, 2017), where a dis-
course relation aligns with a recursive hyperedge.
In short, hypergraphs generalize traditional graphs
by allowing edges (or “hyperedges”) to connect
more than two nodes. The recursive hypergraphs
further generalize the standard hypergraphs by al-
lowing hyperedges to contain not only nodes but
also other hyperedges. This leads to a hierarchical
structure, where hyperedges at different levels of
recursion represent relationships at varying levels
of abstraction.

To facilitate ease of analysis, the hypergraph can
be transformed into an isomorphic Levi graph (i.e.,
a standard traditional graph form) by introducing
a dummy edge (depicted as a dotted line in Figure
3) that signifies the expanded hyperedge relation.
By expanding the nested recursions, we are now
able to run standard network analysis algorithms
as well as train Graph Attention Networks (GATs)
(Veličković et al., 2018), leveraging the inherent
discourse structure and semantics of documents.

We note that although Yadati (2020) briefly ex-
plored the transformation of text into recursive hy-
pergraphs, their methodology defined hyperedge re-
lations as the relationships between entities (such as
persons, places, etc.) occurring within the sentence-
level organization of the text.

3 Proposed Method: Revealing Key
Patterns via Discourse Motifs

This paper focuses on finding distinctive structural
patterns, namely, hierarchical discourse relations
based on the RST framework (§2). Our main inves-
tigative approach involves analyzing the distribu-
tion of discourse motifs, which are recurring and
statistically significant subgraph patterns within a
larger network. These motifs are often considered
as the building blocks of larger networks and can
provide insights into the organization and dynamics
of the system (Milo et al., 2002; Takes et al., 2018).
As illustrated in Figure 2, our proposed approach
involves gathering documents written by humans
and LLMs, parsing their RST trees, transforming

them into hypergraphs, and running motif analyses
to understand how individuals (both humans and
machines) craft texts. The following subsections
illustrate how the discourse motifs are systemati-
cally formed (§3.1) and scored using our proposed
metrics (§3.2).

3.1 Discourse Motifs as Unions of Triads

One of the standard ways to construct motifs is to
generate all possible non-isomorphic subgraphs of
a fixed number of vertices. However, as the num-
ber of vertices increases, the number of possible
patterns increases super-exponentially, rendering
their counting extremely inefficient. Complicating
matters further, our RST graphs are directed with
their edges labeled with discourse relations, which
further increases the complexity.2

With this in mind, we start by generating all
possible motifs with 3 vertices, i.e., “triads.” This is
a minimal form of motifs other than the single edge
case, “dyad.” We select the triads to be the basis
motifs as we find that when converting a recursive
RST tree into a standard graph, it always forms the
union of subgraphs with 3 vertices. We highlight
the proof in Appendix B.

This process results in 69 non-isomorphic motifs.
To create larger motifs, we pick two triads from all
possible pairs, join them at all possible nodes, and
only keep the non-isomorphic ones, resulting in
unions of two triads. We term these configurations
as “double-triads.” We conduct this process one
more round with pairs of a (single-)triad and a
double-triad to produce a “triple-triad.”3 We note
that depending on how these multiples of triads are
joined together, we can form discourse motifs with
varying numbers of vertices such as 4, 5, and 7.
Table 1 shows the number of identified motifs for
each type. Graphical examples of motifs can be
found in Appendix K.

Single-Triads Double-Triads Triple-Triads

69 592 2,394

Table 1: Number of non-isomorphic discourse motifs.

2It is worth noting that some discourse relations can be
bidirectional as well.

3As we are joining motifs at their nodes, the total number
of nodes for double-triads and triple-triads will be smaller than
6 and 9, respectively.
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3.2 Metrics for Analyses

Once we gather potentially useful discourse mo-
tifs, we simply count the number of isomorphic
subgraphs for each motif across all documents in
the datasets. However, as the graph isomorphism
test is (possibly) NP-intermediate, the process re-
quires heavy engineering feats to maximize compu-
tational efficiency, such as hashing the subgraphs
(Shervashidze et al., 2011) and multiprocessing the
datasets.4 Afterward, we can identify distinctive
motifs by examining their difference distributions
based on their normalized counts (i.e., frequen-
cies) (§3.2.1) as well as calculating our proposed
metric termed “motif frequency-inverse document
frequency (MF-IDF)” measure (§3.2.2). The ratio-
nale behind devising the MF-IDF scoring lies in
pinpointing and prioritizing significant motifs, as
counting the entire motif distribution is inefficient.
An analogy can be drawn to crafting a localized to-
kenization scheme for LLM pre-training, wherein
tokens represent motifs, and texts serve as hyper-
graphs in our context.

3.2.1 Motif Difference Distributions
As a simple measure, we consider the difference
distribution between features of motifs present
in graphs. Specifically, we utilize their motif
frequencies, F(·) and weighted average depths,
D(·) for (document) graphs generated by machines
(Dmachine) or authored by humans (Dhuman):

F(Ddiff) = F(Dmachine)−F(Dhuman) (1)

D(Ddiff) = D(Dmachine)−D(Dhuman) (2)

These distributions represent the discrepancies of
motifs between the two classes of authorship and
can be computed across different domains of texts
as well.

Motif Frequency (MF). For each motif m in
a set of identified motifs M , we compute motif
frequency by counting its occurrences in a graph g
and normalize it by the total number of motifs in
the graph. The frequency is then averaged over the
corresponding dataset D:

F(m,D) =
1

|D|
∑

g∈D

count(m, g)∑
m′∈M count(m′, g)

(3)

4The code and the processed datasets for the experiments
can be found at https://github.com/minnesotanlp/
threads-of-subtlety.

Weighted Average Depth (WAD). To better cap-
ture the hierarchical nature of discourse graphs, we
also calculate the average depths of each motif m
appearing in a graph g. Let S(m, g) be a collection
of subgraphs of a graph g that are isomorphic to a
motif m. Then, the depth of a motif m in a graph
g is measured by the mean position

d(m, g) =
∑

g′∈S(m,g)

∑

v∈Vg′

d(v, vroot)

|S(m, g)||Vg′ |
(4)

where Vg′ denotes the set of nodes of a subgraph g′

and d(v, vroot) denotes the distance from a node v
to the root vroot, calculated in g. It is then weighted
by the count of the corresponding motif and nor-
malized by the total number of counts:

D(m,D) =
1

|D|
∑

g∈D

count(m, g) · d(m, g)∑
m′∈M count(m′, g)

(5)

This effectively measures the average position of
each discourse motif appearing in the graphs.

3.2.2 Motif Frequency-Inverse Document
Frequency (MF-IDF)

Inspired by the term frequency-inverse docu-
ment frequency (TF-IDF) measure from informa-
tion retrieval domain (Sparck Jones, 1972), we
propose “motif frequency-inverse document fre-
quency” (MF-IDF), noting that a motif (m) can be
considered as a vocabulary of documents that are
graphs (g ∈ G) in our case:

MF-IDF(m, g,G) = F(m, {g}) · IDF(g,G)

where:

F(m, {g}) = count(m, g)∑
m′∈M count(m′, g)

IDF(g,G) = log
1 + |G|

1 + |g ∈ G : m ∈ g)|

4 Experimental Setup

Following the generation of three sets of discourse
motifs for single-, double-, and triple-triads (§3.1),
we evaluate them using the MF-IDF metric and
retain those with scores surpassing at least one
standard deviation. This yields a total of 207 motifs,
with a detailed breakdown presented in Table 2.

Section 4.1 outlines the utilization of our pro-
posed features (§3) within both the baseline models
and analyses; and Section 4.2 describes the datasets
designated and proposed for experimentation.
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Single-Triads Double-Triads Triple-Triads

31 96 80

Table 2: Number of selected discourse motifs with MF-
IDF scores exceeding the threshold of at least one stan-
dard deviation.

4.1 Baseline Models

To evaluate the usefulness of discourse motifs, we
integrate them into three baseline models for au-
thorship detection (§5.1): Random Forest (RF)
(Breiman, 2001), Graph Attention Network (GAT)
(Veličković et al., 2018), and Longformer (LF)
(Beltagy et al., 2020). Figure 4 depicts an over-
all process of various types of input features being
handled by the different models with varying num-
bers of model parameters and granularity of inputs.

RF is chosen to evaluate the baseline perfor-
mance solely based on the discourse motif features
(defined in §3.2.1) without considering the seman-
tic content of the texts.

GAT receives the EDU-level representation of
the texts as initial node embeddings, along with
the discourse edge labels as edge embeddings. The
texts for both EDUs and discourse labels are em-
bedded by using Sentence-BERT (Reimers and
Gurevych, 2019) model, ALL-MINILM-L6-V2.
The discourse motif features are then appended
to the mean-pooled representation of the graph.

LF is initialized with pretrained weights5 and fed
with the entire sequence of texts, in addition to the
discourse motif features concatenated to its [CLS]
token. Specifically, we align our use of LF with the
methodology described by Li et al. (2023), which
details a state-of-the-art detection model. How-
ever, we introduce three key distinctions: (i) we
train a single classifier across all ten domains of
the DEEPFAKETEXTDETECT dataset, (ii) we uti-
lize approximately 56% of the original dataset to
mitigate data imbalance issues, and (iii) we avoid
adjusting the decision boundary across ten domain-
specific classifiers. Our goal is to develop a general
classifier capable of evaluating discourse motifs
across various model architectures, rather than tai-
loring optimizations for individual domains.

We note that our approach can be seamlessly
integrated into other baselines by concatenating
discourse motif features with input representations.
Additionally, it can enhance other detection strate-

5ALLENAI/LONGFORMER-BASE-4096, available on
https://huggingface.co.

gies by providing extra statistical features for zero-
shot detectors or by aiding in the selection of more
challenging and deceptive samples for adversarial
learning setups.

Your 
work is 
going 
to ⋯

Your ▁work ▁is ⋯

Tokenized input features for LF.

Node embeddings
for descriptions of 
nodes, incl. EDU 
texts (if applicable)

A {nucl_or_sat} 
node that is an 
elementary 
discourse unit 
(EDU) {i} with 
texts: `{text}`

Edge embeddings 
for discourse 
relations, e.g., 
“Elaboration”

{discourse
relation}

Feature vector comprising motif 
frequency (MF) and weighted average 
depth (WAD) for MF-IDF-selected 
single-, double-, and triple-triads.

MF!! WAD!! ⋯

concat. to 
graph repr. 

concat. to 
last layer 

RST & 
Hypergraph 
Conversion

LF
Preproc. LF

GAT

RF

Figure 4: A data flow diagram illustrating how various
types of input features are fed into the three baseline
models: Graph Attention Network (GAT), Random For-
est (RF), and Longformer (LF).

Formality Scorer. To identify a relationship be-
tween formality style of texts and discourse hierar-
chies (studied in §5.3), we make use of a publicly
available sentence-level formality scorer (Babakov
et al., 2023) that is finetuned on a dataset for formal-
ity style transfer task, GYAFC (Rao and Tetreault,
2018). The model is based on a ROBERTA-BASE

model (Zhang et al., 2020).

4.2 Datasets
Our experiments are conducted on two exist-
ing benchmark datasets and one new dataset
(TENPAGESTORIES) that we created for more in-
depth analysis.

HC3-ENGLISH. Guo et al. (2023) published the
first corpus on human writer vs. ChatGPT com-
parison. It comprises 24K paired responses from
human authors and ChatGPT for mostly question-
answering (QA) style prompts across 5 domains:
Reddit-ELI5, medicine, finance, open QA, and
Wikipedia-CS.

DEEPFAKETEXTDETECT. Li et al. (2023) pro-
posed DEEPFAKETEXTDETECT dataset which con-
sists of 448K mostly unpaired human-written and
machine-generated texts from 10 diverse datasets
including news article writing, story generation,
opinion writing, etc. The machine-generated texts
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are from 27 mainstream LLMs from 7 sources such
as OpenAI and LLaMA. Out of ten domains in the
dataset, we present results on the following five
considering the diversity and sizes of domains: re-
view writing (YELP), story writing (WP), argument
writing (CMV), news summarization (XSUM), and
writing descriptions for scientific tables (SCI_GEN).

TENPAGESTORIES (Ours). Existing datasets
for the authorship detection task primarily contain
short documents of 200 to 500 tokens, limiting the
capture of long-term discourse relations; to over-
come this limitation, we construct exceptionally
lengthy generations based on 20 fictional stories
on Project Gutenberg published in early November
2023.6

Our generated content is prepared in three dis-
tinct settings:

1. Unconstrained: We provide the first human-
written paragraph of a story and instruct the
LLM to iteratively generate continuations of
the story. However, due to the limited input
length of the existing discourse parser, we
did not use the unconstrained generations in
experiments.

2. “Fill-in-the-gap”: We mask N ∈ 1, 3, 5 para-
graphs between a preceding human-written
paragraph and a subsequent human-written
paragraph.

3. Constrained “fill-in-the-gap”: Similar to (2),
but the masked paragraph(s) now include the
first and last sentences of the corresponding
human-written paragraph(s), providing more
guided contexts.

These settings are designed to enable the obser-
vation of long-term discourse patterns while vary-
ing the constraints applied to the original contexts.
We generate content up to 8K tokens (≈10 A4
pages) in an iterative manner, continuing from the
previously generated texts. We provide more de-
tails on the dataset construction in Appendix E.

5 Results

We present findings from three sets of experiments:

1. Evaluation of the utility of discourse motifs
in the authorship detection task including the
“paraphrase attack” scenario (§5.1)

2. Investigation of structural variations after
paraphrasing (§5.2)

6https://www.gutenberg.org

3. Identifying the relationship between formality
and hyperedges (§5.3)

5.1 Human vs. Machine Authorship Detection

In this section, we report F1 scores for the bi-
nary classification task, following the experimental
setup detailed in Section 4.1.

HC3 and DEEPFAKETEXTDETECT. From Ta-
ble 3, we can see that incorporating motif infor-
mation consistently enhances classification perfor-
mance across various base encoders, underscoring
the effectiveness of discourse motifs as auxiliary
information for capturing deeper linguistic struc-
tures beyond surface lexicons. Specifically, when
the GAT model leverages the overall hierarchical
discourse structure, notable performance gains are
observed (e.g., 0.67→ 0.73 on HC3). Additionally,
given the LF model’s proficiency in comprehend-
ing lengthy texts, the inclusion of discourse motifs
offers explicit structural insights, further enhancing
the performance. Even on the paraphrased out-
of-domain test set (“OOD-Para”), where samples
come from “unseen domains” and “unseen mod-
els,” augmenting the detector with discourse motifs
yields significant improvements over the baselines.

Models HC3 DeepfakeTextDetect
Test Test OOD OOD-Para

RF (All Motifs) 0.55 0.57 0.48 0.60
RF (Motifs) 0.55 0.58 0.49 0.61

GAT 0.67 0.68 0.66 0.53
GAT+Motifs 0.73 0.72 0.67 0.54

LF 0.97 0.90 0.74 0.60
LF+Motifs 0.98 0.93 0.82 0.62

Table 3: Overall detection F1 scores of models on the
benchmark datasets. “RF (All Motifs)” denotes Random
Forest models with all of the found motifs (3,055 of
them) considered as inputs. “RF (Motifs)” indicates
Random Forest models where only the MF-IDF-selected
motifs (207 of them) are taken as inputs.

TENPAGESTORIES. In a more open-ended ex-
ploration, we deploy the trained LF model aug-
mented with discourse motifs to analyze our TEN-
PAGESTORIES dataset.

First, we check how the different generation set-
tings affect the detection performance (Table 4).
As expected the detection model performs better
with longer generated texts (i.e., 1, 3, and 5 para-
graphs). Also, when the first and last sentences of
the human-written texts are additionally provided
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Models FIG Constrained FIG
1 3 5 1 3 5

LF 0.30 0.40 0.45 0.59 0.50 0.55
LF+Motifs 0.43 0.65 0.71 0.71 0.69 0.70

Table 4: Overall detection F1 scores on TENPAGESTO-
RIES where “FIG” refers to the “fill-in-the-gap” setting.
The numbers 1, 3, and 5 indicate the number of para-
graphs to be generated (or “filled in”).

in the prompt (i.e., “constrained FIG”), the cor-
responding generations are easier to detect. We
note that the models’ f1 scores are low as they
produce a lot of false negatives, i.e., predicting ac-
tual human-written texts to be machine-generated.
However, we can observe that the addition of a
small discourse vector significantly improves the
performance.

0 1 13 3 26 38 2 28 7 4 8 10 12 9 27 5
-25.0

0.0
25.0

para-1

0 1 13 3 26 38 2 28 7 4 8 10 12 9 27 5
-25.0

0.0
25.0

para-3

0 1 13 3 26 38 2 28 7 4 8 10 12 9 27 5
-25.0

0.0
25.0

para-5

Figure 5: Difference distribution of motifs for TEN-
PAGESTORIES under the fill-in-the-gap settings. The x-
axis represents unique indices of single-triads while the
y-axis shows the difference in motif frequency (scaled
by 1e-3) of machine-generated and human-written texts
for each motif. Discourse motifs indexed at 0 (Elabora-
tion), 5 (Joint), 7 (Joint), and 28 (Temporal) seem to be
useful in distinguishing the two groups.

Similarly, Figure 5 elucidates the distinct mo-
tif distributions within TENPAGESTORIES across
various settings. It shows that as the generation
length increases, motifs indexed at 0 (Elaboration)
and 28 (Temporal) become increasingly prevalent
in machine-generated texts. Conversely, motifs
indexed at 7 (Joint) and 5 (Joint) appear more fre-
quently in texts authored by humans. This may
imply that human authors tend to construct narra-
tives with a higher prevalence of Joint relations,
indicative of more evenly branching structures, in
contrast to the patterns found in texts generated by
LLMs.

5.2 Structural Variations after Paraphrasing

Original Document Paraphrased Document

High structural variability
⟹ Larger distance 
between motif features

Low structural variability
⟹ Smaller distance 
between motif features

Figure 6: We posit that sentence-level paraphrasing
typically leads to greater variability in lower segments
of discourse structures compared to higher segments
near the root node.

In this experiment, we look at the discourse struc-
tures of original and paraphrased documents re-
gardless of their authorship. We aim to validate
our hypothesis that sentence-level paraphrasing in-
duces greater variability in the lower segments of
discourse graphs, as these segments correspond
to the individual EDUs and their aggregation into
sentences. Given the assumption that the overall
higher-level discourse structure remains relatively
intact, we anticipate that the upper segments will
display less structural variability (c.f. Figure 6). To
this end, we calculate the discourse motif features
(§3.2.1) for both upper and lower segments of the
graphs corresponding to each pair of original and
paraphrased documents. Here, the upper segment
denotes the neighborhood graph of the root node
within an edge distance of 3. Similarly, the lower
segment encompasses the union of neighborhood
graphs of individual EDU nodes within one edge
distance. We average the motif features over the
original and paraphrased documents and compute
the absolute distance between the two groups.

Figure 7 depicts the results, delineated by motif
frequency and weighted average depth. Notably,
both features indicate that the lower segments of
graphs display a greater absolute distance com-
pared to the upper portions, thereby supporting our
hypothesis.

5.3 Formality Scores and Hyperedges

Concerning text styles, we note that the most no-
ticeable disparity among the various text domains
appears to lie in the formality dimension. Thus, we
computed the formality score for every text gen-
erated by humans and machines (c.f. §4.1). Also,
for every corresponding document graph, we count
the (normalized) frequency of hyperedges for all
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Figure 7: Two heatmaps illustrating the absolute differ-
ences of normalized motif counts (above) and weighted
average depth (below) between motifs present in dis-
course graphs of original and paraphrased texts. A graph
is further divided into two separate subgraphs (i.e., “up-
per (U)” and “lower (L)”) depending on the distance
from the root node.

motifs present in the graph. This is because the
hyperedge relations represent higher-level abstrac-
tions of text and are thus linked to the discourse
hierarchy. From there, we compute the Pearson
correlation coefficient between the scores and fre-
quencies. As shown in Table 5, the human-written
texts over all domains exhibit weak to moderate
correlation with the formality style while machine-
generated ones seem to show no correlation. This
hints that when humans write more structured texts
in terms of discourse, the contents are more formal.

Machine-Generated Human-Written

0.08 0.39

Table 5: Pearson’s R between formality scores and
frequency of hyperedges.

5.4 Other Experiments

We conduct preliminary analyses on discourse mo-
tifs and investigate the correlation between doc-
ument graph shapes across different domains in
Appendices D and H, respectively.

6 Conclusion

As texts generated by LLMs become increasingly
challenging to differentiate from those authored
by humans, our approach involves identifying dis-
cernible, unique properties inherent in human-
crafted texts. We posit that these distinctive signa-
tures manifest at levels beyond mere surface struc-
ture and thus opt for looking into their hierarchical
discourse structures. Viewing the structures as re-
cursive hypergraphs and conducting motif analyses
on them, we find that these motifs are useful in the

authorship detection task and can highlight the sub-
tle structural differences in the two author groups
depending on the domains of texts and their corre-
sponding nature. Future plans include extending
this approach to long documents by merging multi-
ple document graphs and incorporating topological
information beyond discourse.

7 Limitations

In our study, the validity of our experiments and
subsequent findings relies on the parsed discourse
trees generated by an existing parser. It is im-
portant to acknowledge the potential for using al-
ternative discourse frameworks like Segmented
Discourse Representation Theory (Lascarides and
Asher, 2007) though finding or training a robust
parser is a challenge. Despite employing a state-
of-the-art model for RST parsing, it is crucial to
recognize that parsed results may still be subopti-
mal due to the inherent difficulty of hierarchical
discourse parsing. This challenge is exacerbated
by the limited scale of existing datasets used for
model training and the inherent ambiguities present
in discourse relations. In this aspect, an important
future direction would be to build a more robust
discourse parser using current LLMs.

In our experimental setup, motif analyses were
carried out using single-, double-, and triple-triads.
It is worth considering that longer and potentially
significant patterns may exist beyond these sizes.
However, expanding the motif sizes within our cur-
rent computational approach is not feasible. Nev-
ertheless, there is potential to capture the distri-
butions of longer patterns through approximation
techniques, such as subsampling or leveraging deep
learning methodologies.

In the experiment investigating the correlation
between formality scores and the number of hyper-
edges (Section 5.3), it is important to acknowledge
a limitation: the formality scorer had been trained
on short sentence-level inputs and may not be ade-
quately suited for assessing the formality of longer
documents spanning multiple paragraphs.

Furthermore, our study highlights the need for
more comprehensive analysis within the TEN-
PAGESTORIES dataset. Exploring the correlation
between discourse structures and specific linguistic
features tailored to creative writing, such as tagged
events between named entities, presents an intrigu-
ing avenue for future research.
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8 Ethical Statement

While our research aims to distinguish linguistic
features in human-written and machine-generated
texts to improve authorship detection, it is impor-
tant to acknowledge the potential for these features
to be utilized in developing LLMs capable of gen-
erating texts that more closely resemble human-
authored ones. To address this concern, we advo-
cate for the implementation of transparent reporting
practices, ethical review processes, responsible use
policies, and collaboration among stakeholders to
ensure the ethical development and deployment of
LLMs.

Throughout the paper, we have referenced
datasets and tools utilized in our experiments, en-
suring they originate from open-source domains
and do not pose any conflicts with the public re-
lease or usage of this paper. Our results are also
consistent with the licensing terms of the open-
source domain from which the datasets and tools
were sourced. We also note that our constructed
dataset, TENPAGESTORIES, stems from fictional
ebooks available in the public domain and contains
no information that names or uniquely identifies
individual real people, nor does it include any of-
fensive content.

We acknowledge the use of Grammarly and
ChatGPT 3.5 for correcting any less fluent sen-
tences but not for generating new content.
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A Comparison with prior work

With the advent of recent LLMs, the need, as well as the challenges in distinguishing machine-generated
texts, has risen significantly. Various existing methodologies encompass fine-tuning LLMs (Guo et al.,
2023; Liu et al., 2023b,c; Li et al., 2023) with supervised datasets, potentially utilizing techniques like
contrastive learning (Liu et al., 2023a; Bhattacharjee et al., 2023), adversarial learning (Shi et al., 2023;
Yang et al., 2023), or human-assisted learning (Uchendu et al., 2023; Dugan et al., 2023). Additionally,
there are zero-shot methods (Beresneva, 2016; Vasilatos et al., 2023) that leverage statistical features of
texts or intermediate values within LLMs; watermarking techniques (Zhao et al., 2022; Kirchenbauer
et al., 2023) that introduce “green tokens” or embed “secret keys” as vectors to generated outputs; and
prompt-based approaches that make use of (another) LLM as detectors (Zellers et al., 2019; Koike et al.,
2023; Yu et al., 2023; Bhattacharjee and Liu, 2023). A comprehensive overview of these approaches can
be found in Wu et al. (2023).

While the relevant recent studies on the detection task primarily adopt surface-level features, such
as distributions of n-grams and part-of-speech (POS) tags, we approach the problem from another
direction: using hierarchical discourse features within texts. This direction is reminiscent of the work
by Corston-Oliver et al. (2001), who explored a comparable path in the pre-LLM era. Their study
investigated the efficacy of the branching features observed in syntactic parse trees to determine the origin
of texts, particularly whether they were generated by a machine translation model. Our work considers
discourse-level features spanning multiple sentences and paragraphs (as opposed to sentence-level POS
features).

The existing challenges in the field encompass several facets. First, there are pronounced out-of-
distribution (OOD) challenges (Li et al., 2023; Antoun et al., 2023), wherein the detectors struggle when
confronted with texts that fall outside the learned distribution. Second, the detectors are prone to potential
attacks (Shi et al., 2023; He et al., 2024), such as paraphrasing attacks (Sadasivan et al., 2023; Krishna
et al., 2023), where machine-generated texts undergo further paraphrasing to alter the distribution of lexical
and syntactic features. This dynamic renders detectors reliant on surface-level features and watermarking
technology ineffective. Finally, the inherent ambiguities present in the two groups of texts have become
more nuanced over time, making it progressively challenging to distinguish them. In this paper, we touch
upon these three challenges by showing that the addition of discourse features (i) improves the detection
of OOD samples and (ii) trains a more robust classifier against paraphrased attacks. Furthermore, our
analyses, utilizing discourse network motifs, shed light on the nuanced distinctions within the hierarchical
structures of the two text categories.

B Recursive hypergraphs to their standard traditional graph form

In this section, we introduce how recursive hypergraph representations of RST trees can be transformed
into standard traditional graph forms. Suppose an RST tree consists of m EDUs {EDU1, · · · ,EDUm}
with their relations such as (EDU1,EDU2) and ((EDU1,EDU2),EDU3) (see EDU1, EDU2, EDU3
in Figure 8 for example). Note that in this section, we ignore edge labels for better readability.
A recursive hypergraph representation of the given RST in Figure 8 is a tuple (V,E) where a set
of vertices V = {EDU1, · · · ,EDU7} and a set of edges E = {e1−2 = (EDU1,EDU2), e1−3 =
(e1−2,EDU3), · · · , e1−7 = (e1−3, e4−7)}.7 To facilitate ease of analysis, the hypergraph can be trans-
formed into a standard traditional graph form as follows.

Definition 1 A standard traditional graph form (V ′, E′) of a recursive hypergraph representation (V,E)
of an RST tree is defined by V ′ = V ∪ E and E′ = {(u,w)|(u,w) ∈ E or u ∈ w}.
This graph is thought of as an “extended” Levi graph of a recursive hypergraph (Joslyn and Nowak,
2017).8 We call it simply the transformed graph of an RST tree if there is no ambiguity.

In the definition of the transformed graph, each relation in an RST tree constitutes a triangle graph. A
triangle graph is a graph with three vertices where there is at least one edge between two vertices. For

7We can consider bi-direction by adding a reverse order of an edge.
8Different from the definition of Levi graphs in (Joslyn and Nowak, 2017), we allow cycles in the extended Levi graphs.
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Your work is going to fill a large part of your life, and the only way to be truly satisfied is to do what you believe is great 
work. And the only way to do great work is to love what you do. If you haven’t found it yet, keep looking. Don’t settle. As 
with all matters of the heart, you'll know when you find it. — Steve Jobs

Your 
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going …  
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Figure 8: Steve Job’s motivational quote and its corresponding RST tree.

example, a relation r = (x, y) (x and y are either an EDU or an edge) is transformed to the triangle graph,
V ′ = {r, x, y}, E′ = {(x, y), (x, r), (y, r)}. Now, we generalize this observation as follows.

Theorem 1 The transformed graph of an RST tree only consists of the union of triangle graphs.

Proof sketch by induction. Before we prove, assume that every finite RST can be represented by a
huge, single relation in a recursive manner. For example, the RST in Figure 8 can be represented by

(((EDU1,EDU2),EDU3), (EDU7, ((EDU4,EDU5),EDU6))). (6)

Consider an RST tree (EDU1,EDU2) as an initial case. Then, the transformed graph is a triangle graph.
Suppose x that is an RST tree with n − 1 EDUs is the union of triangle graphs. Then, an RST tree

(x,EDUn) or (EDUn, x) is also a graph with the union of triangle graphs by the definition.
More generally, suppose that an RST tree with less than n EDUs forms the union of triangle graphs.

For an RST tree z containing n EDUs, this RST can be divided into an RST tree x with n − k EDUs
and an RST tree y with k EDUs, i.e., z = (x, y). Since both transformed graphs of x and y are unions
of triangle graphs by the assumption, and a relation (x, y) can be transformed into the triangle graph as
discussed above, the RST z can be also transformed into a new graph with unions of triangle graphs.
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C Calculation of motif features

Figure 9 illustrates the calculation of the two features, motif frequency and weighted average depth, of a
discourse motif with index 18. This motif is one of the selected single-triads that exhibit MF-IDF scores
(§3.2.2) surpassing at least one standard deviation.

G18 Motif Frequency Calculation

Weighted Average Depth Calculation

Root Node

Figure 9: An example of calculating motif frequency and weighted average depth for the single-triad m18.

D Preliminary analyses on discourse motifs

We begin our preliminary analyses by examining the relationship between the proposed discourse motifs
and influential edges identified by the GAT explainer (§D.1). Subsequently, we calculate the difference
distributions of motifs across five domains to emphasize their distinctive features (§D.2).

D.1 Correlation between Motifs and Influential Edges for Explanation
As a way to evaluate the appropriateness of using discourse motifs, we explore how they are related to
influential edges in GATs computed by an explanation method. Specifically, we utilize explainability
techniques such as “GNNExplainer” (Ying et al., 2019) and “GraphFramEx” (Amara et al., 2022) for graph
classification, aiming to assess their correlation with our proposed motif features. These methods elucidate
the predictions of GNNs by identifying the nodes or edges whose masking has the most significant
impact on the predicted outcome. Since our graphs consist of directed and labeled edges, we require an
explanation method tailored to edge-based features for GAT. Thus, we employ “AttentionExplainer” from
GraphFramEx, which computes edge masks using the attention coefficients generated by GATs trained on
the binary classification task.

Note that the influential edges refer to edges with high masking values9 generated by a GAT explainer as
described in (§4). We then calculate a correlation between frequencies of selected discourse motifs based

9The most influential edges whose masking values are larger than 0.99 are considered in [0, 1].
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on MF-IDF scores and those of influential edges. To this end, we define two random variables as follows.
Let X be the number of single-triads and let Y be the number of influential edges for each graph. Samples
of X and Y are collected from each graph in the datasets (HC3-ENGLISH, DEEPFAKETEXTDETECT),
and the Pearson correlation coefficient rXY is calculated.

Figure 10: Correlation between selected single-triads with high MF-IDF scores and influential edges computed by a
GAT explainer on DEEPFAKETEXTDETECT dataset.

Figure 11: Proportions of labels of influential edges. Note that “Non-influential” refers to edges whose mask values
are under the threshold. Note also that the value “0.0%” in this figure does not indicate the zero, but a very small
positive number like “1e-5%.”

Figure 10 shows that frequencies of selected single-triads and influential edges are highly correlated
with rXY ≈ 0.99, indicating that the discourse motifs may be useful features in determining the authorship
of texts. Figure 11 shows the proportion of edge labels (i.e., discourse relations) of influential edges. We
note that the label “/” in the figure denotes the hyperedge relation (“hyp.”).

It is noteworthy that while the motifs are motivated by the discourse framework rooted in linguistics,
the notion of influential edges stems from a machine learning-driven, data-centric approach. The strong
correlation observed between the two is particularly interesting.

D.2 Difference Distributions of Motifs across Domains
Figure 12 shows bar plots for the difference distribution of single-triad motifs across the five domains of
texts. We note that large-scaled plots can be found in Figure 16.

The mean and standard deviation of differences (M(Ddiff)) are is 0.00012 and 0.0015, respectively.
Notably, machine-generated texts tend to feature more motifs with Background relations, while human-
written texts exhibit an inclination towards Temporal discourse relations in domains such as review writing
(YELP) and story generation (WP), and contain more Joint relations in domains that demand formality
or deeper logical depths (i.e., argument writing (CMV) and news summarization (XSUM). We note that
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Figure 12: Difference in single-triad motif distribution of machine-generated and human-written texts for five
different domains in DEEPFAKETEXTDETECT dataset. Y-axis represent the difference in MF-IDF scores scaled by
1e-3. Full-scaled versions including a larger number of motifs and plots for double- and triple-triads can be found in
Appendix J.

Joint discourse relation signifies cases where the corresponding child trees are of equal importance (i.e.,
“nuclei”) and thus branched evenly. The texts in table description generation (SCI_GEN) are interesting in
that the human-written descriptions (taken mostly from academic papers in NLP and machine learning)
mainly highlight the changes in performance and this is captured as Temporal, Manner, or Means relations.
Table 6 shows some grounded examples of texts for prevalent motifs in each domain.

E Constructing “TenPageStories” dataset

The “TenPageStories” dataset consists of stories with approximate lengths of 8,000 tokens or 10 A4 pages.
It was constructed using an iterative method of calling the OpenAI’s GPT-4-1106-PREVIEW model. In
total, we conducted 552 request calls, resulting in a total expenditure of 55 USD.

The construction process works by continuously adding the text generated by the model in one call to the
prompt of the next call. The iterative method was used for all three generation settings: (1) unconstrained
generation, (2) “fill-in-the-gap”, and (3) constrained “fill-in-the-gap”. Pseudo-code and examples for the
three generation settings are provided below. Note that for the constrained fill-in-the-gap example, three
different completion calls are made for an iteration: the first completes paragraph 1, the second generates
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paragraph 2...n− 1, the third completes the last paragraph n, where n is the number of paragraphs to be
masked per iteration. The exception to this process is when n = 1, then one completion call is made to
complete the paragraph based on its first and last sentences.

Algorithm 1 Unconstrained Generation
1: function UNCONSTRAINEDGENERATION(promptInstruction)
2: prompt← promptInstruction
3: while length(prompt) < 8000 tokens do
4: generatedText← generate text using LLM based on the prompt
5: prompt← prompt + generatedText
6: end while
7: return prompt
8: end function

Algorithm 2 “Fill-in-the-gap”

1: function FILLINTHEGAP(promptInstruction, numMasked)
2: prompt← promptInstruction + firstParagraph
3: for each group of numMasked+1 paragraphs from the second paragraph onwards do
4: generatedText← generate text using the LLM to fill the first numMasked paragraphs in the

group
5: prompt← prompt + generatedText + lastParagraphInTheGroup
6: end for
7: return prompt
8: end function

Algorithm 3 Constrained “fill-in-the-gap”

1: function CONSTRAINEDFILL(promptInstruction, numMasked)
2: prompt← promptInstruction
3: for each group of numMasked paragraphs do
4: firstParagraph← generate text using the LLM to fill the first paragraph in the group based

on its first sentence
5: prompt← prompt + firstParagraph
6: middleParagraphs← generate text using the LLM to fill all paragraphs in the group besides

the first and last
7: prompt← prompt + middleParagraphs
8: lastParagraph← generate text using the LLM to fill the last paragraph based on its last

sentence
9: prompt← prompt + lastParagraph

10: end for
11: return prompt
12: end function
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1. Free Generation Example Prompt:

Take a look at the story and generate text according to the instructions in brackets []. Only
return the generated parts. Here is the story:
Text from previous generation
Text from previous generation
Text from previous generation
[Generate text here]

2. “Fill-in-the-gap” Example Prompt (Fill 1 paragraphs):

Take a look at the story and generate text according to the instructions in brackets []. Only
return the generated parts. Here is the story:
Original paragraph text
Text from previous generation
Original paragraph text
[Generate paragraph of approximately 94 tokens here]
Original paragraph text

3. Constrained “Fill-in-the-gap” Example Prompt (Fill 3 paragraphs):

Take a look at the story and generate text according to the instructions in brackets []. Only
return the generated parts. Here is the story:
Text from previous generation
Text from previous generation
Text from previous generation
Original first sentence of paragraph 1
[Complete preceding paragraph using approximately 67 tokens]
[Generate paragraph of approximately 129 tokens here]
[Complete following paragraph using approximately 87 tokens]
Original last sentence of paragraph 3

F Details on experimental setup

Our experiments were conducted on a workstation equipped with 4 NVIDIA RTX A5500 GPUs, an
AMD Ryzen Threadripper PRO 5975WX 32-core CPU, and 1TB of RAM. When running experiments,
we primarily adhered to the default hyperparameter configurations of the baseline models and model
optimizer, with precise details available in the accompanying code repository: [TBA].

We report that RF, GAT, and LF models underwent training for 1 epochs (≈ 10 minutes), 10 epochs
(≈ 7.5 hours), and 4 epochs (≈ 14.5 hours), respectively, with the best-performing checkpoint chosen
based on validation dataset performance.

We also report that parsing RST structures and extracting discourse features across the entire dataset
required approximately 9.5 hours, utilizing the multiprocessing capabilities of CPU cores to their fullest
extent. We note that these features only need to be computed once offline.
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G More examples of grounded motifs in texts

Table 6 shows more examples of texts featuring discourse motifs with high MF-IDF scores.

Human-WrittenMachine-GeneratedDomains

[Motif #28 (Temporal)] When Lagasse’s Stadium first opened we
were excited by the idea of watching the big game [[while at the 
same time enjoying some of those great dishes]] <<we watched 
Emeril make on TV ->> perfect combination, right? Well, as it turns
out …

[Motif #19 (Background)] I recommend reservations. [[We were 
there at 8:30pm, food was excellent with very friendly staff]] <<that 
made us feel welcome right away.>> The wine list had something …

Review Writing
(YELP) [Motif #34 (Evaluation)] [[The stir fry bowl was very fresh, the one 

thing I noticed was that they probably don't clean their stir fry grill 
that often between bowls as some of my beef tasted like fish (not 
good for those with food allergies), but I would assume you could 
ask them to clean it first.]] <<Could have been a bit more beef in the 
bowl for the price.>> Not sure if I'd go again.

[Motif #22 (Background)] Buffets began popping up along the Strip
late last decade <<when a number of casinos decided>> [[they 
wanted to boost traffic by offering some form of cheap dining 
experience without offending guests with lower cost options like 
pizza slices or pasta salads.]] While most buffets offer …

[Motif #28 (Temporal)] I back to the side of the stage and the stage
lights come up. <<Suddenly I can see the audience illuminated in 
parts of the backdrop.>> [[Pretty much everybody - a hundred or so, 
that is - got quiet after I started arguing with Jon about payment. 
Now there’s clapping, screaming, and I think some lady took off her 
shirt way back there.]] So apparently the new guy is popular. …

[Motif #19 (Background)] 10-year-old Lily eagerly awaited the
arrival of hers. She had always been a good girl, always sharing and
playing nicely with others. As she sat in her room, [[she wondered]] 
<<what kind of animal would be assigned to her.>> Would it be a
furry puppy? A fluffy kitten? Or something more exotic …Story 

Generation
(WP) [Motif #10 (Same_Unit-Same_Unit)] It’s not about literal wealth but

instead “personal wealth.” <<There’s a man in the middle of 
nowhere>> [[living with deer]] that uses up a lot of our Happiness
supply. There’s a janitor that spends his life cleaning up after others
who gets a fresh supply every day.

[Motif #7 (Joint-Joint)] … Elizabeth went on to describe her life, her
hopes, and her dreams. <<She wrote about her family, her friends, 
and her home.>> [[She even included a few sketches of her 
hometown, which had long since faded away.]] As I read, I felt a
strange connection to Elizabeth. Though she lived in …

[Motif #7 (Joint-Joint)] <<It’s already been happening with factory 
workers, online shopping, etc.,>> [[and with self-driving cars on the 
horizon and computing technology getting better and better, the 
long-term job security for many professions is shaky at best.]] This
surge in unemployment may even cause a great economic crisis.

[Motif #13 (Cause)] For example if you want to know something
about your relative or friend but they don’t answer your text
messages <<because he doesn’t use his cellphone>> <<(because 
there would no longer be any need)>> then what else can you expect
him to do except send an email? Well, unfortunately …Argument 

Writing
(CMV) [Motif #24 (Condition)] … but what I’m saying is that they shouldn’t

be impeached or forced to resign, or face criticism on their ability to
lead or shape policy. <<If they are a good policy maker fine.>> <<If 
they are making the world a better place>> [[and fighting for things 
that other politicians are afraid to]] then fine.

[Motif #6 (Contrast)] To start off, yes, I am Mormon <<and no I am 
not offended by The Book of Mormon Musical.>> <<In fact, I know 
a ton of very devout Mormons>> who I saw The Book of Mormon
musical in Chicago a couple of weeks ago and it was incredible!

[Motif #7 (Joint-Joint)] … the country’s biggest artificial lake. The
sub-sea cable will connect to the UK network at Blyth in
Northumberland. <<Crucially, the UK will be able to call on the 
power at short notice.>> [[The energy will be used to manage the 
growing levels of intermittent wind power on the network.]] It will
also be a two-way link.

[Motif #22 (Background)] Hamilton went on to win and now trails
Rosberg, who was given a five second penalty in Austria
<<following an investigation into what happened>> [[after he 
returned ahead at Turn One but made contact with his Mercedes 
teammate as they headed towards Turns Three and Four 
respectively.]] Rosberg apologized immediately afterwards …News 

Summarization
(XSUM) [Motif #11 (Attribution)] … getting rid of fees would help more

young people into university, including the disadvantaged?
Universities are worried <<that such a switch to direct funding, 
dependent on government finances,>> [[would put a limit on places 
and a brake on expansion.]] One of the quiet revolutions of recent
years has been the complete removal of limits on student numbers …

[Motif #20 (Cause)] The television personality said she was proud to
be Welsh but recognized that many people felt differently <<because 
there are different views across the United Kingdom>> [[about 
whether their vote could lead to independence for Wales from 
Britain or Scotland leaving Britain along with Northern Ireland into 
an independent EU bloc.]] She noted …

[Motif #28 (Temporal)] In this context, all the polarimetric
information seems irretrievably mixed. <<A direct model, derived 
from a simple but original extension of the widespread “multiple 
scattering model” leads to a high dimensional linear inverse 
problem.>> [[It is solved by a fast dedicated imaging algorithm that 
performs to determine at a time three huge 3-D scatterer maps which 
correspond to HH, VV and HV polarizations at emission and 
reception.]] It is applied successfully to …

[Motif #17 (Explanation)] For mobile robots navigating on
sidewalks, it is essential to be able to safely cross street intersections.
[[Most existing approaches rely on the recognition of the traffic light 
signal]] <<to determine whether a robot can proceed or stop mid-
crossing.>> However in our settings …

Table 
Descriptions
(SCI_GEN) [Motif #38 (Manner_Means)] The accumulation of litter and plastic

debris at the seafloor and the bottom of rivers are extremely harmful
for the aquatic life. We propose a solution for monitoring this
problem <<using a team of Autonomous Underwater Vehicles 
(AUVs)>> [[to exchange the recorded video in order to reconstruct 
the map of regions of interest.]] However, underwater video
transmission is a challenge …

[Motif #4 (Contrast-Contrast)] <<Recent research on Automatic 
Chord Extraction (ACE) has focused on the improvement of models 
based on machine learning.>> <<However, most models still fail to 
take into account the prior knowledge.>> Unlike the current
approaches, prior knowledge is largely ignored in the automatic
chord extraction (ACE) problem, …

Table 6: Grounded examples of texts for some prevalent motifs. Exact shapes of the motifs can be found in Fig. 18.
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H Additional experiment: branched vs. chain-like structures

In this experiment, we differentiate texts by domain and assume that the formality of texts is consistent
within the domain. We can then look at the varying levels of graph structures per domain. As illustrated
in the Introduction (§1), we assume that the linguistic structure of discourse can change depending on
factors such as formality, spontaneity, and depth of reasoning in the texts.

(a) Branched
document structure

(b) Chain-like 
document structure

Figure 13: Illustration of document graph structures with different discourse hierarchies. For simplicity, the
horizontal edge linking two child nodes is omitted.

One possible dimension of characterizing this difference in structures is by checking whether the
structures are evenly branched or follow a more sequential pattern as illustrated in Figure 13.

To quantify this notion, we calculate the average shortest path length (ASPL) of a document graph.
For linear or chain-like graphs, the ASPL tends to be relatively short, as nodes are connected in a linear
fashion. In contrast, more spread-out graphs will likely have a longer ASPL due to increased distances
between nodes. Another closely related metric is the diameter of a graph which is the longest shortest
path between any two nodes in the graph. However, as human-written and machine-generated texts are
not necessarily paired and could vary a lot in length, we opt for ASPL.

wp xsum cmv yelp sci_gen
domain

0

2

4

6

8

10

av
g.

 sh
or

te
st

 p
at

h 
le

ng
th

s

7.62
8.70

4.67

7.81

4.66

6.54

8.96

4.52

6.85

4.87

Human
Machine

Figure 14: Average shortest path lengths per domain for document graphs. We

We observe that the news summarization task (XSUM) yields texts with the longest ASPL across both
groups. Human-generated texts exhibit longer ASPL in the WP, CMV, and YELP domains. Notably, within
these three domains, Joint discourse relations emerge as the most prevalent relation on the human-authored
side, affirming our hypothesis regarding the “equal branching” characteristic of this relation (c.f., Fig. 16).
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I Difference distributions computed by motif frequency vs. MF-IDF scores

Figure 15 presents two bar plots, illustrating (a) motif frequency and (b) MF-IDF scores of motifs across
three domains. Notably, due to the IDF scaling, the latter plot exhibits a slightly less skewed pattern
compared to the former plot.
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(a) Difference distribution of motifs computed by using their motif frequencies.
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(b) Difference distribution of motifs computed by using their MF-IDF scores.

Figure 15: Two ways of computing the difference distributions.
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J Large-scale difference distributions

Figure 16 displays two bar plots for single- and double-motifs, depicting MF-IDF difference distributions.
Triple-triads are excluded due to label clutter.

19 1 18 22 29 4 12 6 39 31 15 2 3 41 27 0 34 33 28 5
-10.0

-5.0

0.0

5.0

Ba
ck

gr
.

Hy
p.

Ba
ck

gr
.

Ba
ck

gr
.

Co
nt

r.

Co
nt

r.-
Co

nt
r.

Co
nt

r.-
Co

nt
r.

Co
nt

r.

Co
nt

r.

Ex
pl

.

En
ab

le
.

El
ab

.

El
ab

.

Ev
al

.

Te
m

p.
-Te

m
p.

El
ab

.

Ev
al

.

Ev
al

.

Te
m

p.
-Te

m
p.

Jo
in

t-J
oi

nt

yelp

5 7 19 18 22 6 3 0 13 29 30 56 33 8 10 41 34 1 27 28-40.0

-20.0

0.0

20.0

Jo
in

t-J
oi

nt

Jo
in

t-J
oi

nt

Ba
ck

gr
.

Ba
ck

gr
.

Ba
ck

gr
.

Co
nt

r.

El
ab

.

El
ab

.

Ca
us

e

Co
nt

r.

Su
m

.-S
um

.

To
pi

c_
Co

m
m

en
t

Ev
al

.

Sa
m

e_
U.

-
Sa

m
e_

U.

Sa
m

e_
U.

-
Sa

m
e_

U.

Ev
al

.

Ev
al

.

Hy
p.

Te
m

p.
-Te

m
p.

Te
m

p.
-Te

m
p.

wp

3 0 18 6 19 4 13 2 22 31 56 21 23 24 11 9 8 10 1 7

-20.0

0.0 El
ab

.

El
ab

.

Ba
ck

gr
.

Co
nt

r.

Ba
ck

gr
.

Co
nt

r.-
Co

nt
r.

Ca
us

e

El
ab

.

Ba
ck

gr
.

Ex
pl

.

To
pi

c_
Co

m
m

en
t

Co
nd

iti
on

Co
nd

iti
on

Co
nd

iti
on

At
tri

b.

At
tri

b.

Sa
m

e_
U.

-
Sa

m
e_

U.

Sa
m

e_
U.

-
Sa

m
e_

U.

Hy
p.

Jo
in

t-J
oi

nt

cmv

0 3 18 19 2 22 13 20 14 4 25 9 27 28 8 10 11 1 5 7
-20.0

-10.0

0.0 El
ab

.

El
ab

.

Ba
ck

gr
.

Ba
ck

gr
.

El
ab

.

Ba
ck

gr
.

Ca
us

e

Ca
us

e

Ca
us

e

Co
nt

r.-
Co

nt
r.

En
ab

le
.

At
tri

b.

Te
m

p.
-Te

m
p.

Te
m

p.
-Te

m
p.

Sa
m

e_
U.

-
Sa

m
e_

U.

Sa
m

e_
U.

-
Sa

m
e_

U.

At
tri

b.

Hy
p.

Jo
in

t-J
oi

nt

Jo
in

t-J
oi

nt

xsum

0 18 3 5 8 10 7 9 16 4 34 15 36 26 38 19 22 27 1 28
single-triad motif indices

-20.0

0.0

20.0

El
ab

.

Ba
ck

gr
.

El
ab

.

Jo
in

t-J
oi

nt

Sa
m

e_
U.

-
Sa

m
e_

U.

Sa
m

e_
U.

-
Sa

m
e_

U.

Jo
in

t-J
oi

nt

At
tri

b.

Ex
pl

.

Co
nt

r.-
Co

nt
r.

Ev
al

.

En
ab

le
.

M
an

ne
r_

M
ea

ns

M
an

ne
r_

M
ea

ns

M
an

ne
r_

M
ea

ns

Ba
ck

gr
.

Ba
ck

gr
.

Te
m

p.
-Te

m
p.

Hy
p.

Te
m

p.
-Te

m
p.

sci_gen

(a) Single-triads.
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(b) Double-triads.

Figure 16: MF-IDF difference distributions of single- and double-triad motifs. To improve readability, the hyperedge
relations have been excluded.
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K Graphical examples of identified motifs

Figure 17 illustrates examples of the different types of triads. Similarly, Figure 18 shows all 69 single-triad
motifs.
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Figure 17: Examples of three types of motifs. More examples of single-triads are drawn in Figure 18.
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Figure 18: All 69 motifs of size three. The 31 marked motifs are the selected ones that exhibit MF-IDF scores
surpassing at least one standard deviation.
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