A Consistent advantage of batch
centering with different layers

(Zhang et al., 2019b) did an extensive search of
the best layer was done for models using WMT-16
dataset. While the best layer varies from model to
model in general, the best layers for base and large
versions of BERT and RoBERTa are found to be
very close to the 10th and the 19th.

We conduct the experiments for STS 12-16 and
WMT-17 for five different layers and show the re-
sult in Fig. 5 and Fig. 6. The batch centered
version (solid lines) of all the metrics perform con-
sistently better than its uncentered counterparts
(dashed lines). For WMT-18, we selected two more
layers for roberta-base and roberta large (Table 5),
where we also see the consistent advantage of batch
centering. The values of Pearson correlation have
little change from layer to layer as well.

bert-base-uncased bert-large-uncased

Pearson correlation
Pearson correlation

8 9 10 1 12 15 17 19 21 23
Layer index Layer index

. roberta-base roberta-large

Pearson correlation

9 10 1 12 T 17 19 21 23
Layer index Layer index

Figure 5: Four models with four metrics evaluated on
STS 12-16 using different layers. Squares connected by
solid lines are with batch centering. Dots connected by
dashed lines are their counterparts without batch cen-
tering.
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Figure 6: roberta-base and roberta-large with four
metrics evaluated on WMT-17 using different layers.
Squares connected by solid lines are with batch cen-
tering. Dots connected by dashed lines are their coun-
terparts without batch centering.

Table 5: WMT-18 evaluated with two more layers for

roberta-base and large.

Metric Avg.
T/r
roberta-base Layer-9 Layer-11
SBERT 26.2/36.0 27.1/37.0
SBERT-b 29.6/41.7 29.3/41.3
CKA 263/363 27.1/374
CKA-b 30.1/43.2 30.0/43.3
MoverScore 30.4/42.5 30.5/42.8
MoverScore-b  30.5/42.5 30.5/42.7
BERTSscore 30.0/42.7 30.2/42.9
BERTscore-b  30.2/43.0 30.2/43.1
TWMD 30.9/43.6 309/43.5
TWMD-b 31.5/443 314/444
TRWMD 30.1/42.7 30.3/42.8
TRWMD-b 30.5/42.9 30.6/43.1
roberta-large ~ Layer-17  Layer-21
SBERT 290.6/40.5 28.7/40.4
SBERT-b 31.4/43.7 304/425
CKA 29.6/40.9 28.8/40.7
CKA-b 31.4/45.0 30.8/44.3
MoverScore 31.8/43.9 31.3/43.1
MoverScore-b  31.6/43.7 31.3/43.3
BERTSscore 31.8/44.1 30.8/43.2
BERTscore-b  31.6/44.8 31.0/44.0
TWMD 32.5/449 31.8/44.5
TWMD-b 32.7/459 32.1/45.1
TRWMD 31.7/44.0 30.8/43.2
TRWMD-b 31.8/444 31.2/43.7
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Figure 7: Pearson correlation vs. temperature in evalu-

ation of WMT 15-16.
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B Choice of temperature using WMT-15
and 16 as validation

We use the datasets WMT-15 and WMT-16 to de-
termine the optimal temperature for TWMD, TR-
WMD, TWMD-b and TRWMD-b, then fix the
temperature for evaluating WMT-17 (Table 2) and
WMT-18 (Table 3).

In particular, we first estimate the Pearson cor-



relation for each metric with roberta-base and
roberta-large on WMT-15 and 16. Next we com-
pute the weighted mean of WMT-15 and 16 by
7 = (Ny5 % r15 + Nig * 716)/(N15 + N1g) where
N and r is the size of dataset and the Pearson
correlation. Last, we take the mean of 7 for
roberta-base and roberta-large and use the result
7 = (Thase + Tlarge)/2 to determine the optimal
temperature for each metric. We thus obtained the
best temperature for TWMD and TRWMD to be
0.02, and the best temperatures for TWMD-b and
TRWMD-b to be 0.1 and 0.15, respectively.

C Precision and F1 Scores

The BERTscore-Recall (Eq. 3) is an asymmetic
metric. (Zhang et al., 2019b) also provides two
additional metrics: the BERTscore-Precision that
switches the roles of the query and reference sen-
tences; and a symmetric BERTscore-F1 metric that
is the harmonic mean of BERTscore-Recall and
BERTSscore-Precision metrics. Since BERTscore-
F1 is an ensemble of the two metrics, it 1S eXx-
pected to perform better. However, according
to (Zhang et al., 2019b), BERTscore-Precision and
BERTscore-F1 are inconsistent and sometimes sig-
nificantly underperform (e.g. in COCO image cap-
tioning).

Similar to BERTscore, both TRWMD and
TWMD metrics are asymmetrict. In Table 6 and
7, we present the results of the precision-scores of
BERTSscore (Zhang et al., 2019b), TRWMD and
TWMD with or without batch centering in WMT-
17 and 18, where the temperatures are the same
as those for the recall-scores (see Appendix B).
In Table 8 and 9, we present the results of the
F1-scores, where the temperature for TWMD, TR-
WMD, TWMD-b and TRWMD-b are 0.01, 0.01,
0.08 and 0.06 respectively. TWMD-b is the top
performer in most of cases, albeit the lead shrinks
in the cases of the F1-scores. In addition, batch-
centering produces consistent improvements for all
metrics.

$TWMD is asymmetric when only few Sinkhorn iterations
are applied.



Table 6: Correlation with human scores on the WMT-17 Metrics Shared Task using the Precision scores for
BERTSscore, TWMD and TRWMD with or without batch centering.

cs-en de-en fi-en Iv-en ru-en tr-en zh-en Avg.

Metric T/ T/r T/ T/r T/r T/T T/r T/

roberta-base
BERTSscore 479/66.1 475/66.0 569/769  48.0/67.1 50.7/68.6  513/703 53.5/746  50.8/70.0
BERTscore-b  48.6/67.8 485/67.7 585/78.7 48.1/685 51.1/70.3  53.8/73.1 523/73.8 51.6/71.3
TWMD 488/664 492/679 619/809 51.0/703 526/71.8 54.0/73.6 55.0/759 532/723
TWMD-b 50.8/69.5 51.7/70.8 63.4/831 524/725 54.0/739 56.8/771 543/754 54.8/74.6
TRWMD 479/659 47.6/665 57.0/77.0 48.0/67.0 50.8/688 51.4/71.1 534/745 50.9/70.1
TRWMD-b 49.1/67.7 49.7/68.5 58.6/793 485/682 52.0/70.7 543/746 524/735 52.1/71.8

roberta-large
BERTSscore 51.9/69.5 543/728 573/772  51.3/70.1 54.6/71.7  53.1/725  56.2/76.1 54.1/72.8
BERTscore-b ~ 52.2/72.0 543/73.5 60.0/80.0 522/728 554/744 562/754 56.0/76.7 552/75.0
TWMD 522/69.0 555/740 62.7/812 54.0/72.8 56.0/744 56.1/747 57.9/78.0 56.3/74.9
TWMD-b 54.6/739 56.8/76.0 64.5/83.6 557/755 57.4/76.5 58.1/783 57.4/78.0 57.8/77.4
TRWMD 51.5/68.8 543/727 56.8/769 51.0/69.8 545/71.7 52.8/725 56.2/76.0 53.9/72.6
TRWMD-b 524/713 547/735 59.4/79.7 520/71.8 553/734 557/76.0 55.6/76.0 55.0/745

Table 7: Correlation with human scores on the WMT-18 Metrics Shared Task using the Precision scores for
BERTscore, TWMD and TRWMD with or without batch centering.

cs-en zh-en ru-en fi-en tr-en et-en de-en Avg.

Metric T/ T T/ T T/T T/T T/ T T/T T/T T/Tr

roberta-base
BERTSscore 289/404 2777/378 273/394 252/36.5 30.8/43.1 33.9/48.1 39.1/550 30.4/429
BERTscore-b  29.2/41.6  27.5/38.1 27.5/39.9 254/372 309/432 342/489 39.4/556 30.5/43.5
TWMD 29.2/41.3 28.4/384  28.1/40.2 256/36.7 31.5/43.6 348/493 399/564  31.1/43.7
TWMD-b 29.7/423 287/39.1 28.7/409 264/383 32.2/444 354/503 404/573 31.6/44.7
TRWMD 289/404 27.7/378 274/394  25.1/36.1 309/43.0 339/48.1 39.2/55.1 30.4/429
TRWMD-b 29.4/41.6 279/379 28.1/399 253/36.6 31.2/43.0 34.5/49.1 39.8/559 309/434

roberta-large
BERTSscore 30.0/41.6 282/383 29.0/409 26.7/37.8 31.6/43.6 359/498 41.0/574 31.8/442
BERTscore-b  30.5/43.7 28.1/38.7 289/41.3 27.1/39.1 31.5/442 359/50.6 41.0/575 31.9/450
TWMD 30.7/429  28.9/39.1 29.5/41.1 273/385 323/443  36.6/50.7 41.8/58.6  32.5/45.1
TWMD-b 31.3/444 29.0/395 299/419 27.7/39.8 32.6/450 36.8/515 41.9/59.0 32.8/45.9
TRWMD 29.7/41.3  282/382 29.0/40.6 265/374 31.6/434 358/49.7 41.0/573 31.7/440
TRWMD-b 30.4/43.1 282/383 29.2/41.0 26.7/382 31.7/437 359/504 41.1/575 31.9/44.6

Table 8: Correlation with human scores on the WMT-17 Metrics Shared Task using the F1 scores for BERTscore,
TWMD and TRWMD with or without batch centering.

cs-en de-en fi-en Iv-en ru-en tr-en zh-en Avg.

Metric T/r T/7T T/r T/r T/r T/r T/r T/T

roberta-base
BERTSscore 50.2/68.8 50.3/693 629/82.0 51.3/71.1 53.0/72.1 54.6/74.0 544/755 53.8/733
BERTscore-b  50.2/69.3 51.0/70.5 629/823 509/71.8 53.0/72.8 554/752 529/744 53.8/73.8
TWMD 48.4/663 495/685 623/81.0 51.5/709 52.6/720 545/73.7 552/76.0  53.4/72.6
TWMD-b 50.0/68.8 51.4/708 63.1/829 52.1/72,5 53.6/73.6 565/76.6 54.1/754 54.4/744
TRWMD 50.2/68.8 50.4/693 63.0/82.0 514/71.1 53.1/72.1 54.7/174.1 545/756  539/73.3
TRWMD-b 50.2/69.3 51.1/70.6 63.0/823 51.0/71.8 532/73.1 55.6/754 533/74.6 53.9/73.9

roberta-large
BERTSscore 540/720 562/750 63.1/81.8 54.8/73.5 562/739 563/754 574/77.6 56.8/75.6
BERTscore-b  54.1/74.0 562/759 64.6/835 553/759 56.8/762 57.4/77.0 564/773 573/71.1
TWMD 525/693 558/745 63.5/8l5 546/735 562/746 56.6/748 58.0/78.2 56.7/752
TWMD-b 54.1/735 562/758 64.6/83.6 554/756 572/76.7 58.0/77.8 57.1/77.8 57.5/71.3
TRWMD 54.0/72.1 56.3/75.1 63.1/81.8 548/735 563/740 563/754 515/7177 56.8/75.7
TRWMD-b 543/740 563/760 64.6/835 555/76.0 569/764 575/772 56.8/7175 574/712

Table 9: Correlation with human scores on the WMT-18 Metrics Shared Task using the F1 scores for BERTscore,
TWMD and TRWMD with or without batch centering.

cs-en zh-en ru-en fi-en tr-en et-en de-en Avg.

Metric T/r T/7 T/r T/T T/T T/T T/T T/T

roberta-base
BERTSscore 29.5/419  28.4/39.1 28.4/41.0 26.1/379 319/44.6 350/495 40.2/569 31.4/444
BERTscore-b  29.5/42.1  28.1/39.1 28.4/41.0 264/386 319/44.6 351/499 403/57.0 31.4/44.6
TWMD 29.0/41.1 28.4/385 28.1/402 25.6/36.8 31.7/439 349/494 40.0/56.6  31.1/43.8
TWMD-b 29.5/42.1 285/39.0 28.7/40.8 26.4/383 322/445 355/503 404/574 31.7/44.7
TRWMD 29.5/41.8  28.4/39.1 28.5/41.0 26.1/37.8 319/44.6 350/49.5 402/569 31.4/444
TRWMD-b 29.5/42.1 284/39.2 284/409 264/38.6 32.0/44.6 35.1/499 40.3/57.1 31.5/44.6

roberta-large
BERTSscore 30.8/433  28.9/393  299/41.6 274/38.7 324/447 36.7/50.6 42.0/59.0 32.6/453
BERTscore-b  31.2/44.6  28.9/39.8 29.7/424 27.8/40.3 32.5/454 36.8/51.2 41.8/59.0 32.7/46.1
TWMD-b 30.8/432 29.0/394  29.5/413 275/38.8 32.5/447 36.7/50.7 41.8/589 32.6/453
TWMD-b 31.3/445 29.0/39.7 29.7/420 27.7/399 325/452 36.8/514 41.8/59.0 32.7/46.0
TRWMD 30.8/433  29.0/393 29.9/41.6 27.4/387 324/447 36.7/50.6 42.0/59.0 32.6/453
TRWMD-b 31.2/44.6 289/39.8 299/424 27.8/40.3 325/455 36.8/51.1 41.8/59.0  32.7/46.1




