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Introduction

While the first editions of the Workshop on Computational Approaches to Subjectivity Analysis (WAS-
SA) focused mainly on sentiment and subjectivity analysis, the scope of this workshop has become both
wider and deeper over the years, expanding the number of languages and tasks that are considered, while
simultaneously looking at more specific subjective tasks.

The topics of this edition of WASSA range from exploring how harmful language proliferates in so-
cial media and news, to looking at the effects of using large pretrained language models on well-known
sentiment/emotion analysis tasks, or creating resources for new tasks that focus on subjective language.
Regarding languages, in this edition English is unsurprisingly the most represented (in 29 papers), with
2 papers each including Mandarin Chinese, Dutch, German, Hindi, and Spanish. This is followed by a
long tail of languages that appear in only one paper (Algerian Arabic, Basque, Czech, Dari, French, Gu-
jarati, Italian, Japanese, Kannada, Korean, Malayalam, Maltese, Modern Standard Arabic, Norwegian,
and Tamil). Two papers also address multilingual emotion detection.

This year, WASSA offered two shared tasks: Shared-Task 1: Empathy Detection and Emotion Classi-
fication, which builds upon the previous shared task with a new track on empathy, emotion and self-
disclosure detection in conversation at the speech-turn level, using a new, unpublished dataset. Shared-
Task 2: Emotion Classification on code-mixed text messages (Roman Urdu + English), on the other hand,
is a novel shared task focusing on multi-class and multi-label emotion classification on code-mixed (Ro-
man Urdu + English) text messages. Two papers also submitted work on multilingual emotion analysis.

For the main workshop, we received 71 papers, one of the largest number of submissions for WASSA in
its history. While we accepted a comparable large number, namely 43 (60.6%), we would like to point
out that the competition has been quite tough — most submitted papers were of very high quality. For
Shared Task 1 we received 12 system description paper submissions, while for Shared Task 2 we received
7 papers. In total, 61 papers will be presented at the workshop.

We also decided to award the best paper. Starting with the reviewer scores, the organizers of the work-
shop anonymously proposed candidates and then voted on them. The winner of the Best Paper Awards
of this year’s WASSA is Multilingual Language Models are not Multicultural: A Case Study in Emotion
by Shreya Havaldar, Sunny Rai, Bhumika Singhal, Langchen Liu Sharath Chandra Guntuku, and Lyle
Ungar.

On top of the main workshop and shared task presentations, we are happy to have two invited speakers
who will hold keynotes at WASSA 2023: Professor Emily Ohman from Wakeda University and Professor
David Jurgens from the University of Michigan.

We would like to thank the ACL Organizers and Workshop chairs for their help and support during the
preparation. We thank Google for their gold sponsorship. We also thank the OpenReview support team
for their technical support. Finally, we especially thank the program committee for the time and effort
they spent on reviewing, especially to those who were willing to perform emergency reviews. The quality
of the program is a reflection of this hard work.

Jeremy Barnes, Orphée De Clercq, Roman Klinger

WASSA 2023 Chairs
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Keynote Talk: Invited 1

David Jurgens
University of Michigan
2023-07-14 12:30:00 — Room: Harbour C

Abstract: NLP studies of communication often focus on the individual: What we say, when we say it,
and how we say it. Yet, the larger social context beyond the individual also plays an important role in our
communication — just think of things you can say to your friends but not your parents. How does the
social context influence our communication style and content? In this talk, I will describe recent work
from my group studying the influence of this context by examining how we choose who to communicate
with, how we interpret messages, and how we phrase messages. Across these studies, I will motivate a
causal approach for NLP when studying communication behavior to move beyond descriptive analyses
to more precise estimates of the effects of social context.

Bio: David Jurgens is an assistant professor at the University of Michigan School of Information where
he leads the Blablablab. He holds a PhD in Computer Science from the University of California, Los
Angeles. His research focuses on the intersection between NLP and computational social science venues
and has won the Cozzarelli Prize, Cialdini Prize, best paper at ICWSM and W-NUT, and best paper
nomination at ACL and Web Science.
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Keynote Talk: Invited 2

Emily Ohman
Waseda University
2023-07-14 16:00:00 — Room: Harbour C

Abstract: Affective Datafication of Narratives: measuring affect, emotion, and mood in literary texts
Our understanding of affect, emotion, and mood - despite the distinct nuances each term holds - often
becomes blurred, leading to a usage that is almost interchangeable, particularly within sentiment analy-
sis and NLP. In contrast, traditional fields such as literary studies hold on to more rigid definitions of
these terms and how they are understood both in theory and practice. This can easily foster a discon-
nect between emerging fields such as computational literary studies and the more established qualitative
counterparts. This disconnect unfortunately hinders the free exchange of innovative research ideas and
methodologies. This talk aims to bridge this gap, highlighting the unique roles of affect, emotion, and
mood in narratives and how we can attempt to robustly measure them. We will delve into the interplay
of these terms, exploring how they shape and are shaped by authors, readers, and researchers focusing
on the operationalization and translation involved in the analysis of emotion-laden phenomena. This ex-
ploration will underscore the need for a more comprehensive and nuanced understanding, encouraging
synergy between tradition and innovation in emotion detection in general and literary research in parti-
cular.

Bio: Emily Ohman is currently a tenure-track Assistant professor of Digital Humanities at Waseda Uni-
versity. She received her PhD in Language Technology from the University of Helsinki, where her work
centered on building multilingual emotion detection resources for downstream tasks.

Her research interests lie within digital humanities and NLP, more specifically sentiment analysis and
emotion detection, often doing collaborations with various disciplines such as history, literature, and
political science. Her recent projects have focused on negative emotions in literature using affect as a
proxy for the literary concept of mood and most recently contrasting the semantic spaces of shame and
guilt in Japanese and English social media posts.
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PESTO: A Post-User Fusion Network for Rumour Detection on Social
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Abstract

Rumour detection on social media is an im-
portant topic due to the challenges of misin-
formation propagation and slow verification of
misleading information. Most previous work
focus on the response posts on social media, ig-
noring the useful characteristics of involved
users and their relations. In this paper, we
propose a novel framework, Post-User Fusion
Network (PESTO), which models the patterns
of rumours from both post diffusion and user
social networks. Specifically, we propose a
novel Chronologically-masked Transformer ar-
chitecture to model both temporal sequence
and diffusion structure of rumours, and apply
a Relational Graph Convolutional Network to
model the social relations of involved users,
with a fusion network based on self-attention
mechanism to incorporate the two aspects. Ad-
ditionally, two data augmentation techniques
are leveraged to improve the robustness and ac-
curacy of our models. Empirical results on four
datasets of English tweets show the superiority
of the proposed method.

1 Introduction

Rumours, are unverified statements found in social
media platforms, which can be damaging if they
spread false information with social, economic and
political impact (Del Vicario et al., 2016; Zubiaga
et al., 2018). For instance: during the period of the
U.S. 2016 presidential election, almost 529 differ-
ent rumours about candidates were propagated on
Facebook and Twitter which influenced voters’ atti-
tudes (Jin et al., 2017). To this end, it is important
for social network platforms to develop effective
strategies to combat against fake news and rumours.
Recognising misinformation from social media is
challenging due to different sources of information
required to gather in order to conduct an exten-
sive analysis and reasoning on these sources. Early
efforts to tackle rumour detection and misinforma-
tion in social network platforms relied on manual

1

verification from users or experts, however, this
kind of approach is inefficient due to the substan-
tial human effort and time to recognise a rumour
after it has emerged. In recent years, automatic
social context based rumour detection has attracted
increasing attention. This area of research utilizes
the collective wisdom of the social platforms by
extracting signals from comments and/or replies to-
wards a source claim (Ma et al., 2016, 2017, 2018;
Han et al., 2019; Kochkina et al., 2018; Yuan et al.,
2019; Bian et al., 2020; Khoo et al., 2020; Kochk-
ina and Liakata, 2020; Huang et al., 2019). The key
idea behind these work is that users from social me-
dia would contribute opinions, clues and evidence
for distinguishing between false and valid informa-
tion for rumour detection. Therefore, the content
of communication threads and the interaction be-
tween posts would be useful for rumour detection.
However, apart from the threads of responses, the
characteristics of the social network of users can
also provide important clues for inferring news ve-
racity. For example, eye-catching rumours usually
attract mostly bot accounts to spread, who tend
to follow many accounts but with few or no fol-
lowers (Gilani et al., 2019), such implicit patterns
can also support the veracity of a claim. There-
fore, in this paper, we aim to propose a method
which can model the post diffusion and the user
social network jointly to detect social rumours. In
terms of post diffusion modeling, a typical line
of methods have exploited the characteristics of
diffusion structure, such as tree-structured RvVNN
(Ma et al., 2018), Bi-GCN (Bian et al., 2020) and
DSL (Huang et al., 2019), but ignore the tempo-
ral information and the implicit connections be-
tween posts. Sequence-based models such Recur-
rent neural networks (RNNs) (Ma et al., 2016),
PLAN (Khoo et al., 2020) and DCM (Veyseh et al.,
2019) flatten the tree structure and arrange posts in
chronological order. They overcome some limita-
tions of tree models but underexploit the diffusion

Proceedings of the 13th Workshop on Computational Approaches to Subjectivity, Sentiment, & Social Media Analysis, pages 1-10
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structure. For this sake, in the paper, we propose
a Chronologically-masked Transformer architec-
ture, which integrates both temporal and structural
information to effectively model the rumour dif-
fusion patterns. In terms of user network model-
ing, many off-the-shelf graph neural networks such
as Graph Convolutional Network (GCN) (Kipf
and Welling, 2016), GraphSAGE (Hamilton et al.,
2017), Graph Attention Network (GAT) (Velivck-
ovi¢ et al., 2017), Relational Graph Convolutional
Network (RGCN) (Schlichtkrull et al., 2018) can
be leveraged. Considering that A-follow-B and
A-followed-by-B are different relations, we adopt
RGCN for user network representation. In order
to fuse the information in two aspects, we propose
to use a self-attention layer for final information
aggregation. Since many existing rumour detec-
tion datasets are in small scale, we propose two
data augmentation techniques: Connection drop-
ping and Sub-conversation training to assist model
training. We name the entire architecture as Post-
User Fusion Network (PESTO). Our experimental
evaluation shows PESTO improves performance
over previous approaches. The contributions of our
work are as follows:

- We propose a Chronologically-masked Trans-
former architecture to model the post diffu-
sion patterns of rumours, with both temporal
and structural information considered.

- We leverage a Relational Graph Convolu-
tional Network to represent the user so-
cial network, and integrate it with the
chronologically-masked Transformer via a
Fusion network based on self-attention.

- We adopt two data augmentation techniques:
Connection dropping and Sub-conversation
training, to reduce overfitting, making our
model more robust and stable.

2 Related Work

Existing detection approaches of fake claims can be
generally categories into three groups based on the
information utilized: (i) the content of the claim,
(i1) knowledge from trustworthy sources and (iii)
social response to the claim. Our work in this pa-
per falls into the last group, which exploits social
replies and the involved user network to detect ru-
mours. In this section, we briefly introduce each
group of work.

Content-based Detection: This line of stud-
ies studied specific linguistic cues such as verb

quantity, word classes, word length, pronouns, non-
objectivity (Rubin and Lukoianova, 2015; Feng
et al., 2012; Potthast et al., 2017). These features
are useful to detect satires or onion news, but might
be unique to domains or topics.

Knowledge-based Detection: Fact checking
websites such as politifact.com and snope.com
leverage manual verification to debunk fake news
or rumours, but fail to match the rapid emergence
rate of misinformation nowadays. Automated fact
checking techniques rely on truthworthy sources
such as Wikipedia, but they might not work for
latest news without evidences.

Social Response-based Detection Social re-
sponse information such as reply contents and prop-
agation structures have been shown to be particu-
larly useful for classifying rumours. Ma et al. (Ma
et al., 2017) uses tree kernel to capture the similar-
ity of propagation trees by counting their similar
sub-structures in order to identify different types
of rumours on Twitter. Ma et al. (Ma et al., 2018)
make use of tree-structured recursive neural net-
work to model the propagation tree, and informa-
tion from different nodes is aggregated recursively
in either a bottom-up or a top-down manner. Bian et
al. (Bian et al., 2020) also propose a bi-directional
graph model named Bi-GCN to explore both prop-
agation and aggregation patterns by operating on
both top-down and bottom-up propagation of ru-
mours. However, the focus in these works is on
using the static tree structure of Tweet propagation,
ignoring the temporal order and implicit connec-
tions between posts. For this sake, Veyseh et al.
(Veyseh et al., 2019) and Khoo et al. (Khoo et al.,
2020) propose to apply self-attention mechanism
(Vaswani et al., 2017) to model implicit connec-
tions, but their direct usage of self-attention does
not consider the propagation and aggregation char-
acteristic of news conversation and underexploit
the explicit diffusion structure. All of previous
work do not take user networks into consideration,
which provides important evidences for detection
(Yang et al., 2019; Shu et al., 2019).

3 Preliminaries

3.1 Problem Statement

We define rumour detection as predicting the
label (e.g., Rumour or Non-rumour) of a source
post on social media, given all its respond-
ing posts and the response relations between
them. A rumour detection dataset is a set of



threads: T = {T3,Ts, ...T‘T‘}, where T; =
{pﬁ,pg,...phi,ui,ué,...uévi,GfD,Gg,G?P} is
the i-th event, where M; and N; denotes the
number of posts and involved users in 7} respec-
tively, p; denotes the j-th post and uj, denotes
the k-th user. pj is the source post and others are
corresponding retweeted posts or responsive posts
in chronological order. GZP is the propagation
structure of posts. Specifically, GZP is defined as a
graph (V:P EF), where V.’ = {pi,p}, ...,pZM},
and EF = {eﬁst)]s,t = 1,...,M;} that repre-
sents the set of edges from responsive posts to
responded posts. Likewise, GZU is defined as a
graph (VU EVY), where V.V = {u},ud, Ly}
and EY = {e%st)|s,t = 1,2,...,N;} repre-
sents the set of edges from users to the users
they follow. GV = {vV u VP EVF}
is the user-publish-post graph,  where
EVP {ﬁ%gﬂs = 1,.,N;,t = 1,.., M}
denotes the set of edges from users to the posts
they published. Each event T} is associated with a
ground-truth label y; € {F,T'} (i.e., False Rumour
or True Rumour). In certain cases, the dataset
contains four fine-grained class { N, F, T, U} (i.e.,
Non-rumour, False Rumour, True Rumour and
Unverified Rumour). We formulate this task as a
supervised classification problem, which aims at
learning a classifier f from labeled events, that is
[T =y

3.2 Architecture of Transformer

The Transformer model (Vaswani et al., 2017)
employs an encoder-decoder architecture, consist-
ing of stacked encoder and decoder layers. Each
encoder layer consists of two sub-layers: a self-
attention layer and a position-wise feed-forward
network. The self-attention layer employs h at-
tention heads. Each attention head operates on
the same input sequence X = (x1,...,X,) of n
elements where x; € R?, and computes a new se-
quence Z = (21, ..., z,,) of the same length where
z; € R%. To be specific, each x; is firstly linearly
transformed into a query vector, a key vector and a
value vector:

q; = WQXi, kl = WKXi, Vv = WVX’iv (1)

where WX W@ WV ¢ R4 are layer-specific
trainable parameter matrices. Then, each element
z; is computed as the weighted sum of v;:

2

and e;; is the unnormalized attention score com-
puted via a compatibility function, e.g., Scaled dot
product, that compares q; and k;, using:

T
q; k
€ij = \Z/CT] . (3)
k
Note that all these parameter matrices,

W WE WV, are unique for each atten-
tion head. Then, the outputs of all the attention
heads are concatenated. Finally, the concatenated
vector is fed to a parameterized linear transfor-
mation to obtain the output of the self-attention
sublayer:

z; = WY Concat(z}, ..., z7"). 4)
Finally, a position-wise feed-forward network is
used to produce the output node embeddings z;:

Z; = FFN(%Z) = WQO'(WL%/L' + bl) 4+ bo, (5)
where, W1, Wy, by, by are parameters, o is the
non-linear function.
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Figure 1: The architecture of PESTO. The left bottom
part is the Chronologically-masked Transformer archi-
tecture, the right bottom part is the user network model-
ing architecture, with connection dropping mechanism
applied to both parts. The upper part of the architecture
is the fusion network for aggregation of the two views.

4 Methodology
4.1 Overview of Model Architecture

In this section, we introduce our proposed Post-
User Fusion Network (PESTO). The core idea of



Table 1: Detailed meta features of post and user nodes

Type Feature name Example
Post type 0/172"
Retweet Count 10
Reply Count 10

Post | Like Count 10
Quote Count 10
Created time 1501143981
Sentiment Score 0.8
is_verified 1
Following Count 100
Followers Count 1000

User | Tweet Count 1000
List Count 10
Account created time | 1458483921
Description length 20

* 0 denotes tweet, 1 denotes retweet, 2 denotes reply.

PESTO is to learn discriminative representations
for both post propagation tree and the user social
network respectively, and then fuse them based
on self-attention mechanism. The overall archi-
tecture of the proposed model is illustrated in Fig-
ure 1. Our model consists of four major parts: 1)
Posts/User Feature Encoder, which encodes the
text and meta features of a post/user into a dense
vector. 2) Chronologically-masked Transformer,
which learns the representation of the post tree. 3)
Relational Graph Convolutional Network, which
learns the representations of the user-follow net-
work. 4) Fusion Network based on Self-Attention,
which learns the global representation of post-user
pairs.

4.2 Post/User Feature Encoder

Each post/user node contains two types of features:
text features which are short sequences of words
x and meta features m (e.g., follower count, fol-
lowing count, retweet count, etc, details are listed
in table 1). For each post, the text features are the
post content, which contains distinctive patterns
such as exaggerated expressions or negative stance,
and for each user, the text features are the user
description, which contains some bot-like flags or
political stance that implies the credibility of users.
We use the same encoder architecture to represent
both post and user nodes. There are many meth-
ods to represent texts in rumour detection, such as
TF-IDF (Aizawa, 2003), Convolutional Neural Net-
work (CNN) (Kalchbrenner et al., 2014), LSTM
(Hochreiter and Schmidhuber, 1997), Transformer
(Vaswani et al., 2017) and BERT (Wolf et al., 2019).
In our work, we apply word embeddings with CNN

as our textual feature extractor, which shows the
best performance and efficiency in our experiments.
Specifically, we first embed each word in the text
into a k—dimensional dense semantic representa-
tion using public pre-trained word vector Glove
(Pennington et al., 2014). Then, a convolutional
layer with window sizes of 2, 3,4 is applied, fol-
lowed by a max-pooling layer to obtain the final
text representation h,. After that, we concate-
nate h, and m and use a linear layer to obtain
the final representation of the node. For event T;,
we obtain the feature representation of all posts
P! = {pﬁ, pé, pM}, and representation of all
users U* = {uj, uj, ..., ujy }. We discard the su-
perscript ¢ in the following sections for simplicity.

Propagation Aggregation

(@)

Propagation Aggregation

(b)

Figure 2: Illustration of diffusion trees. The blue lines
denote responsive relations, and the orange lines denotes
implicit relations

4.3 Chronologically-masked Transformer for
Representation of Post Diffusion Tree

Many post tree modeling methods such as tree-
structured RvNN (Ma et al., 2018), Bi-GCN (Bian
et al., 2020) and DSL (Huang et al., 2019) attempt
to learn the representation of post diffusion tree
from two directions: Top-down (Propagation) and
Bottom-up (Aggregation) as illustrated in Figure
2(a), to capture structural and semantic features.
However, as illustrated in Figure 2(b), each user
is often able to observe and respond to all existing
posts at the time of writing a post in the conver-
sation, while this lines of methods ignore the im-
plicit interactions between unconnected posts, as
well as the important temporal order. Therefore,



we propose a Chronological-masked Transformer
to model both temporal and structural characteris-
tics of post diffusion. Specifically, we propose a
chronologically-masked self-attention mechanism,
which models the Top-down information spreading
and Bottom-up aggregation separately in each layer
based on the chronological order, and involves the
diffusion tree structure into attention calculation via
extra learnable position parameters. In the multi-
head self-attention layers of standard Transformer
(Vaswani et al., 2017), the state in ¢-th position
can attend to any other position in the whole se-
quence, here we propose to adopt a chronologically-
masking mechanism to inject the structure of both
propagation and aggregation into multi-head self-
attention mechanism (Vaswani et al., 2017). Specif-
ically, As illustrated in the left bottom part of Fig-
ure 1, we first divide the heads in each self-attention
layer into two groups: propagation heads and ag-
gregation heads. For propagation heads, we restrict
the head representation to only aggregate informa-
tion from all position j with (j < ¢) when calculat-
ing the output embedding at position ¢. Likewise,
for aggregation heads, we mask the attention score
from position j with (j < ) for position ¢. The
weighted sum of values at positions ¢ for propa-
gation heads and aggregation heads are computed
as:

p S explej)
zZ, =Y —r—————Vj (6)
; Yol exp(eir)
Z? N exp(eij) Vj (7)

j= Ozk Oexp elk

, Furthermore, since the masking mechanism only
utilizes the chronological information, in order to
involve explicit spreading structure (i.e., the tree
structure), we modify the calculation of attention
score in Equation 3 to a structure-aware version as
follows: .

eij = 9% ¥ 296ig) coi),

en

where ay(; ;) is a learnable scalar indexed by
¢(i,7), and shared across all layers. ¢(, j) is the
relative position between post ¢ and post j:

®)

d; —d; p; s the parent of p;
6(i, ) = d;j — d; + diax p2 is .the child of p;

0 1=

2dmax in different branches

(€))

, where d; denotes the depth of post ¢ in the spread-
ing tree and d,,,4, is the maximum depth. Through
the learnable position parameters, the attention
score can capture the meaningful structural infor-
mation between post ¢ and post j.

The final representation at position 7 before the
FFEN layer is the concatenation of all head presen-
tation, denoted as:

= VVOConcat(zg17 . zﬁnp, 231, 2,

(10)
, where ny,,n, denote the number of propagation
heads and aggregation heads, WO is trainable pa-
rameters. Given input feature matrix of all posts P,
we obtain P = {P1, D2, ...pas } after the represen-
tation of the Chronologically-masked Transformer
Network.

4.4 User Network Representation

We introduce our representation module for user
social network in this section. Given the represen-
tation of all users U = {uj, ug,...,uy} and the
adjacent matrix AY of user-follow relation set £V,
we attempt to learn a structure-aware representa-
tion for each node in the following graph. Since
the followers and followings describe two sepa-
rate aspects of a user’s characteristics, we consider
neighbours of the two categories separately. Specif-
ically, we generate the user-followed a adjacent
matrix AU/ = AUT

We also generate the symmetric friendship adja-
cent matrix AV” = AU . AV’ Given the three ad-
jacent matrices and node features, we adopt RGCN
(Schlichtkrull et al., 2018) to represent the graph.
The feature update equation can be formulated as
follows:

b =0 (3 3

reRgeNT

OB+ W)

(11)
where N denotes the set of neighbor indices of
node ¢ under relation » € R, with corresponding
adjacent matrix A" € {AV AV’ AU}, w
the parameter matrix of relation r in layer ¢, Wr(;?,t
is the parameter matrix of target node. After the
transformation of multiple RGCN layers, we ob-
tain the structure-aware representation of all users:

U = {y, g, ...0n }.

4.5 Post-User Fusion Network

Once we have obtain the representation of posts
and users denoted as P and U for event T;, we



fuse the information of posts and users via a fusion
network. According to user-publish-post graph
G’ZUP , We first concatenate the hidden vectors of
m-th post and n-th user, if n-th user is the author
of m-th post. Note that a user can write multiple
posts but a post only has one author. Therefore,
we obtain the fused representation matrix H; =
{hj, hj, ..., hy, }, where h} = Concat(p;, ﬁZ(j))’
where u(j) denotes the index of user who is the
author of j-th post. In order to capture the seman-
tic relations between the fused post-user pairs, we
further use a self-attention layer to obtain the final
representation of all post-user pairs, denoted by
H= {fll, ho, ..., flM} Afterwards, a mean pool-
ing layer is applied to obtain the aggregated rep-
resentation c, followed by several fully-connected
layers and a Softmax layer to get the vector of prob-
abilities for all classes. We train all the parameters
in the Network by minizing the cross-entropy of the
prediction and ground truth labels over the entire
dataset 7.

4.6 Data Augmentation Mechanism

Since existing datasets for rumour detection are
mostly in small scale, overfitting is a serious is-
sue in this domain. For this sake, we use two data
augmentation mechanism to mitigate this problem:
Connection dropping and Sub-conversation train-
ing.

- Connection dropping: We adopt two ver-
sions of Connection dropping operation for
the user graph and post graph. For user graph,
we apply the same strategy as (Bian et al.,
2020): supposing the total number of edges
in the user following graph AV is Ni; and the
dropping rate is p,,, then the adjacency ma-
trix with edge dropping is AU = AU — Ag]rop,

gmp is the matrix constructed using
Ny x p, edges randomly sampled from AV
The edge dropping operation is performed
before input AV into each RGCN layer, and
the AU’, AU” are calculated based on AU.
For post spreading tree, since we learn all
implicit correlation between posts using self-
attention, we propose to use an attention drop-
ping mechanism, which randomly set the at-
tention score before Softmax as —in f with
rate pp.

- Sub-conversation training: In order to
improve the robustness and early-detection
capability of our model, we adopt a sub-

where A

Table 2: Statistics of the datasets

Statistic Twitterl5 Twitterl6  PolitiFact GossipCop
# of posts 331,612 204,820 130872 880640
# of user 276,663 173,487 89238 568482
# of events 1490 818 574 6880

# of True rumors 374 205 \ \

# of False rumors 370 205 231 2313

# of Unverified rumors | 374 203 \ \

# of Non-rumors 372 205 343 4567
Avg. # of posts / event | 223 251 228 128
Max # of posts / event | 1,768 2,765 3294 1038
Min # of posts / event | 55 81 32 12

conversation training technique. To be spe-
cific, we randomly set a time threshold Z.q,y,
with £in < tearty < tiast for each event
during training, where ¢,,;, is the minimum
detection time and t;,4; is the time of the last
tweet in the event. The posts after the time
is removed, so does the corresponding users.
This technique enables models to learn invari-
ant features during the whole life cycle of a
event.

S Experimental Results

In this section, we first compare the performance of
our proposed PESTO method with several baseline
models. Then, ablation studies are conducted to
illustrate the impacts of each module. Afterwards,
early detection performance is evaluated. Empir-
ical results show the superiority of the proposed
method.

5.1 Datasets and Baselines

We evaluate our proposed method on four publicly
available Twitter datasets: Twitter15 and Twitter16
(Ma et al., 2017), PolitiFact and GossipCop (Shu
et al., 2020). The statistics are listed in Table 2.
Since in the original datasets, each instance only
contains the tweet propagation tree, we use Twitter
academic API! to search the corresponding user
of each tweet and the following relations between
users. Each source tweet is annotated with one of
the four class labels, i.e., Non-rumour (N), False ru-
mor (F), True rumor (T), and Unverified rumor (U).
We compare our method with several baselines:

- DTC (Castillo et al., 2011): A Decision Tree
classifier based on various handcrafted fea-
tures to obtain information credibility.

'https://developer.twitter.com/en/products/twitter-
api/academic-research



- SVM-TS (Ma et al., 2017): A linear SVM
classifier that utilizes handcraft features to
construct time-series model.

- SVM-TK (Maetal., 2017): A SVM classifier
with a tree kernel based on the propagation
structure of rumours.

- RVNN (Ma et al., 2018): A tree-structured
recursive neural network with GRU units that
learn the propagation structure

- PPC_RNN+CNN (Liu and Wu, 2018): A
model combining RNN and CNN, which
learns the rumour representations through the
characteristics of users in the rumour propa-
gation path.

- Bi-GCN (Bian et al., 2020): A GCN-based
rumour detection model using bi-directional
propagation structure.

- DCM (Veyseh et al., 2019): A rumour detec-
tion model based on post-level self-attention
mechanisom.

- PESTO-U: A variant of PESTO, with the user
network modeling part removed.

- PESTO: Our proposed PESTO, with all mod-
ules included.

5.2 Experimental Setup

In all experiments, we used the Glove 100d embed-
dings (Pennington et al., 2014) to represent each
token in a tweet or user profile because they are
trained using tweet corpus. For the chronologically-
masked Transformer, the hidden size is 128, the
layer number is 4, the head number is 8. For the
RGCN Network, the layer number is 2, the hidden
size is 128. The dropout rate of both networks is
0.2, and the edge dropping rate is also 0.2. We use
the Adam optimizer with 6000 warm start-up steps.
For all datasets, we evaluate the Accuracy (ACC)
over all categories and F1 measure (F1) on each
class.

5.3 Overall Performance

Table 3 shows the performance of the proposed
method and all the baselines on Twitter15 and Twit-
ter16, respectively. First, it is apparent that all
the deep learning methods outperform those us-
ing handcrafted features significantly, showing that
deep neural networks are able to learn better rep-
resentations of rumours. Second, the proposed
method and its variants outperform other deep

Table 3: Overall results on Twitter15 and Twitter16

Twitterl5

Method ACC N F T U

DTC 0.779 0415 0355 0.733 0.317
SVM-TS 0.544 0.796 0472 0404 0.483
SVM-TK 0.750 0.804 0.698 0.765 0.733
RvNN 0.723 0.682 0.758 0.821 0.654
PPC RNN+CNN | 0.477 0.359 0.507 0.300 0.640
Bi-GCN 0.886 0.891 0.860 0.930 0.864
DCM 0.770 0.814 0.764 0.775 0.743
PESTO-U 0.895 0.897 0.896 0.888 0.900
PESTO 0915 0912 0.922 0.921 0.904

Twitter16

Method ACC N F T U

DTC 0.473 0.254 0.080 0.190 0.482
SVM-TS 0.574 0.755 0420 0.571 0.526
SVM-TK 0.732 0.740 0.709 0.836 0.686
RvVNN 0.737 0.662 0.743 0.835 0.708
PPC RNN+CNN | 0.564 0.591 0.543 0.394 0.674
Bi-GCN 0.880 0.847 0.869 0.937 0.865
DCM 0.768 0.825 0.751 0.768 0.789
PESTO-U 0.891 0906 0.891 0.890 0.875
PESTO 0.908 0.902 0914 0915 0.901

Table 4: Overall results on PolitiFact and GossipCop

Dataset PolitiFact GossipCop
Method ACC Fl1 ACC Fl1
DTC 0.753 0.749 | 0.772 0.769
SVM-TS 0.757 0.759 | 0.789 0.783
SVM-TK 0.731 0.721 | 0.753 0.745
RVNN 0.790 0.778 | 0.798 0.796
PPC RNN+CNN | 0.744 0.760 | 0.776  0.776
Bi-GCN 0.821 0.819 | 0.811 0.802
DCM 0.812 0.810 | 0.810 0.809
PESTO-U 0.832 0.821 | 0.821 0.816
PESTO 0.845 0.836 | 0.834 0.831

learning methods in terms of all metrics, which
indicates the superiority of PESTO. As for RvNN,
it only uses the hidden feature vector of all the
leaf nodes, which implies that it is heavily influ-
enced by the information of latest posts. As for
Bi-GCN, it only relies on the explicit responsive
path, ignoring the implicit relations between posts.
As for DCM, it simply use the self-attention layer
without modification, ignoring the propagation and
aggregation characteristics of rumours. PESTO-
U outperforms previous methods, demonstrating
the effectiveness of the proposed chronologically-
masked self-attention architecture. PESTO has bet-
ter performance compared with PESTO-U, indicat-
ing the user following network contains valuable
information for detection.
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Figure 3: The performance of the PESTO and its vari-
ants. -M.,-S,-R,-DC,-DS are abbreviations of different
variants, which are elaborated in Section 5.4

5.4 Ablation study

To demonstrate the effectiveness of each module of
PESTO, we conduct ablation analysis on Twitter15
and Twitter16 in this section. We compare PESTO
with its variants -M,-S,-R,-DC,-DS which repre-
sent our model (1) without chronological Masking
for post Transformer,(2) without Structure-aware
attention for post Transformer,(3) with RGCN re-
placed by GCN,(4) without Connection dropping
and (5) Without Sub-conversation training. As illus-
trated in Figure 3, each parts contribute to PESTO.
The impacts of M and S show that involving intrin-
sic characteristic of the spreading tree improves the
performance. RGCN is better than GCN for user
network modeling, indicating that treating user-
following network as directed graph retrains more
valuable information. The contribution of DC and
DS shows the importance of robust training.

0.5 1.0 L5 2 : 0.5 1.0 L5 2.0
Detection Deadiine (Hours) Detection Deadiine (Hours)

(a) Twitterl5 (b) Twitter16

Figure 4: The performance of early detection.

5.5 Early Rumour Detection

Detecting rumours at the early stage of propagation
is crucial to reduce the negative effects of rumours.
For the early detection task, we select a series of
detection deadlines and only utilize the posts re-
leased before the deadlines and the corresponding
induced user network to evaluate the performance
in terms of accuracy. Figure 4 shows the perfor-
mances of RvNN, Bi-GCN, DCM and our PESTO

model at various deadlines on Twitter15 and Twit-
ter16 datasets. We can find that the performance of
PESTO is stably superior to other models.

6 Conclusion

In this paper, we address the task of rumour detec-
tion with social contexts. A novel Post-User Fusion
Network (PESTO) is proposed to learn both post
propagation patterns and user network patterns in
a rumour event. To be specific, we model the post
diffusion patterns using a novel chronologically-
masked Transformer, and use RGCN to represent
the user social network, then a fusion module based
on self-attention is applied to integrate the two as-
pects. Experiments show that PESTO outperforms
state-of-the-art baselines significantly.
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Abstract

The task of predicting reader appreciation or
literary quality has been the object of several
studies. It remains, however, a challenging
problem in quantitative literary analyses and
computational linguistics alike, as its definition
can vary a lot depending on the genre of liter-
ary texts considered, the features adopted, and
the annotation system employed. This paper
attempts to evaluate the impact on reader ap-
preciation, defined as online users’ ratings, of
sentiment range and sentiment arc patterns ver-
sus traditional stylometric features. We run our
experiments on a corpus of English-language
literary fiction, showing that stylometric fea-
tures alone are helpful in modelling literary
quality, but can be outperformed by analysing
the novels’ sentimental profile.

1 Introduction

The question of what literary quality "is" is as com-
plex as it is old. It may be argued that "literary
quality" is an empty concept, since individual tastes
of narrative and literature can differ widely among
readers. Yet it is possible that a set of textual and
narrative characteristics tend to improve or dam-
age the appreciation of a literary piece indepen-
dently from genre expectations and preferences.
This persistent intuition, while controversial, has
been amply discussed through the history of liter-
ary criticism, and also stands at the foundation of
most rhetorical or writing advice. The idea of an in-
tersubjective agreement on literary quality may be
also sustained by the convergence of large numbers
of readers (and when considering canons, genera-
tions of readers) on certain titles rather than others
(Koolen et al., 2020a; Walsh and Antoniak, 2021b).
In the quest of defining principles of literary quality,
quantitative analyses ask two questions: whether
it is possible to define literary quality at all; and
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whether it is possible to individuate textual patterns
that contribute to make a text more appreciated. In
this paper we aim to explore the interplay of the
sentiment and stylometric characteristics of narra-
tive texts and their role in the perception of literary
quality.

2 Related works

Traditionally, quantitative studies of literary quality
have relied on texts’ stylometric properties, rang-
ing from the percentage of adverbs (Koolen et al.,
2020b) to the count of the most frequent n-grams
in a text (van Cranenburgh and Koolen, 2020),
to model the success or quality of literary works.
More recent works, nonetheless, have emphasized
the potential of sentiment analysis (Alm, 2008; Jain
et al., 2017), at the word (Mohammad, 2018), sen-
tence (Mintyld et al., 2018) or paragraph (Li et al.,
2019) level, to uncover meaningful mechanisms
in the reading experience (Drobot, 2013; Cambria
et al., 2017; Kim and Klinger, 2018; Brooke et al.,
2015; Jockers, 2017), usually by drawing scores
from human annotations (Mohammad and Turney,
2013) or induced lexica (Islam et al., 2020).While
most studies have focused on the valence of sen-
timent arcs, Hu et al. (2021) and Bizzoni et al.
(2022a) have tried to model the persistence, coher-
ence, and predictability of novels’ sentiment arcs,
using fractal analysis (Mandelbrot and Ness, 1968;
Mandelbrot, 1982, 1997; Beran, 1994; Eke et al.,
2002; Kuznetsov et al., 2013), a method of studying
patterns in complex systems, exploring the degree
of predictability or self-similarity of narratives — a
method that appears to capture meaningful patterns
impacting reading experience. Naturally, beyond
which features to consider, another great challenge
of studying literary quality is that of finding "or-
acles" of quality. Measures of quality have been
approximated by looking at readers’ ratings on plat-

Proceedings of the 13th Workshop on Computational Approaches to Subjectivity, Sentiment, & Social Media Analysis, pages 11-18
July 14, 2023 ©2023 Association for Computational Linguistics
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Figure 1: Distribution of GoodReads’ ratings and number of ratings in our corpus. Note that the latter is logarithmi-

cally scaled.

forms such as GoodReads (Kousha et al., 2017), or
by relying on established literary canons (Wilkens,
2012). Despite their diversity, different concepts of
quality display large overlaps (Walsh and Antoniak,
2021a), thus to a degree allowing for the compar-
ison across canons and preferences(Underwood,
2019; Wilkens, 2012).

3 Methods

3.1 Corpus

We use the Chicago corpus: over 9,000 English-
language novels written in, or translated into En-
glish from 1880 to 2000, compiled based on the
number of libraries that hold a copy, with a pref-
erence for more widely held titles. As such, the
corpus is diverse, ranging from well-known gen-
res of popular fiction to important works of "high-
brow" literature, including novels from Nobel Prize
winners (Bizzoni et al., 2022b) and other presti-
gious awards, as well as texts included in canonical
collections like the Norton Anthology (Shesgreen,
2009). Yet, the corpus has an obvious cultural and
geographic bias, with a strong over-representation
of Anglophone authors. For this study, we used
the whole corpus, as well as a subset of the corpus
where 140 titles were filtered out because of their
very low rating on GoodReads. We refer to this as
the filtered corpus.

Titles Authors
Number 9089 3150
Number below 2.5 rating 140 118
Avg. ratings 3.74 3.69

Table 1: Number of titles and authors in the corpus and
below the rating of 2.5, and avg. number of ratings
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3.2 Quality Measures

As a source of quality judgments we decided to
opt for GoodReads’ average ratings. ' This met-
ric has limitations: i.a., reducing very different
reader preferences and backgrounds to one single
score (ratings or "stars"), conflating underlying mo-
tivations and important differences among readers.
Still, the resource has a uniquely large number of
users, facilitating an unprecedented amount of data
for quantitative literary analysis, where popular ti-
tles are graded by hundreds of thousands of users
(Koushaet al., 2017). The advantage of GoodReads
is its wide audience, not only in terms of numbers,
but because it reaches across genres and curricula
(Walsh and Antoniak, 2021a), deriving its scores
from a particularly diverse pool of readers, as the
platform is accessed from several countries, by
users of different genders, ages, etc.

3.3 Stylometric Features

Considering traditional stylometric features, we ex-
amine texts’ adjusted lexical diversity as a measure
of proven stylistic importance with obvious cogni-
tive effects on the readers (Torruella and Capsada,
2013); the texts’ ratio of compressibility, a mea-
sure of redundancy and formulaicity (Benedetto
et al., 2002; van Cranenburgh and Bod, 2017); five
different measures of textual readability”, (based
on, i.a., sentence length, word length, and number
of syllables),and several grammatical and syntactic
features, such as the frequency of parts of speech
and of a selection of syntagms such as subjects, pas-
sive auxiliaries and relative clauses (see Appendix).

3.4 Sentiment Analysis

To build the sentiment arcs of each novel we opted
for a simple and "classic" sentiment analysis al-
gorithm: the VADER model (Hutto and Gilbert,

"https://www.goodreads.com

>The Flesch Reading Ease, the Flesch-Kincaid Grade
Level, the SMOG Readability Formula, the Automated Read-
ability Index, and the New Dale—Chall Readability Formula.



2014), applied at the sentence level. We chose this
method because it is transparent, being based on a
lexicon and a set of rules. It is widely employed and
shows good performance and consistency across
various domains (Ribeiro et al., 2016; Reagan et al.,
2016), which is an ideal feature when dealing with
narrative, as it enables the comparison across gen-
res, while its origins in social media analysis do
not appear to hinder the annotation of literary texts
(Bizzoni et al., 2022b). Moreover, plotted arcs ap-
pear comparable to the Syuzet-package (Elkins
and Chun, 2019), one specifically developed for
narrative texts (Jockers, 2017), while side-stepping
some of the problems of this package (Swafford,
2015), such as those inherent to word-based anno-
tation. To assure the validity of the method, we
manually inspected a selection of novels at global
and local level (fig. 2, 3). As fig. 2 and 3 show,
the high and dips appear to adequately correspond
to narrative events, and performance is also good
on the sentence-level when looking at the VADER
annotation of, for example, the first lines and the
corresponding text.’?

3Corresponding text: “He was an old man who fished alone
in a skift in the Gulf Stream and he had gone eighty-four days
now without taking a fish. In the first forty days a boy had
been with him. But after forty days without a fish the boy’s
parents had told him that the old man was now definitely and

e Y A RE
7N / .
/ N 7N /

NS s O

As time progresses,
still being towed around
™\ by the big fish, the
0ld man starts to feel
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Figure 2: Sentiment arc of Hemingway’s The Old Man
and the Sea with different polynomial fits (m = polyno-
mial degree). Y-axis values represent compound sen-
timent score (VADER). Values on the x-axis represent
the narrative progression by number of sentences.

Beginning of The Old Man and the Sea

Figure 3: First sentences of Hemingway’s The Old Man
and the Sea, annotated with VADER.
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From the annotated arcs, we extracted simple
sentiment-arc features: mean sentiment, its stan-
dard deviation, the mean sentiment of the ending
10 percent of each arc, the mean sentiment of
the beginning 10 percent of each arc, as well
as the difference between the main part of the
arc and the ending (10 percent). Moreover, we
computed two more complex measures of arc coher-
ence: their Hurst exponent, based on the detrended
version of arcs, which is a measure of the long-term
memory or persistence of a time series, and their
Approximate Entropy, which is a measure of the
complexity or irregularity of a time series, quan-
tifying the likelihood that patterns will repeat at
a later time. These measures of arcs’ dynamics
have recently proved promising for literary quality
modelling (Hu et al., 2021; Bizzoni et al., 2022b).

3.5 Models

As we are particularly interested in the combi-
nations of features that can more accurately pre-
dict ratings, we prefer relatively simple and inter-
pretable regression models, using a small set of
"classic" algorithms such as Linear Regression,
Lasso and Bayesian Ridge (see the complete list
in Appendix). Our interest in identifying combi-
nations of features that can accurately predict rat-
ings goes beyond simply achieving high predic-
tion accuracy; we also prioritize interpretability of
our model, making explicit the relationships be-
tween predictors and outcomes. Simple and inter-
pretable regression models, such as Linear Regres-
sion, Lasso, and Bayesian Ridge, provide a number
of benefits in this context. First of all, these models
allow for direct and straightforward interpretations
of feature influences. For example, the coefficients
in linear regression quantify the change in response
variable for a unit change in the predictors. This
is especially useful in our case as we aim to under-

finally saldo, which is the worst form of unlucky, and the boy
had gone at their orders in another boat which caught three
good fish the first week. It made the boy sad to see the old man
come in each day with his skiff empty and he always went
down to help him carry either the coiled lines or the gaff and
harpoon and the sail that was furled around the mast. The sail
was patched with flour sacks and, furled, it looked like the flag
of permanent defeat. The old man was thin and gaunt with
deep wrinkles in the back of his neck. The brown blotches of
the benevolent skin cancer the sun brings from its reflection on
the tropic sea were on his cheeks. The blotches ran well down
the sides of his face and his hands had the deep-creased scars
from handling heavy fish on the cords. But none of these scars
were fresh. They were as old as erosions in a fishless desert.
Everything about him was old except his eyes and they were
the same color as the sea and were cheerful and undefeated.”



baseline Linear Ridge Lasso ElasticNet BayesRidge Huber  Polynomial TheilSen

2 -1.07 | 023(021) 023(021) 0.04(0.03) 0.05(0.04) 0.24(021) 0.13(0.11) -0.02(0.16) 0.22(0.23)
neg_rmse 0.72 | -0.14 (-0.15) -0.14 (-0.15) -0.22(-0.22) -0.20 (-0.20) -0.14 (-0.15) -0.16 (-0.16) -0.28 (-0.15) -0.15 (-0.15)
12 (filtered) 20.944 | 0.061 (0.04) 0.063 (0.05) 0.04(-0.02) 0.04(-0.02) 0.07 (0.05) -0.46(0.05) -0.40(-0.01) -0.18(-0.01)

neg_rmse (filtered)  0.445 | -0.10(-0.1)  -0.09 (-0.1) -0.10(-0.11) -0.10(-0.11) -0.09 (-0.11)  -0.15(-0.1) -0.15(-0.11) -0.12 (-0.11)

Table 2: Performance (r2 and negative MSE) comparison of regression models using 5-fold cross-validation for
the whole (upper) and filtered (lower) corpus, with and without sentiment features (in parenthesis). Lasso and
ElasticNet underperform on the larger data-set due to coefficient shrinkage, while Polynomial Regression likely
overfits. The best-performing model is Bayesian Ridge. A random baseline is included for comparison.

Real vs predicted values for avg. rating (Bayesian ridge regression)  Real vs predicted values for avg. rating (Bayesian ridge regression)  Real vs predicted values for avg. rating (Bayesian ridge regression)
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Figure 4: Distribution of real and predicted avg. rating values using Bayesian ridge regression. From left to right:
1) Whole corpus. Notice how ratings under 2.5 appear particularly predictable, despite their scarcity. 2) Filtered
corpus. Even in the narrower interval ratings are relatively predictable. 3) Distribution of real and predicted avg.
rating values in a random baseline for comparison.

stand not just how well we can predict the ratings, a combination of syntactic, readability, and redun-
but how each individual feature influences these = dancy measures is already enough to partly model
predictions. Secondly, these models are less prone  ratings, the novels’ average sentiment, variation in
to overfitting compared to deeper machine learning  sentiment intensity, and the overall predictability
approaches. While deeper models can potentially  and persistence of the sentiment arcs increase our
yield higher predictive performance, they can also  ability to predict perceived quality. When looking
lead to models that are too complex, fitting the  at the distribution of most models’ predictions, we
noise in our data rather than the underlying rela-  find an evident split: not only does the vast ma-
tionships. This would reduce the generalizability  jority of GoodReads’ ratings (in our corpus) fall
of our findings and potentially make them less reli-  between 3 and 5, with few low scores, but the dis-
able. Finally, using simpler models decreases the  tinction between very low-rated and the rest of the
computational cost, which can be significant for = novels appears to be very easy to model: low rat-
more complex machine learning algorithms. This  ing titles have a distinctive textual and sentiment
efficiency allows for more extensive model tuning  profile. To make sure we are not incurring in in-
and repeated testing, increasing the robustness of ~ flated scores due to the special predictability of

our results. this "low-rating group”, we repeated the experi-
ment with only the novels with a higher rating than
4 Results 2.5 (still the majority, ca. 8900 titles). Also in

this case, the models performed better than ran-
dom: able to predict the "quality slope" better than
chance (see fig. 4 for a visualization of model
performance). Given the relative tightness of the
scale and the potential volatility of the scores them-
selves, we find the models’ performance far from
obvious. We finally looked at the most predictive
features. When modelling the whole corpus, read-
ers’ judgments of quality appear inversely related
to punctuation, text compressibility, reading ease,
verb, pronoun and adverb frequency, and directly

Most models tested show predictive power, i.e.,
perform better than random. Their performance is
reported in Table 2. This is our first important re-
sult since it would have been entirely possible that
none of the chosen features had anything to do with
large-scale reader appreciation. The behaviour of
our models shows that combinations of some of the
selected textual and narrative features can predict
novels’ average ratings on GoodReads. A second
important finding is that sentiment measures im-
prove the performance of almost all models: while
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coefficient

Whole corpus

Punctuation freq. -3.261
Text compressibility -2.841
Flesch reading ease -2.205
Stopword freq. -2.100
Verb freq. -1.502
Pronoun freq. -1.502
Flesch-Kincaid grade level 1.380
Adverb freq. -1.004
Noun freq. 0.941
Lexical richness 0.697
Filtered corpus

Pronoun freq. -1.419
Nominal subject freq. -0.761
Lexical richness 0.602
Adjective freq. -0.436
New Dale—Chall readability formula -0.351
Stopword freq. -0.323
Relative clause modifier freq. -0.263
Text compressibility -0.231

Table 3: Most important non-sentiment features for the
best performing model (Bayesian Ridge) in the whole
(upper) and filtered corpus (lower).

related to lexical richness and reading difficulty. A
simplistic style combined with many verbs, adverbs
and pronouns is linked to lower ratings. The most
important sentiment measures were, negatively, ap-
proximate entropy, Hurst and mean sentiment, and
positively, the difference between the arc’s mean
and the ending’s sentiment, and the ending senti-
ment. In other words, texts that have particularly
chaotic and unpredictable arcs receive low scores,
while higher average sentiment and endings with
more positive values receive higher scores. When
filtering out the "low-rating few", the landscape
changes. Novels have a higher perceived quality
if they tend towards fewer pronouns, explicit sub-
jects, adjectives, stopwords, relative clauses and
repetitions, a higher lexical richness, more nouns
and a slightly easier vocabulary. These features
suggest a style that is more sophisticated, diverse
in vocabulary, and concise, with simpler or more di-
rect sentences, and less reliant on nominal subjects
and adjectives. At the sentiment level, the Hurst
exponent is the strongest predictor: GoodReads
users favour novels that have more persistent sen-
timent arcs without being too flat nor repetitive in
their sentimental palette (having a higher standard
deviation and slightly higher approximate entropy).
Literary quality appears associated with novels that
have strong, coherent, and dynamic emotional pro-
gressions and a broader range of sentiment, with
more intricate and nuanced changes. They may
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coefficient
Whole corpus
" Approximate entropy T -1.500
Mean sentiment -1.352
Difference between main and ending 1.152
Beginning sentiment -0.935
Ending sentiment 0.861
Hurst -0.649
Std. deviation sentiment 0.295
Filtered corpus
‘Hust 0.576
Std. deviation sentiment 0.214
Beginning sentiment -0.169
Approximate entropy 0.148
Mean sentiment 0.082

Table 4: Most important sentiment features for the best
performing model (Bayesian Ridge) in the whole (up-
per) and filtered corpus (lower).

also start in the low end of sentiment and maintain
a slightly more positive tone throughout. Overall,
these measures seem to point to an equilibrium be-
tween simplicity and diversity, both at the stylistic
and at the sentiment level.

5 Conclusion and future works

We have tried a new set of experiments in the highly
challenging task of modelling literary quality, rep-
resented as the online average ratings of readers,
from a small set of textual and sentiment features.
While a similar attempts have been made before
(on smaller corpora), to the best of our knowledge,
we are the first to show that the addition of several
sentiment-related features improves the predictive
power of most models. The sentiment features con-
sidered here were of two kinds: a global kind, such
as the mean sentiment of a novel; and a dynamic
kind, such as the level of entropy and fractality of
the sentiment arcs. We have also found that the bot-
tom 2% of titles elicit distinctly lower ratings, and
that their appreciation is partly predictable through
the textual features we have included. Finally, we
analysed the features needed to predict perceived
literary quality, noting that a balance between sim-
plicity and diversity seems to characterize more
appreciated titles. Naturally this is a study on a
complex subject. In the future we aim to repeat the
experiment optimizing for quality proxies beyond
GoodReads ratings to study convergences between
ways of defining quality, and use a larger set of fea-
tures. We may also set it as a classification problem,
and attempt more sophisticated models, as long as
some interpretability remains.
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Readability measures
Flesch reading ease
Flesch-Kincaid Grade Level
SMOG Readability Formula
Automated Readability Index
New Dale—Chall Readability Formula
Stylometric features
Lexical diversity
Text compressibility
Sentence length
Syntactic features
Verb frequency
Noun frequency
Adjective frequency
Adverb frequency
Pronoun frequency
Punctuation frequency
Stopword frequency
Nominal subject frequency
Auxilary frequency
Passive auxiliary frequency
Relative clause modifier frequency
Negation modifier frequency
Simple sentiment arc features

. Linear regression
Mean sentiment Ridge regression
Std. deviation sentiment Lasso

Ending sentiment
Beginning sentiment
Difference between main and ending

Elastic net regularization
Bayes ridge regression

: Huber loss

Sentiment arc measures Polynomial
Hurst PLS
Approximate entropy TheilSen

Table 6: Textual and arc-features considered Table 5: Complete list of models

7 - Linear Ridge Lasso ElasticNet BayesRidge Huber Polynomial TheilSen
Std. Deviation 0.052 0.045  0.03 0.03 0.049 0.037 0.14 0.121

Table 7: Standard deviation per model on the filtered corpus, not considering sentiment-features.
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Abstract

Aspect-based Sentiment Analysis (ABSA) is
a fine-grained sentiment analysis task which
involves four elements from user-generated
texts: aspect term, aspect category, opinion
term, and sentiment polarity. Most computa-
tional approaches focus on some of the ABSA
sub-tasks such as tuple (aspect term, senti-
ment polarity) or triplet (aspect term, opin-
ion term, sentiment polarity) extraction using
either pipeline or joint modeling approaches.
Recently, generative approaches have been
proposed to extract all four elements as (one
or more) quadruplets from text as a single task.
In this work, we take a step further and pro-
pose a unified framework for solving ABSA,
and the associated sub-tasks to improve the
performance in few-shot scenarios. To this
end, we fine-tune a T5 model with instruc-
tional prompts in a multi-task learning fash-
ion covering all the sub-tasks, as well as the
entire quadruple prediction task. In experi-
ments with multiple benchmark datasets, we
show that the proposed multi-task prompting
approach brings performance boost (by abso-
lute 8.29 F1) in the few-shot learning setting.

1 Introduction

Aspect-Based Sentiment Analysis (ABSA) is a
fine-grained sentiment analysis task where the goal
is to extract the sentiment associated with an entity
and all its aspects (Liu, 2012; Pontiki et al., 2014,
2015, 2016; Schouten and Frasincar, 2015; Zhang
et al., 2018; Nazir et al., 2020; Zhang et al., 2022).
For example, in the context of Restaurant reviews
the relevant aspects could be food, ambience, lo-
cation, service with general used to represent the
subject itself (i.e., restaurant). ABSA can provide
valuable fine-grained information for businesses

*Indicates equal contribution.
"Work done during internship at AWS.
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Illovecli the Iburgerl, but the waiter was kinda rude !
[ [

Aspect Term Aspect Term
Aspect Category: FOOD  Aspect Category: SERVICE

Sentiment: Negative

Opinion Term Opinion Term

Sentiment: Positive

Figure 1: Illustrative orientation of four ABSA ele-
ments i.e., Aspect Term, Aspect Category, Opinion
Term, and Sentiment. The related tasks often involve
predicting either everything together or a subset of
them.

to analyze the aspects they care about. Annotated
datasets have been released to foster research in
this area (Pontiki et al., 2014, 2015, 2016).

A full ABSA task aims to extract four elements
from a user-generated text: aspect term, aspect
category, opinion term and the sentiment polar-
ity (see Figure 1 for an example). Most existing
approaches have the focus on extracting some of
these elements such as a single element (e.g., as-
pect term), tuple (e.g., aspect term, sentiment po-
larity), or triplet (e.g., aspect term, aspect cate-
gory, sentiment polarity) (Li et al., 2020; Hu et al.,
2019; Xu et al., 2020a). Recently, Zhang et al.
(2021a) tackled the full ABSA task, under the
name of Aspect Sentiment Quadruple Prediction
(ASQP). Technically, most existing computational
approaches have used extractive and discrimina-
tive models either in a pipeline or in an end-to-end
framework (Wang et al., 2016; Yu et al., 2019;
Cai et al., 2021) to address ABSA. Generative ap-
proaches have been recently shown to be effective
for the full ABSA task and its sub-tasks (Zhang
et al., 2021a,b; Yan et al., 2021). Most notably,
Zhang et al. (2021a) used a sequence-to-sequence
(seq-to-seq) model to address ASQP as a para-
phrase generation problem. One important con-
sideration is that modeling ABSA in a generative

Proceedings of the 13th Workshop on Computational Approaches to Subjectivity, Sentiment, & Social Media Analysis, pages 19-27

July 14, 2023 ©2023 Association for Computational Linguistics



fashion allows for cross-task knowledge transfer.
We go a step further and propose a unified model
that can tackle multiple ABSA sub-tasks, including
the ASQP task, and explore its effectiveness for
low data scenarios. Recent work on large language
models relies on the intuition that most natural
language processing tasks can be described via nat-
ural language instructions and that models trained
on these instructions show strong zero-shot perfor-
mance on several tasks (Wei et al., 2021; Sanh et al.,
2022). Based on this success, we propose a unified
model based on multi-task prompting with instruc-
tional prompts using T5 (Raffel et al., 2020) to
solve the full ABSA task i.e., ASQP (Zhang et al.,
2021a) and several of its associated sub-tasks ad-
dressed in the literature: 1) Aspect term Extraction
(AE) (Jakob and Gurevych, 2010); 2) Aspect term
Extraction and Sentiment Classification (AESC)
(Yan et al., 2021); 3) Target Aspect Sentiment
Detection (TASD), which aims to extract the as-
pect term, aspect category, and sentiment polarity
(Wan et al., 2020); 4) Aspect Sentiment Triplet Ex-
traction (ASTE), which aims to extract the aspect
term, opinion term, sentiment polarity (Peng et al.,
2020). We conduct an extensive set of experiments
with multiple review datasets. Experimental results
show that our proposed model achieves substan-
tial improvement (8.29 F1 on average) against the

state-of-the-art in few-shot learning scenario'.

2 Methods

The four elements of ABSA form a quadruple as
the sentiments are associated with both the aspect,
and the opinion terms (c¢f Figure 1). In this work,
we hypothesize that it is important to capture the
interaction between these components not only at
the quadruple level, but also within a subset of
these four elements.

We consider multiple factorized sub-tasks in-
volving one or more of the four elements to be pre-
dicted. We pose it as a combination of five Ques-
tion Answering (QA) tasks as illustrated in Figure
2. For each QA task, an instructional prompt is
used to train a seq-to-seq model to learn one or
more ABSA elements — referred to as Instruction
Tuning (IT). Our formulation enables learning all
sub-tasks via Multi-Task Learning (MTL).

'Sources  available at: https://github.com/
amazon-science/instruction-tuning-for-absa
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What are the aspect terms in

the text: $TEXT ? —— burger

— burger is great |

%_

burger is loved means
it is great

their sentiments in the text:

‘ ‘What are the aspect terms and
$TEXT ?

% )
il

‘What are the aspect terms,

opinion terms, sentiments |

and categories in the text:
$TEXT?

Seg-to-
Seq
Model

What are the aspect terms,
sentiments and categories in
the text: STEXT ?

burger is great
means FOOD is
great

( What are the aspect terms,
opinion terms and sentiments
in the text: $TEXT ?

L, burger is loved means
FOOD is great
$TEXT = | loved the burger

Figure 2: Instruction tuning to solve the sub-tasks re-
lated to ABSA. We devise multiple prompts to instruct
a seq-to-seq model to learn in multi-task learning man-
ner.

2.1 Input Transformation

First, we transform each sentence in the corpus
using the instruction templates provided for each
task as shown in Table 1. Furthermore, we use mul-
tiple paraphrased instruction templates as shown
in Table 2 for a task, and sample randomly when
preparing a batch during training (and evaluation)
of the seq-to-seq model. However, the target out-
put sequence remains unchanged irrespective of
the template sampled for a task.

2.2 Model Training

Next, we perform IT with the seq-to-seq model.
We train it in a MTL fashion where input-output
combinations are sampled from all tasks simultane-
ously. We use the following loss for model training:

T n
1
T D) log po(ilyr, - yic1,xe). (1)

t=1 i=1

where x¢ is the transformed input sequence (x) for
" task. 6 is the set of model parameters. 7 is the
length of output sequence. ¥; is the i token in out-
put sequence. 1" is the number of tasks. The model
parameters are updated using Adam optimizer with
weight decay (Loshchilov and Hutter, 2019).

2.3 Output Transformation

Finally, we transform the output using the tem-
plates provided in the rightmost column in Table 1.
In case there is more than one quadruple in the out-
put, we use a special separation token [SSEP]. We
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Task SAT SAC $S Input Instruction Output
Aspect v Given the text: $TEXT, what are the aspect terms in it ? Template: $AT
Extraction (AE) What are the aspect terms in the text: $TEXT ? Literal: burger
Aspect term Given the text: $TEXT, what are the aspect terms and
Extraction and v v their sentiments ? Template: $AT is $S
Sentiment Classification ‘What are the aspect terms and their sentiments in Literal: burger is great
(AESC) the text: $TEXT ?
Given the text: $TEXT, what are the aspect terms, Template: $AT is $S means
Target Aspect . . A e @
. . sentiments and categories ? $AC is $S
Sentiment Detection v v v . . . .
(TASD) ‘What are the aspect terms, sentiments and categories Literal: burger is great means
in the text: $TEXT ? food is great
. Given the text: $TEXT, what are the aspect terms, Template: $AT is means
Aspect Sentiment . K L
. . opinion terms and sentiments ? itis $S
Triplet Extraction v v L . .
(ASTE) What are the aspect terms, opinion terms and Literal: burger is means
sentiments in the text: $TEXT ? it is great
. Given the text: $TEXT, what are the aspect terms, Template: $AT is means
Aspect Sentiment opinion terms, sentiments and categories ? $AC is $S
Quadruple Prediction v v v P > ) € '

(ASQP)

‘What are the aspect terms, opinion terms, sentiments and
categories in the text: $TEXT ?

Literal: burger is
food is great

means

Table 1: The factorized sub-tasks in ABSA. Each of them covers a sub-set of all four prediction targets. $AT:
Aspect Term; $AC: Aspect Category; $S: Sentiment; $OT: Opinion Term; $TEXT: input text. Both templates and
literal values (for $TEXT = I loved the burger) are shown for Output against each task.

map sentiment classes positive, negative and neu-
tral to great, bad and ok respectively in the output
similar to (Zhang et al., 2021a). During inference,
we apply the reverse transformations to recover the
quadruples for evaluation.

3 Experiments

As this work is one of the first few attempts towards
studying few-shot learning in ABSA context, un-
surprisingly, there is a lack of standard few-shot
datasets. We emulate few-shot data drawing inspi-
ration from the literature (Halder et al., 2020; Ma
et al., 2022) for our experiments.

3.1 Datasets: Few-shot Preparation

We use three datasets, REST15, REST16 from
(Zhang et al., 2021a) and LAPTOP14 from (Xu
et al., 2020b). For the first two, we shuffle the
data with fixed random seed, and select first few
samples so that there are at least £ samples from
each aspect category’. As LAPTOP14 does not
have aspect category annotations, we select k ex-
amples per sentiment class instead, following the
same principle (statistics in Table 5).

2t is not feasible to guarantee exactly k samples since
an example can have multiple aspect categories. (Ma et al.,
2022)
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3.2 Baselines and Models for Comparison

As a strong baseline, we consider PARAPHRASE
(or PARA) model® — the current state-of-the-art
for TASD, ASTE, and ASQP tasks (Zhang et al.,
2021a). It uses the same backbone model as of
ours, which ensures fair comparison. However, for
the other two tasks PARA is not applicable, hence
we use a generative framework called BARTABSA
as the baseline (Yan et al., 2021). All the PARA
numbers are obtained using our implementation
for a fair comparison (cf Section A.5).

To understand the impact of all the components
in our approach, we consider two model ablations:

1. Text: STEXT is directly used as input

2. IT: $TEXT is transformed to instructions

We refer to our full proposed model as IT-MTL,
it covers all the tasks. Table 3 provides illustrations
of the input prompts for the ablations.

3.3 Experimental Setup

We use t5-base (Raffel et al., 2020) as the back-
bone for our models. Results are averaged over 5
runs with random seeds (cf Section A.2 for all de-
tails). Micro F1 is the evaluation metric following
previous work (Zhang et al., 2021a).

30Other competitive models can be found in (Zhang et al.,
2021a). Since PARA has outperformed them, we focus on it.



Task Input Prompts

AE

Given the text: $TEXT, what are the aspect terms in it ?

What are the aspect terms in the text: $TEXT ?

ASE

Given the text: $TEXT, what are the aspect terms and their sentiments ?

What are the aspect terms and their sentiments in the text: $TEXT ?

Given the text: $TEXT, what are the aspect terms, sentiments and categories ?

TASD

What are the aspect terms, sentiments and categories in the text: $TEXT ?

Given the text: $TEXT, what are the aspect terms, categories and sentiments ?

What are the aspect terms, categories and sentiments in the text: $STEXT ?

Given the text: $TEXT, what are the aspect terms, opinion terms and sentiments ?

ASTE

What are the aspect terms, opinion terms and sentiments in the text: $TEXT ?

Given the text: $TEXT, what are the opinion terms, aspect terms and sentiments ?

What are the opinion terms, aspect terms and sentiments in the text: STEXT ?

Given the text: $TEXT, what are the aspect terms, opinion terms, sentiments and categories ?

What are the aspect terms, opinion terms, sentiments and categories in the text: $TEXT ?

Given the text: $TEXT, what are the aspect terms, opinion terms, categories and sentiments ?

ASQP

What are the aspect terms, opinion terms, categories and sentiments in the text: $TEXT ?

Given the text: $TEXT, what are the opinion terms, aspect terms, sentiments and categories ?

What are the opinion terms, aspect terms, sentiments and categories in the text: $TEXT ?

Given the text: $TEXT, what are the opinion terms, aspect terms, categories and sentiments ?

What are the opinion terms, aspect terms, categories and sentiments in the text: $TEXT ?

Table 2: List of input instruction prompts for all the five sub-tasks. $TEXT is the place holder for actual text.

Ablation Input Prompt
Text $STEXT
IT What are the aspect terms in the text: STEXT?

What are the aspect terms in the text: STEXT?
What are the aspect terms and their sentiments
in the text: $TEXT?

Given the text: $TEXT, what are the aspect
terms, sentiments and categories?
Given the text: $STEXT, what are the aspect
terms, opinion terms and sentiments?
What are the aspect terms, opinion terms,
sentiments and categories in the text: $TEXT ?

IT-MTL

Table 3: Illustration of input prompts to the seq-to-seq
model for various ablations of our proposed approach.

3.4 Results

We present results for all the datasets in Table
4. Since, LAPTOP14 lacks aspect category
annotations, TASD and ASQP are not applicable.
We make four key observations from the results.

Ablation Study: First, I'T beats Text in most set-
tings proving effectiveness of our instructions. Sec-
ond, we observe that IT-MTL outperforms others
on REST15, and REST16 substantially in few-shot
settings, except on LAPTOP14 as IT-MTL under-
performs on AE task. This might be attributed to
the absence of TASD, ASQP tasks. Overall, we
observe the trend IT-MTL > IT > Text.
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Baseline Comparison: Third, our proposed
IT-MTL approach outperforms PARA, and
BARTABSA comfortably in most few-shot settings
across all datasets with a performance boost of
8.29 F1 on average. We observe some excep-
tions in LAPTOP14, where PARA outperforms I'T-
MTL slightly on ASTE — possibly due to the miss-
ing tasks that involve aspect category annotations.
Fourth, we also experiment with the full training
datasets and summarize them in Figure 3. In 4 out
of 5 tasks, our IT-MTL model either outperforms
or does at par with the SOTA baselines. Interest-
ingly, in case of AE, it falls behind BARTABSA by
3.5 F1 scores. We attribute this difference to the
advanced decoding strategies used in BARTABSA
which are orthogonal to our work.

Regarding the randomness introduced by the
seeds, we observe that the model training is reason-
ably stable across tasks (c¢f Table 6). Overall, we
conclude that in few-shot settings, our proposed I'T-
MTL leverages the knowledge from multiple tasks,
and improves the generalization of the underlying
seq-to-seq model across all the ABSA tasks.

4 Conclusion

In this paper, we posed ABSA as an instruction
tuning based seq-to-seq modeling task. We factor-
ized the overall quadruple prediction task into five



Task Model K=5 | K=10 | K=20 | K=50
BARTABSA | 19.68 | 4299 | 57.43 | 63.48
AE Text 43,95 | 54.38 | 59.75 | 61.75
1T 45.24 | 55.1 | 60.33 | 64.15
IT-MTL 44.18 | 56.57 | 62.65 | 67.22
BARTABSA | 10.77 | 27.38 | 42.23 | 52.55
Text 3733 | 47.68 | 50.6 | 56.69
AESC 1T 394 | 49.43 | 52.06 | 58.4
IT-MTL 38.99 | 47.62 | 53.58 | 59.54
PARA. 21.34 | 37.39 | 42.52 | 47.57
Text 22.55 | 36.37 | 42.28 | 48.52
TASD 1T 22.92 | 36.52 | 43.2 | 50.14
IT-MTL 27.05 | 36.81 | 43.56 | 50.24
PARA. 22.07 | 3249 | 36.28 | 41.12
Text 18.49 | 30.17 | 35.66 | 41.49
ASTE 1T 22.38 | 32.11 | 36.67 | 41.65
IT-MTL 22.7 | 33.52 | 37.78 | 43.84
PARA. 13.65 | 22.90 | 27.87 | 34.49
Text 12.15 | 22.19 | 28.82 | 33.96
ASQP 1T 13.3 | 24.35 | 29.66 | 36.78
IT-MTL 15.54 | 25.46 | 3147 | 37.72

(a) REST15
Task Model K=5 | K=10 | K=20 | K=50
BARTABSA | 31.48 | 55.90 | 62.96 | 71.06
AE Text 52.7 58.5 | 61.49 | 67.21
1T 55.64 | 59.36 | 63.75 | 68.14
IT-MTL 59.41 | 61.87 | 66.88 | 71.18
BARTABSA | 25.45 | 46.31 | 53.27 | 62.90
Text 49.13 | 54.54 | 57.05 | 62.75
AESC IT 51.93 | 55.29 | 59.96 | 63.45
IT-MTL 52.42 | 55.37 | 60.22 | 65.14
PARA. 28.93 | 38.99 | 48.29 | 54.89
Text 30.65 | 38.39 | 46.72 | 54.04
TASD 1T 34.38 | 38.58 | 47.66 | 55.16
IT-MTL 40.45 | 42.41 | 48.83 | 55.82
PARA. 32.48 | 38.90 | 43.51 | 51.47
Text 28.44 | 38.23 | 42.12 | 509
ASTE 1T 33.08 | 41.12 | 44.08 | 51.69
IT-MTL 35.75 | 38.95 | 44.75 | 52.94
PARA. 20.02 | 28.58 | 36.26 | 43.50
Text 20.98 | 28.06 | 35.04 | 45.26
ASQP IT 23.86 | 30.02 | 37.20 | 46.9
IT-MTL 27.02 | 31.66 | 38.06 | 47.48

b) REST16
Task Model K=5 | K=10 | K=20 | K=50
BARTABSA - 5.54 | 33.04 | 60.98
AE Text 34.64 | 42.26 | 51.11 | 59.62
1T 3429 | 47.4 | 52.39 | 63.86
IT-MTL 31.54 | 42.73 | 53.08 | 63.71
BARTABSA - 475 | 24.92 | 50.01
Text 21.68 | 30.7 | 37.74 | 50.39
AESC 1T 23.28 | 36.55 | 43.39 | 52.92
IT-MTL 25.01 | 3444 | 44.5 | 53.75
PARA. 14.99 | 23.87 | 30.12 | 43.75
Text 10.10 | 16.27 | 26.37 | 39.65
ASTE 1T 12.60 | 21.31 | 30.03 | 41.91
IT-MTL 14.18 | 24.09 | 32.39 | 42.62

(c) LApTOP14

Table 4: Comparison of IT-MTL with baselines.

Bolded: best, Underlined: second-best. ‘=’ denotes the

model failed to obtain a non-zero score.
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sub-tasks resembling Question Answering tasks.
We proposed a multi-task learning based approach
using a pre-trained seq-to-seq model. We experi-
mented with customer reviews from two domains,
showed that our approach gives superior perfor-
mance compared to baseline models in few-shot,
and stays comparable in full fine-tuning scenarios.

5 Limitations

First, our work essentially relies upon a generative
language model to understand the relationships be-
tween the sentiment elements in contrast to discrim-
inative/extractive models which make structured
predictions by design. As a result, our model is sus-
ceptible to usual anomalies suffered by generative
models e.g., malformed outputs. We recover the
quadruples from the model’s output sequence us-
ing regular expression based matching with fixed
templates, as a result, an end-user will never re-
ceive any irrelevant text generated by the model.
However, the accuracy will still be impacted in
such cases nevertheless. Second, input sequences
in user-generated content can be arbitrarily long
and that might result in increased decoding time
because of the underlying generative model. Last
but not the least, all the instruction templates we
provide in this work are designed solely for En-
glish. It would be interesting to explore systematic
ways to be more language inclusive for instruction
tuning based ABSA.
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AE

Figure 3: The average F1 scores achieved by our I'T-
MTL model and the relevant baseline. For AE, AESC
the baseline is BARTABSA, and for others PARA. is
the baseline.

A Appendix

A.1 List of input instruction prompts
A.2 Hyperparameters

We set the learning rate to 3e-4 for all the exper-
iments in this paper. We train each model for a
fixed number of 20 epochs similar to Zhang et al..
For full-shot experiments, we use a batch size of
16. For k=5, 10, 20 and 50 we use a batch size of
2,2, 4 and 8 respectively. The maximum sequence
length is set to 160. Longer sequences are trun-
cated and shorter sequences are padded. Finally,
we use Adam optimizer with weight decay.

A.3 Dataset Statistics

Table 5 presents the number of sentences in each
dataset. Please note that for LAPTOP14 dataset,
the few-shot data for different values of K was se-
lected based on sentiment classes instead of Aspect
category due to lack of category annotations.

A.4 Results on Full Datasets

The averaged results across full datasets (REST15,
REST16 and LAPTOP14 ) are in Figure 3.

A.5 Implementation Issues

We extend Zhang et al. (2021a)’s library to imple-
ment our models. A careful reader might notice
that the PARA and our text-only ablation should
be similar as the only difference is in the output
prompts. However, in practice we observe a large
gap in few-shot performance between these two
when we obtain the numbers for PARA with au-
thors’ published sources. Upon investigating, we
discovered a few implementation issues in their
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sources. Our implementation improves PARA’s F1
scores in few-shot settings and we report that to
ensure a fair comparison. It brings the gap down
from 6.75 to 2.32 in terms of absolute F1 scores
between IT-MTL and PARA.

Evaluation Logic: We observe another critical
issue in the evaluation logic in Zhang et al.’s
sources*. It discounts the repetitions of the same
tuple produced in the output. For illustration, let
us assume for a review the target tuples for AE
task are burger, fries. Now, if the seq-to-seq model
outputs burger, burger, the logic in their sources
computes the true positive count to be 2, whereas
it should be only 1. This ultimately leads to an
inflated F1 score. We fix this issue in our evalu-
ation and comparisons with PARA. The reported
F1 for PARA with the original logic was 61.13,
after the fix it becomes 60.70 on full corpus of
LAPTOP14. Overall, we observe that for few-shot
cases, this issue becomes more apparent compared
to the high-shot ones.

A.6 Stochasticity in Few-shot Data Sampling

So far, we keep the few-shot data fixed and vary the
seed 5 times. To observe the effect of another form
of stochasticity, in Table 7, we sample few-shot
data 5 times for REST16 and keep the seed fixed.
We observe that the trend remains the same.

Model | K=5 | K=10 | K=20 | K=50
Text 21.99 | 293 | 37.92 | 46.83
IT 2291 | 31.24 | 38.00 | 47.94
IT-MTL | 24.97 | 32.25 | 39.89 | 48.20

Table 7: ASQP Results for REST16 averaged across 5
different k-shot samples.

4ht’cps ://github.com/IsakZhang/ABSA-QUAD/blob/
master/eval_utils.py#L90@


https://github.com/IsakZhang/ABSA-QUAD/blob/master/eval_utils.py#L90
https://github.com/IsakZhang/ABSA-QUAD/blob/master/eval_utils.py#L90

Rest15 Rest16 Laptop14
K=5 | K=10 | K=20 | K=50 | Full | K=5 | K=10 | K=20 | K=50 | Full | K=5 | K=10 | K=20 | K=50 | Full
Train | 25 46 86 181 | 834 | 22 43 71 179 | 1264 | 11 19 40 106 | 906
Dev | 21 35 68 140 | 209 | 26 42 73 159 | 316 8 16 34 86 | 219
Test 537 544 328

Table 5: Number of sentences in each dataset. The same test set was used for few-shot and full-shot evaluation.

Dataset | Model K=5 K=10 K=20 K=50

PARA. 13.65+0.92 | 22.90+0.50 | 27.87+1.64 | 34.494+0.64
IT-MTL | 15.5441.61 | 25.46+1.09 | 31.47+0.58 | 37.724+0.76
PARA. 20.02+1.43 | 28.58+1.41 | 36.26+0.54 | 43.50+0.29
IT-MTL | 27.024+1.29 | 31.66+1.39 | 38.06+t1.69 | 47.48+1.20

RESTI15

REST16

Table 6: Results (F1 + standard deviation) for ASQP task. The F1 scores remain reasonably stable with the
standard deviation being under ~1.6 F1 points in all cases.
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Abstract

In this work we use consumed text to infer Big-
5 personality inventories using data we have
collected from the social media platform Red-
dit. We test our models on two datasets, sam-
pled from participants who consumed either
fiction content (N = 913) or news content
(N = 213). We show that state-of-the-art mod-
els from a similar task using authored text do
not translate well to this task, with average cor-
relations of r = .06 between the model’s pre-
dictions and ground-truth personality inventory
dimensions. We propose an alternate method of
generating average personality labels for each
piece of text consumed, under which our model
achieves correlations as high as r = .34 when
predicting personality from the text being read.

1 Introduction

While authored text has previously been used for
personality prediction (Eichstaedt et al., 2021), con-
sumed text (the linguistic attributes of the text that
people choose to read) has received no such atten-
tion. It is unclear if consumed text can be indicative
of personality. Methods used in similar tasks may
also not transfer to this domain, as a consumed
piece of text is not unique to a single reader.

However, predicting reader personalities may
help understand and reduce the impact of psycho-
logical micro-targeting, particularly in the domain
of political advertising. Facebook has a psycho-
logical micro-targeting patent registered (Nowak
and Eckles, 2014), and previous work indicates
personality targeted messages increase desirable
outcomes for advertisers (Matz et al., 2017).

As recent work has shown that targeted politi-
cal advertising online has been more more effec-
tive than traditional methods (Zarouali et al., 2020;
Goldberg et al., 2021; Tappin et al., 2022; Joyal-
Desmarais et al., 2022), our work aims to reverse
engineer the process of such psychological target-
ing, with the intention of developing countermea-
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sures to remove or reduce the impact of this tar-
geting. Here we first demonstrate that consumed
text can be used to infer personality. This is sig-
nificant, as we show that personality prediction of
content consumers is possible even where there
are not structural connections to known cultural
touchpoints (which has been demonstrated previ-
ously by, e.g., Youyou et al. (2015)). Prediction of
consumer personality from consumed text is highly
tranferrable, being in principle applicable to any
platform where users might read text. In the future
we aim to develop tools for users that would flag
articles or text that our model predicts could be
congruent with their personality inventory.

In this paper we sample ~1,100 participants
from the social media website Reddit, using their
public data and provided personality inventories to
show that consumed text can also be indicative of
the consumer’s personality. Our models achieve
Pearson’s » > 0.3 between predicted personality
dimension values and those provided using stan-
dard instruments. We also show that models that
have achieved state-of-the-art performance when
applied to produced text do not achieve suitable
performance on consumed text.

2 Background

In the field of psychology, constructs such as per-
sonality are quantified using validated tools. One
such tool is a personality inventory, where the out-
come is usually represented as a numerical value
for multiple personality dimensions. One example
of this is the Big-5 model, which uses a question-
naire to capture people’s personality along five di-
mensions (Soto and John, 2017; Goldberg, 1993).
These scales enable measurement of personality,
and in combination with access to large feature-
rich datasets from social media they have enabled
attempts at estimating people’s personality from
their behaviour (Bachrach et al., 2012; Schwartz
et al., 2013). Machine learning has improved to
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the point where automated personality judgements
can outperform humans at the same task (Youyou
et al., 2015). This has also been found with tex-
tual content: various studies have shown that text
produced by a user can be used to estimate their
personality (Eichstaedt et al., 2021).

Language models have played a large part in
the improvement of performance in many down-
stream natural language tasks in recent years (Pen-
nington et al., 2014). The most recent develop-
ment to have a substantial performance impact is
attention (Vaswani et al., 2017; Bahdanau et al.,
2014), which enables word representations that are
dynamically generated based on surrounding text
(i.e. “bark” will have different representations for
a “dog’s bark” and “tree bark”). This has resulted
in a new generation of attention-based language
models that reported state-of-the-art-performance
for multiple NLP tasks (Devlin et al., 2018). These
architectures are still being iterated on to improve
performance (Zhong et al., 2022; Patra et al., 2022).

Attention has also been useful for personality
modelling in the domain of produced text. Lynn
et al. (2020) defines “message-level attention”,
which is based on the assumption that “not all doc-
uments are equally important”. Models using this
form of attention take multiple produced messages
from an author and weigh the importance of each
message according to a learned attention mecha-
nism, in order to predict that author’s personality.
Lynn et al. (2020) represent the current state-of-
the-art performance for this task, while also provid-
ing some interpretability of the model via message
weights.

In this study we apply these message attention
models to the domain of consumed text, alongside
an alternative method that aims to predict the av-
eraged personality profile of all known consumers
of the article. We show that message attention
models do not achieve desirable performance when
applied to consumed text. Evaluation under av-
eraged personality labelling shows promising per-
formance in comparison. Our evaluation covers
multiple datasets, spanning two different genres
of text. We also trial the effectiveness of models
predicting consumer personality using only article
titles instead of the entire article. We find that the
personalities of news readers are better predicted
by our models than the consumers of fictional con-
tent, and predictions on the basis of news titles
alone perform comparably to those informed by
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the content of the entire article.

3 Methods
3.1

For each personality dimension, given a set of NV
messages (or articles consumed) from a user u we
encode each textual input (article;) such that:

Message Level Attention

€]

where @ is the language model used to encode
each consumed article. We then pass all vector
representations (such that all s; € .S) through an-
other sequence model, multi-headed self-attention
(MHA) (Vaswani et al., 2017):

s; = ®(article;),

S’ = MHA(S). (2)

We then apply the message attention mechanism
to calculate articles that are most indicative of the
personality of a given user, as proposed in Lynn
et al. (2020):

h; = tanh(W,,, s} + by,) 3)
exp(h. ho,
;= ~ p( i —|—) , (4)
> j=0€xp(h; hp)

where W,,, and b,,, are learned features for the en-
coders hidden state. h,, is a learned vector that
judges how much attention should be paid to each
article. Equation 4 is a softmax where all m,; will
sum to 1.

Each value in m is a scalar that represents how
important the attention mechanism considers its
corresponding article vector s; is, and scales it ac-
cordingly.

N
U = Z m;s;. (5)
i=0
Equation 5 shows how the user representation is
formulated using the weighted average summation
of each article consumed by a user. The vector
representation of the user is passed into a standard
feed forward neural network such that:

f:RY 5 R, (6)

which results in prediction of a single personality
dimension for that user. Each personality dimen-
sion will have its own message attention and user
representation weights calculated separately, to fine
tune as accurately as possible.



3.2 Average Personality Per Article

With produced text it can be reasonably assumed
that all messages produced are unique to that user.
However that assumption does not hold for con-
sumed text, as it is not intended to be unique to a
single reader.

Our method assigns a single personality label
for each article. The personality label for a given
article is comprised of the average personality score
of all participants who are known to have consumed
that article. The underlying assumption of this
method is that each article will target a large group
of people that have an aggregate personality profile
indirectly indicated in the text. We also assume that
the average personality of known consumers is the
likeliest approximation to the personality profile of
the intended audience.

In contrast to our evaluations of message-level
attention models, under this methodology only one
article per training step is fed into the neural net-
work. Labels in this model are the average person-
ality of every user who has consumed the article.

For a given article we calculate the language
model representation as:

s = ®(article), 7

where @ is the language model used to encode the
article to a vector representation.

Unlike Section 3.1, no further processing is re-
quired to generate a vector used to predict the tar-
geted personality, and a feed forward network is
again used to estimate the personality of the aver-
age consumer of this article.

4 Dataset

Two datasets are used in our experiments, both
sourced from the social media website Reddit be-
tween 2021-2022. Participants were invited to par-
ticipate in a survey and gave permission for us
to link their public post and comment history to
their personality inventories as assessed via a Big-5
personality questionnaire (BFI-2) (Soto and John,
2017). We crawled the content of all posts our
participants had commented upon, using comment-
ing behaviour as an indication of text consumption.
Our data collection and retention procedures were
overseen by the relevant institutional ethics board.

Our two datasets cover different domains of con-
tent. Our news dataset contains news articles con-
sumed by our participants from news-focused sub-
reddits (communities dedicated to a specific topic),
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Table 1: Number of users and articles that have been
consumed for both datasets used in experiments. Note
that these users may have consumed text from both
domains.

‘ News  Fiction
Users 213 953
Articles | 19,609 4,000

including r/worldnews, r/politics and r/europe.
Our fiction dataset contains short fiction con-
sumed by participants from subreddits devoted to
sharing such content, such as »/WritingPrompts,
r/shortstories, and r/nosleep.

News subreddits were chosen based on activ-
ity (number of users, and posts) and the majority
of articles posted being URL submissions linking
to news stories from external news sites. These
subreddits are also moderated to remove unwanted
content, such as spam or adverts. Fiction subreddits
were also chosen based on activity, along with ease
of crawling for the text content posted there. Text
content is usually short stories which are submitted
as a post, or in the case of #/WritingPrompts as top
level comments.

Table 1 details the number of participants and ar-
ticles that have been gathered through our sampling
process. Active Reddit users engage with many ar-
ticles, but engagement is not evenly distributed:
some articles are consumed by only a single user,
while other articles were consumed by hundreds of
our participants. This leads to some imbalance and
uncertainty in our average-personality labelling: it
is possible that articles consumed by fewer of our
participants give a single consumer’s personality
disproportionate weight.

Figure 1 shows the distribution of the Big-5 per-
sonality traits as aggregated by fiction and news
articles as per our method described above. Per-
sonality labels at the article level show somewhat
reduced variance compared to the per-user data
(see Appendix C), but are by no means uniform.
The personality distributions of news and fiction
consumers are quite similar, seeming to reflect a
common Reddit user personality type.



Figure 1: Box plots showing the distributions of personality scores per article. On each box, the central mark
indicates the median, and the left and right edges of the box indicate the 25th and 75th percentiles, respectively.

Outliers are plotted beyond the whiskers.

Personality Scores for News Articles

Openness . PSS .D]. -H
Neuroticism [ +#fF = = = = = D _____ [

Conscientiousness - -- - - -|:|:’- _____ H

Agreeableness + F-=---- -ED- - --H
Extraversion| F----- EEI» _____ 4

12 16 20 24 28 32 36 40 44 48 52 56 60
Score

5 Results

In this work we primarily seek to answer the fol-
lowing questions:
* Can a person’s personality inventory be in-
ferred from the textual content they consume?
* Do state-of-the-art models for produced tex-
tual content achieve “good” performance
when applied to consumed text?
* Does the domain of consumed text affect pre-
dictive performance in these tasks?
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Message-level attention is considered to achieve
state-of-the-art performance when predicting per-
sonality based on text that is produced by
users (Lynn et al., 2020; Eichstaedt et al., 2021). It
may be reasonable to presume that these models
would be good for the similar task of predicting
personalities based on text consumed by users. In
these experiments each article is passed through
a Sentence-BERT language model (Reimers and
Gurevych, 2019) to generate a vector representa-
tion for each article, which is then passed to the
message-level attention model as described in Sec-
tion 3.1. Appendix A provides more detail on our
experimental setup for all models.

Three different models are trained; one using
the fiction dataset, and two using the news dataset.
The textual input for the two news dataset models
differed, with one model trained using the article
bodies in the same manner as for the fiction dataset,
and one model using the new article titles alone.
Fiction titles have not been considered as a textual
input due to the format of titles in the chosen fiction

Message-Level Attention Results

Conscientiousness
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Personality Scores for Fiction Articles

Openness

Neuroticism

Agreeableness

Extraversion

12 16 20 24 28 32 36 40 44 48 52 56 60
Score

Figure 2: Histogram of all normalised message weights
used in weighted sums to generate user vectors. A value
being close to 1 represents an article that is weighed as
important as it would be to a uniformly weighted mean.
Higher weights represent more informative articles ac-
cording to the message attention mechanism.
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subreddits; r/WritingPrompts titles are written as
prompts for commenters to write their own fiction,
while #/shortstories titles include authors, series
tags, and other meta-text.

Table 2 shows the 5-fold cross-validation perfor-
mance of all three models that are trained using
message attention. The performance of all these
models is degraded in comparison to the results
obtained by Lynn et al. when using produced
text (Lynn et al., 2020). The model trained on
fiction articles produced the best performance of
the three, and the lowest variance in performance.

Message attention models learn a weighting
function that weighs the relative importance of each



Table 2: 5-fold cross-validation performance of message attention models attempting to predict personality invento-
ries from consumed text. We show results for two different domains of text: fictional stories and news articles. We
also show the performance of models trained just on news titles instead of the entire news article. We report the
average Pearson’s r across all 5 folds and intervals of one standard deviation.

Domain Fiction News

Content Articles Articles Titles
Extraversion 0.08 [0, 0.16] 0.05 [-0.06, 0.16] | 0.06 [-0.06, 0.18]
Agreeableness 0.1 [0.06, 0.14] 01[-0.2,0.19] 0.01 [-0.11, 0.14]
Conscientiousness 0.07 [0.04, 0.11] | 0.11 [-0.04, 0.26] | 0.13 [-0.05, 0.31]
Neuroticism 0.07 [-0.01, 0.16] | 0.04 [-0.05,0.14] | 0.01 [-0.14, 0.17]
Openness to Experience 0.04 [0, 0.09] -0.02 [-0.2,0.16] | 0.1[-0.14,0.33]

article when generating the user vector. We can
look at the distribution of these weights for each
article to see if they are finding certain articles to
be more informative than others.

We extract all message-level attention weights
in order to examine the distribution. In the model
these weights are used to create the user vector,
with the weights contributing to the weighted sum
of each article. If a user’s personality is pre-
dicted given [N arguments then a uniform weight-
ing would be 1/N for each article. Each user may
have consumed a different number of news articles,
so to normalise this we divide each weight we ob-
tain by 1/N. If a normalised weight is < 1 then
the model estimated that the article is less informa-
tive than average in predicting a user’s personality.
If a normalised weight is > 1 then the model has
estimated that the article is more important to pre-
dicting that user’s personality.

Figure 2 shows a histogram of all attention
weights that are used in the validation steps of
all three message attention models. All atten-
tion weights in these models are close to equally
weighted for every article. This indicates that the
model is predicting that none of these consumed
articles are more or less informative than any other
in predicting a user’s personality.

5.2 Average Personality Per Article

For this experiment, all articles have a correspond-
ing label that is the average personality score of all
participants who have consumed the article. Our
model of consumption is that an article has been
consumed if the user has commented on a Reddit
post that links to that article. In these experiments
the language model used is the same as the previous
models, with Sentence-BERT providing a vector
representation for each article. The same input lan-
guage model is used for a fair comparison between
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message attention and average personality models.
The model is described in detail in Section 3.2.

Three models are trained again using the same
fiction, news article and news title inputs as de-
scribed in Section 5.1, this time with an average
personality label for each article.

Table 3 shows the 5-fold cross-validation perfor-
mance of all three models that are trained with av-
eraged labels for each article. Model performance
is much improved when compared to the results
for the message attention approach. The variance
within k-fold performance is also decreased, show-
ing a more consistent performance between models.
Models trained using news article text have gener-
ally better performance than models trained using
fiction, with the exception of personality dimen-
sion of Openness. Our news titles model achieves
similar performance to the model trained using the
entire news article.

5.3 Visualisations

We generated word clouds to understand which
words and phrases were most strongly corre-
lated with each personality dimension. This was
achieved by taking the validation set predictions
from each fold and examining which n-gram
phrases (1,2,3-gram) were most correlated with
each personality dimension.

Figure 3 shows the word clouds for news titles
when using the average-label method, and the n-
grams that most correlate with each personality
dimension. The word clouds show that words re-
lated to article content, rather than stylistic features,
are most correlated with personality features of the
text’s consumer. The particular phrases visualised
also represent major news stories that occurred dur-
ing the period of data collection.



Table 3: 5-fold cross-validation performance of average-label models attempting to predict personality inventories.
We show results for two different domains of text: fictional stories and news articles. We also show the performance
of models trained just on news titles instead of the entire news article. We report the average Pearson’s r across all 5

folds and and intervals of one standard deviation.

Domain Fiction News

Content Articles Articles Titles
Extraversion 0.2910.27,0.30] | 0.3[0.28,0.31] | 0.27 [0.26, 0.28]
Agreeableness 0.1210.09, 0.14] | 0.21[0.2,0.22] | 0.23[0.22, 0.24]
Conscientiousness 0.13[0.09, 0.16] | 0.25[0.23, 0.27] | 0.23 [0.21, 0.25]
Neuroticism 0.13[0.11, 0.16] | 0.33 [0.31, 0.35] | 0.34 [0.32, 0.35]
Openness to Experience | 0.23 [0.2, 0.27] | 0.17 [0.15, 0.20] | 0.15[0.13, 0.17]

Figure 3: 1,2,3-gram word cloud of news titles. This shows top 20 positive and top 20 negative features that best
predict each personality dimension. The colour of the n-grams indicate correlation to the dimension. The size of the

n-gram is the absolute value of that correlation.
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6 Discussion

Our experiments have tackled a novel personality
prediction task using consumed rather than pro-
duced text to infer personality. We demonstrate
that the structure of this task is important, showing
a significant difference in performance between
the state-of-the-art message attention model and
average-labelling models. The message-level atten-
tion mechanism used by Lynn et al. (2020) does
not perform well on this problem, and our exami-
nation of attention weights suggests this is because
the model rarely finds any consumed text to be es-
pecially informative with regard to a participant’s
personality. We also find that the source of the
corpus also has an impact on performance, with
models trained upon news text better suited to pre-
dicting personality.

33

6.1 A failure of message attention

There may be multiple factors that explain the poor
performance of message-level attention models on
this task. The fundamental assumption of these
models that is some pieces of text are more impor-
tant than others when predicting personality. This
assumption seems to hold true when using pro-
duced texts, given the performance of those mod-
els. However, this does not appear to have held for
consumed text.

One factor that may be key to explaining this
result is that produced text can usually be assumed
to be somewhat unique. There may be some com-
ments that are commonly produced such as com-
mon questions or short phrases in reply to another
user, but the majority of comments that are pro-
duced by a typical user would generally be unique
text sequences. In contrast, news articles and pieces
of fiction submitted to Reddit are intended to reach



a wide audience, and so would take the role of com-
mon factors linked to the many unique personality
profiles of all their consumers. Each article that is
consumed by multiple people that have differing
personality scores could confound the message at-
tention mechanism, essentially providing the same
input and expecting multiple different outputs.

The average-label approach to predicting the per-
sonality profile that consumes an article demon-
strates encouraging predictive performance, accom-
panied by a reduction in variance between folds.
These results instill confidence in the method’s ca-
pability to infer the overall personality that a con-
sumed article may elicit. Although our results may
not match the outcomes achieved in other person-
ality prediction tasks such as generated text, they
serve as a solid foundation for further advancement.

Some consideration should be given to the differ-
ence between the tasks. Message attention models
are modelling a user’s personality given all of the
text they have consumed. The average-label frame
models the average personality of a single article.
Are these similar enough tasks for a fair compar-
ison of performance? Is it viable to use average
label models as part of a model that would predict
users?

6.2 Do we need more samples?

The different nature of the proposed models also
leads to a large difference in the number of sam-
ples. We gathered 213 participants who consumed
news articles, whereas we gathered 953 participants
who read fiction. Contemporary work involving
produced text generally has samples in the tens
of thousands (Lynn et al., 2020; Eichstaedt et al.,
2021).

To see if number of samples was the cause for the
large gap in performance, we created a model that
would predict personality from the produced text
our participants posted on Reddit. We use the same
message attention model as is used in previous
work (Lynn et al., 2020). Our results (given in
Appendix B) show performance much improved
relative to that of our consumed text models, and
with confidence intervals within range of state-of-
the-art performance. This demonstrates that the
number of samples alone does not explain the large
decrease in performance between the produced and
consumed text tasks.
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6.3 Textual features

Average-label models also may be over-fitting to
textual features that are repeated multiple times
across each corpus. This may be particularly true
with both article corpora. Efforts have been made
to clean the text for repeating signals of this form
(e.g., the author bylines for news articles) but we
cannot be certain of removing all such indicators
from our crawled article content. To mitigage this
effect, we have trained models using L2 regular-
ization. L2 regularization imposes a larger cost on
the loss function for larger weights, thus decreas-
ing the impact of over-fitting. Appendix D shows
that L2 regularization on average-label models re-
duces performance, but these regularised models
still outperform message-level attention models.

Our visualisations presented in Section 5.3 show
how words and phrases correlate with personal-
ity dimensions. Content is picked up rather than
writing style when looking at the word clouds, sug-
gesting that consumption of particular topics may
be more indicative of personality than the style in
which the content is presented. These results may
be seen as consistent with similar works involving
user generated content and personality. Facebook
likes of topics and media content have also been
found to be congruent with personality (Youyou
et al., 2015). Our visualisations of the news dataset
also show that the model is correlating predictions
with certain news topics dominant at the time of
data collection. This may be an artefact of the
small time period of data collection from users;
while all articles that participants have consumed
have been crawled, their activity is more likely to
contain recent content.

N-grams that appear to be predictive of a high
neuroticism score (such as ’gun control’) have an
inverse correlation with the other four dimensions.
This is consistent with theoretical and other quanti-
tative research into the general factors of personal-
ity, and the broader interrelation between those
four dimensions when contrasted with neuroti-
cism (Van der Linden et al., 2010; Musek, 2007).

6.4 Further pointers

News content in general appears to out-perform fic-
tional content when used as a predictor of personal-
ity. Three personality dimensions appear to be less
predictable from fictional content than from news,
while extraversion remains predictable with good
performance across all three datasets. Openness is



however easier to predict when using fictional con-
tent as an input. Behavioural research may reveal
if these patterns exist outside of these models.

To model consumption from observable posting
behaviour, we assumed that if a participant had
commented on a Reddit thread, that participant had
read the article which began the thread. We cannot
say with certainty that this is true, and especially
cannot be confident that a user has read any specific
part of an article, as commenting without reading
is an unfortunately common behaviour on many so-
cial media platforms. To explore this, we compared
predictions of personalities using news article text
and just the title of the article (which is the first
thing a user will see on entering a thread), finding
that predictions using the titles alone were often as
good as (and for some personality dimensions, bet-
ter than) using the full article text. We tentatively
conclude that when making predictions on the ba-
sis of text consumption, some scepticism may be
warranted as to whether a user has fully consumed
a given text.

7 Conclusions

In this paper we have shown that personality can be
inferred based on the text that a user has consumed.
To our knowledge, this is the first work using con-
sumed textual content to model personality that
reaches comparable performances to produced con-
tent. The performance achieved by average-label
modelling can be seen as a baseline for personality
modelling using consumed text.

Message attention models do not achieve accept-
able levels of performance when applied to the
domain of consumed text. We show that this may
be due to the weighting function giving no especial
weight to any consumed text, in combination with
the lack of unique textual content for each user,
which gives confounding feedback to the model
during training.

We used three different datasets to train and eval-
uate our models: pieces of fiction, news articles,
and news titles. Personality is shown to be more
reliably inferred from news content than fiction
content. Models trained upon news article titles,
with less textual content, achieved similar perfor-
mance to models trained upon whole news articles,
which may reveal that a condensed set of features
are most important for modelling personality.

Future work in this field should involve further
investigation as to how message attention models
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may be adapted to this context, as well as estab-
lishing resources to enable new approaches to this
problem in the form of a shared task. Due to par-
ticipant privacy concerns, our datasets cannot be
released, which forms a hurdle to reproduction and
development. A publicly available dataset would
be beneficial, so new work can be evaluated on a
standardised dataset. An ideal dataset would also
provide access to more training samples, along with
greater assurance that the textual content has been
consumed by the users.
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Appendix
A Experimental Setup

All models were implemented using PyTorch
and PyTorch Lightning. One model was trained
for each personality dimension.  Language
modelling was performed using the ‘sentence-
transformers/all-distilroberta-v1’ Sentence-BERT
model, which provides a 768-dimensional represen-
tation for each piece of text. The learning rate for
each model was selected using PyTorch Lightning.
Training lasted for 8 epochs, although most stopped
after 4 epochs, due to early stopping. Samples were
uniformly sampled and split into 5 folds.

A.1 Users

The batch size was set to 1, due to hardware con-
straints. The maximum number of articles per user
was also limited to 100. 512 input tokens were
taken from each article. If an article was shorter
than 512 tokens, it would be padded. If the article
was longer, it would be truncated to the first 512
tokens. All articles were passed to the language
model, and messages were split between 5 Titan-X
GPUs for parallel computation.

After generating the embeddings, mean pooling
was applied to the token embeddings to obtain sen-
tence vectors. These sentence vectors were then
processed through a multi-headed attention mech-
anism, followed by dot product attention on the
outputs. This produced scalar values correspond-
ing to each message. These scalars were used as
weights for the weighted sum of the token embed-
dings. Finally, two feed forward layers used the
user vector to generate the personality prediction.

A.2 Articles

The batch size for articles was set to 16. Since
the model is relatively small, only a single GPU
was required for processing. Each article was rep-
resented with 512 tokens and undergoes the same
truncation or padding process as the users’ articles.
Once the token embeddings were computed, sen-
tence vectors were generated using mean pooling.
These sentence vectors were then passed through
two feed-forward layers to generate a personality
prediction. When training models with L2 regu-
larization (as specified in Appendix D) the weight
decay parameter (\) was set to 0.001.
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A3 Titles

The batch size for titles was also set to 16 to ensure
comparable training with models that use articles
as input text. However, each title was limited to
128 tokens in length. The titles are padded or trun-
cated as necessary during pre-processing. As with
articles, when doing L2 regularization the weight
decay was set to 0.001.

B Produced Text Models

Models trained from produced text have the same
model as titles, where the length of the text is lim-
ited to 128 tokens due to comments being shorter.
Approximately 10,000 comments were used in
training these models.

Table 4: 5-fold cross-validated prediction performance
when using message attention to predict users’ personal-
ity scores from the text they have produced. The dataset
used here is sampled from the same 1,116 participants
used in our consumed text models, but with predictions
made using text they produced via their comments. We
report the average performance across each fold as well
as 95% confidence intervals.

Personality Dimension  Pearson’s r [95% CI]

Extraversion 0.3210.22, 0.43]
Agreeableness 0.31[0.20, 0.42]
Conscientiousness 0.3310.27, 0.38]
Neuroticism 0.3310.21, 0.45]
Openness to Experience 0.3210.20, 0.44]

Table 4 shows the 5-fold cross-validation perfor-
mance of a message-level attention model, using
our participants’ produced text to predict their per-
sonality inventories rather than the text they have
consumed. The model used in this experiment is
the same as the model described in Section 3.1,
which achieved underwhelming performance when
using consumed text.

This level of performance more closely resem-
bles state-of-the-art metrics that have been docu-
mented when using produced text for personality
prediction, with state of the art performance within
the confidence intervals for each dimension (Eich-
staedt et al., 2021).

This shows that message-level attention models
can perform well with a lower number of samples
when using produced text, however consumed text
may not be an ideal medium for this model archi-
tecture.



Table 5: 5-fold cross-validation performance of average-label models attempting to predict personality inventories
when using L2 regularization. These experiments were intended to probe whether over-fitting is evident in our
average-label models. Bold indicates which models performed the best for each dimension.

Domain Fiction News

Content Articles Articles Titles
Extraversion 0.17 [0.15,0.2] | 0.23[0.21, 0.25] | 0.28 [0.27, 0.29]
Agreeableness 0.1 [0.05,0.14] | 0.17 [0.15, 0.18] | 0.21 [0.19, 0.22]
Conscientiousness 0.11[0.08, 0.14] | 0.2[0.19,0.21] | 0.2[0.19,0.22]
Neuroticism 0.08 [0.06, 0.1] | 0.29[0.28,0.31] | 0.31[0.3, 0.32]
Openness to Experience | 0.09 [0.08, 0.1] | 0.12[0.12, 0.13] | 0.12 [0.11, 0.13]

Figure 4: Box plots showing the distributions of personality scores per user. On each box, the central mark indicates
the median, and the left and right edges of the box indicate the 25th and 75th percentiles, respectively. Outliers are
plotted beyond the whiskers.
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Figure 4 shows the distribution of the Big-5 person-
ality traits for fiction and news consumers amongst
our participants. Figure 1 from the main body dis-
plays scores as aggregated on a per-article basis.

D Regularized Models

Table 5 presents the 5-fold cross-validation per-
formance of average-label models when using L2
regularization. The decreases in performance may
be explained by over-fitting in the original models
without L2 regularization.

The models using the news title dataset are gen-
erally now the better-performing models and also
see the lowest performance impact from regular-
isation. This may indicate that our news article
representations contain noisy features as a byprod-
uct of crawling, and models without regularization
over-fit to those features.
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Abstract

Verbal deception has been studied in psychol-
ogy, forensics, and computational linguistics
for a variety of reasons, like understanding be-
haviour patterns, identifying false testimonies,
and detecting deception in online communi-
cation. Varying motivations across research
fields lead to differences in the domain choices
to study and in the conceptualization of de-
ception, making it hard to compare models
and build robust deception detection systems
for a given language. With this paper, we
improve this situation by surveying available
English deception datasets which include do-
mains like social media reviews, court testi-
monials, opinion statements on specific topics,
and deceptive dialogues from online strategy
games. We consolidate these datasets into a
single unified corpus. Based on this resource,
we conduct a correlation analysis of linguis-
tic cues of deception across datasets to under-
stand the differences and perform cross-corpus
modeling experiments which show that a cross-
domain generalization is challenging to achieve.
The unified deception corpus (UNIDECOR)
can be obtained from https://www.ims.
uni-stuttgart.de/data/unidecor.

1 Introduction

Deception detection has remained an area of vested
interest in fields like psychology, forensics, law,
and computational linguistics for a myriad of rea-
sons like understanding behavioral patterns of ly-
ing (Newman et al., 2003; DePaulo and Morris,
2004), identifying fabricated information (Conroy
et al., 2015), distinguishing false statements or tes-
timonies (Sen et al., 2022) and detecting deception
in online communication (Hancock, 2009). These
are relevant tasks because of the truth bias, which
is the inherent inclination of humans to actively be-
lieve or passively presume that a statement made by
another person is true and accurate by default, with-
out the need for evidence to substantiate this belief
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(Levine, 2014). While this facilitates efficient com-
munication, it also makes people susceptible to
deception, especially in online media where digi-
tal deception (Hancock, 2009) manifests in many
forms like fake news, misleading advertisements,
impersonation and scams. This warrants automatic
deception detection systems that can accurately dis-
tinguish between truthful and deceptive discourse
solely from textual data.

The task of automatic deception detection comes
with several challenges. Deception or lying is a
complex human behavior and its signals are faint
in text. Moreover, it is sensitive to the communica-
tion context, interlocutors, and the stake involved
(Ten Brinke and Porter, 2012; Salvetti et al., 2016).
Most importantly, acquiring annotated data proves
to be one of the major hurdles for deception stud-
ies. Traditional data annotation methods cannot be
employed because human performance is shown
to be worse than machines in differentiating truths
and lies (Bond Jr. and DePaulo, 2006; Vrij, 2014).
One way to collect accurate data is to get the la-
bels at source by the person producing the text.
Alternatively, they can be collected using the ac-
quired knowledge that certain types of contents are
deceptive. Across the literature, different strate-
gies like crawling fake reviews (Yao et al., 2017),
collecting text from users identified as suspicious
(Fornaciari et al., 2020), using non-linguistic de-
ception cues (Fornaciari and Poesio, 2014) and
soliciting through crowd-sourcing (Ott et al., 2011,
2013; Salvetti et al., 2016) have been employed to
obtain reliable annotations.

The diversity in the domains of interest, the
medium of deceptive communication (spoken vs.
written) and dataset creation procedures make it dif-
ficult to compare cues of deception across datasets
and to understand their generalizability across dif-
ferent domains. With this study, we aim at mitigat-
ing this situation by conducting a comparative sur-
vey of publicly available textual deception datasets.
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We contribute (1) a consolidated corpus in a uni-
fied format and (2) conduct experiments in which
we evaluate models trained on one data set on all
others. Our (3) results show that cross-corpus, par-
ticularly cross-domain, generalizability is limited,
which motivates future work to develop robust de-
ception detectors. We lay the foundation for such
work with (4) additional correlation analyses of
the linguistic cues of deception across datasets and
verify their generalizability across domains.

2 Background & Related Work

Deception in communication is the act of inten-
tionally causing another person to have a false be-
lief that the deceiver knows or believes to be false
(Zuckerman et al., 1981; Mahon, 2007; Hancock,
2009). Lies, exaggerations, omissions, and distor-
tions are all different forms of deception (Turner
et al., 1975; Metts, 1989). While the definition of
deception varies across literature, they concur that
it is intentional or deliberate (Mahon, 2007; Gupta
etal., 2013).

2.1 Domains and Ground Truth

Deception research is spread across disciplines
which contributed to a variety of domains and con-
sequentially to a number of data collection methods.
Domains include opinions statements on a specific
topic (Pérez-Rosas and Mihalcea, 2014; Capuozzo
et al., 2020; Lloyd et al., 2019), open domain state-
ments (Pérez-Rosas and Mihalcea, 2015), online
reviews (Ott et al., 2011, 2013; Fornaciari and Poe-
sio, 2014; Yao et al., 2017), deceptive dialogues
in strategic games like Mafiascum', Box of Lies
and Diplomacy (de Ruiter and Kachergis, 2018;
Soldner et al., 2019; Peskov et al., 2020; Skalicky
et al., 2020) and court trials (Sen et al., 2022).

The ground truth generation strategies differ
across datasets. While datasets of opinion state-
ments (Pérez-Rosas and Mihalcea, 2014; Capuozzo
et al., 2020; Lloyd et al., 2019), and online reviews
(Ottetal., 2011, 2013; Fornaciari and Poesio, 2014;
Yao et al., 2017) are collected in written form, inter-
views include both verbal and non-verbal content
(Sen et al., 2022). Game-based corpora contain
monologue (Skalicky et al., 2020) or dialogue data
(Soldner et al., 2019; Peskov et al., 2020).

All of these resources contain instances that are
labeled as truthful or deceptive. Only few stud-
ies employ the same procedure to generate both

lhttps ://www.mafiascum.net/
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truthful and deceptive content (Salvetti et al., 2016;
Skalicky et al., 2020); most resort to separate strate-
gies for collecting them (Ott et al., 2011, 2013;
Fornaciari et al., 2020). Instances labeled as decep-
tive are either solicited content or collected from
a source identified as deceptive. Ott et al. (2011,
2013) crawled the truthful reviews from websites of
interest and the deceptive ones were crowd-sourced
through AMT?, while Salvetti et al. (2016) solicited
both via AMT. Yao et al. (2017) tracked fake review
generation tasks from crowd-sourcing platforms to
identify deceptive reviews and reviewers. For the
datasets based on strategic games, the labels are
assigned based on game rules. Opinion domain
datasets contain stances on topics, like gay mar-
riage and abortion, written by the same person,
where the truthful labeled opinions align with the
author’s true opinion and deceptive ones align with
the opposite (Pérez-Rosas and Mihalcea, 2014; Ca-
puozzo et al., 2020).

2.2 Automatic Deception Detection Methods

Several studies have explored the effectiveness of
automatic methods to detect deception from textual
data. These include feature-based classification
methods with support vector machines (Ott et al.,
2011; Pérez-Rosas and Mihalcea, 2014; Fornaciari
and Poesio, 2014), logistic regression (de Ruiter
and Kachergis, 2018), decision trees (Pérez-Rosas
and Mihalcea, 2015), and random forests (Soldner
et al., 2019; Pérez-Rosas and Mihalcea, 2015).
Some studies also consider contextual information
by using recurrent neural networks (Peskov et al.,
2020) and transformer-based models (Capuozzo
et al., 2020; Peskov et al., 2020; Fornaciari et al.,
2021). Transformers are not always better — Peskov
et al. (2020) show that BERT is en par with LSTMs
while Fornaciari et al. (2021) showed that adding
extra attention layers help to improve upon the pre-
vious state of the art.

Most works focused on modeling the concept
of deception in one domain. An exception is
Herndndez-Castafieda et al. (2016) who report
cross-domain classification results on OPSPAM,
DEREV2014, and CROSSCULTDE, but in an all-
against-one setting, not in a one-against-one setup.

2.3 Linguistic Cues of Deception

To understand the phenomenon of deception bet-
ter, previous studies have analyzed the linguistic

2Amazon’s Mechanical Turk, https://www.mturk.com/
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cues that characterize deceptive language in writ-
ten statements, spoken conversations, and online
communication (Newman et al., 2003; Bond and
Lee, 2005) and demonstrated that a systematic
analysis of these cues can prove valuable in auto-
mated deception detection specifically in computer-
mediated communication (Zhou et al., 2004). New-
man et al. (2003) noted that the use of fewer self-
references in deceptive statements indicate that the
liars are attempting to distance themselves from
the lies. The use of exclusive words (e.g., but,
rather) allow deceivers to introduce communica-
tive ambiguity into the discourse. Hancock et al.
(2007) noted that these cues are broadly associated
with the number of words, use of pronouns, use of
emotion words, and presence of markers of cogni-
tive complexity. They also pointed out that these
cues can manifest differently based on the type
and medium of discourse; real-world vs. online or
monologue vs. dialogue.

While these analyses have found application
in machine learning models, there are more sets
of features that have been used to automatically
detect deception. These include n-grams (Forna-
ciari and Poesio, 2014; Fornaciari et al., 2020;
Ott et al., 2011), part-of-speech tags (Lloyd et al.,
2019; Fornaciari et al., 2020; Pérez-Rosas and Mi-
halcea, 2015), lexicon-based features, including
the Linguistic Inquiry and Word Count (LIWC,
Pennebaker et al., 2015) psychological categories,
(Pérez-Rosas and Mihalcea, 2014; Yao et al., 2017)
and production rules derived from syntactic context
free grammar trees (Yao et al., 2017; Pérez-Rosas
and Mihalcea, 2015). Duran et al. (2010), Swol
et al. (2012) and Hauch et al. (2015) conducted ex-
tensive surveys and analyses of different linguistic
cues of deception.

3 Unified Deception Dataset

As preparation for cross-corpus analysis of the con-
cept of deception, we consolidate publicly available
textual deception datasets into a unified format.’
We now describe the included datasets.
Deceptive Opinion Spam (OPSPAM). Ott et al.
(2011) describes deceptive opinion spam as fraud-
ulent reviews written to sound authentic with the
goal to deceive the reader. To study the nature
of such reviews, they collected truthful reviews
>We refer to our corpus as UNIDECOR: “Unified De-
ception Corpus”. The scripts to download and convert the

dataset can be found in the following repository: https:
//www.ims.uni-stuttgart.de/data/unidecor
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by crawling online review platforms like TripAd-
visor* and crowd-sourced deceptive reviews via
Amazon’s Mechanical Turk (AMT). The initial
OPSPAM dataset published by Ott et al. (2011)
contains 400 truthful and 400 deceptive reviews
with positive sentiments. Ott et al. (2013) extended
the dataset to include reviews with negative sen-
timents. The complete OPSPAM dataset contains
1600 instances labeled for veracity and sentiment.
It is available publicly with a Creative Commons
Attribution-NonCommercial-ShareAlike license.’

Cross-cultural Deception (CROSSCULTDE).
Pérez-Rosas and Mihalcea (2014) collected the
CROSSCULTDE dataset to investigate deception in
a cross-cultural setting. It consists of short essays
on the topics of abortion, death penalty, and feel-
ings about a best friend, collected from the United
States, India, and Mexico. We take into account
the data collected from the United States and India
which are in English and consist of 100 deceptive
and 100 truthful essays per topic per geographical
region adding up to 1200 labeled instances. The
dataset is available for download without mention-
ing any usage restrictions.°

Deception in Reviews (DEREV2014/2018). To
investigate the phenomenon of sock puppetry, For-
naciari and Poesio (2014) collected DEREV2014,
containing book reviews from amazon.com that
were identified as authentic or fake using prede-
fined linguistic cues. To overcome the shortcoming
that these cues cannot be used while developing
a deception classifier, Fornaciari et al. (2020) re-
leased the DEREV2018 dataset, in which they col-
lect deceptive reviews based on a priori knowledge
about authors who solicited fake reviews. Addi-
tionally, the authors crowd-sourced both truthful
and deceptive reviews for the same books. The
DEREV2014 dataset contains 118 reviews each
with a truthful label and a deceptive label, while the
DEREV2018 dataset includes 1552 reviews each
collected from amazon.com and through crowd-
sourcing with a balanced distribution of truthful
and deceptive reviews. The datasets overlap by 62
reviews. Both corpora are available for download.’
Open Domain Deception (OPENDOMAIN).
Pérez-Rosas and Mihalcea (2015) study deception,
gender, and age detection with an open domain

*https://www. tripadvisor.com/

5https ://myleott.com/op-spam.html

6https: //web.eecs.umich.edu/~mihalcea/
downloads.html

7https: //fornaciari.netlify.app/
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Dataset Domain  Truthful Deceptive Total TC SC
Bluff the listener (BLUFF) game 251 (33.3%) 502 (66.7%) 753 241.66 11.5
Diplomacy dataset (DIPLOMACY) game 16402 (94.9%) 887 ( 5.1%) 17289 24.53 1.7
Mafiascum dataset (MAFIASCUM) game 7439 (76.9%) 2237 (23.1%) 9676 4690.69 362.8
Multimodal Decep. in Dialogues (BOXOFLIES)  game 101 (20.2%) 400 (79.8%) 501 12.2 1.6
Miami University Decep. Detection Db. (MU3D) interview 160 (50.0%) 160 (50.0%) 320 131.7 5.7
Real-life trial data (TRIAL) interview 60 (49.6%) 61 (50.4%) 121 79.85 3.9
Cross-cultural deception (CROSSCULTDE) opinion 600 (50.0%) 600 (50.0%) 1200 80.0 4.5
Deceptive Opinion (DECOP) opinion 1250 (50.0%) 1250 (50.0%) 2500 65.56 4.0
Boulder Lies and Truth Corpus (BLTC) review 1041 (69.8%) 451 (30.2%) 1492  116.92 6.5
Deception in reviews (DEREV2014) review 118 (50.0%) 118 (50.0%) 236 145.22 6.7
Deception in reviews (DEREV2018) review 1552 (50.0%) 1552 (50.0%) 3104 176.6 8.1
Deceptive opinion spam (OPSPAM) review 800 (50.0%) 800 (50.0%) 1600 170.5 9.5
Online deceptive reviews (ONLINEDE) review 101431 (85.9%) 16694 (14.1%) 118125 171.5 7.2
Open Domain Deception (OPENDOMAIN) statement 3584 (50.0%) 3584 (50.0%) 7168 9.33 1.0
134789 (82.1%) 29296 (17.9%) 164085 436.88 31.05

Table 1: Datasets included in our unified corpus (UNIDECOR), together with statistical information. TC: average

token count; SC: average sentence count.

dataset acquired via AMT. Workers were asked to
contribute seven true and seven plausible deceptive
statements without a restriction of domain, each in
a single sentence. The balanced dataset consists
of 7168 annotated instances with additional demo-
graphic information. The data set is made available
without specifying usage restrictions.®

Real-life Trial Data (TRIAL). To study real-life
high-stake deception scenarios, Pérez-Rosas et al.
(2015) collected videos of trial hearings from pub-
licly available sources like “The Innocence Project”
website®. The dataset contains multimodal informa-
tion with annotations for non-verbal behavior like
facial displays and gestures in addition to crowd-
sourced transcriptions. It contains 60 truthful and
61 deceptive reviews.This corpus is made available
without specifying any usage restrictions.®
Boulder Lies and Truth Corpus (BLTC). Sal-
vetti et al. (2016) built a balanced dataset con-
taining reviews elicited via AMT for the domains
of electronic appliances and hotels. The crowd-
workers were instructed to write fake or real re-
views, with positive or negative sentiment, about
objects that they were familiar with or not. Unlike
other datasets which limited the labeling to truthful
vs. deceptive, this dataset distinguished between
fake and deceptive reviews, where the former are
fabricated opinions about an unknown object while
the latter was a false review of a known object. The
corpus contains 1492 reviews, out of which 451 are
truthful and the rest is labeled as fake or deceptive.
It is available through the LDC.’

8http://www.innocenceproject.org/
9Linguistic Data Consortium, https://catalog.ldc.
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Online Deceptive Reviews (ONLINEDE). To ad-
dress the bottleneck that large realistic data for
deception detection do not exist, Yao et al. (2017)
created the ONLINEDE corpus containing manip-
ulated reviews posted online. They employed the
automatic deception detection framework outlined
by Fayazi et al. (2015) to identify deceptive review-
ers and reviews from social media manipulation
campaigns. It contains more than 100K labeled re-
views with ~10000 deceptive instances, covering
more than 30 domains. The dataset is available for
research purposes from the authors.

Mafiascum Dataset (MAFIASCUM). This dataset
published by de Ruiter and Kachergis (2018) con-
tains a collection of more than 700 games of Mafia,
an online strategy game played on the Internet fo-
rum MAFIASCUM!'?. Here, players are assigned
deceptive or non-deceptive roles randomly, which
serve as annotations of the instances. Each of the
9000 documents contain all messages written by a
single user in a specific game. The average token
count in the instances (4690.69) is therefore con-
siderably higher than in other corpora. The authors
have made the dataset publicly available along with
the code used for analyses.!!

Miami University Deception Detection Database
(MU3D). To investigate the role of gender and race
in deception studies, Lloyd et al. (2019) created
MU3D. It is a collection of interview videos where
participants were instructed to talk truthfully or
deceptively about their relationship with a person

upenn.edu/LDC2014T24
10https://www.mafiascum.net/
"https://bitbucket.org/bopjesvla/thesis/src/
master/
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whom they liked or disliked. The 80 participants,
each belonging to a different gender and ethical
background contributed to a positive truth, a nega-
tive truth, a positive lie and a negative lie, counting
to 160 truthful and 160 deceptive interview content.
The transcriptions of these videos along with demo-
graphic information, valency, and veracity annota-
tions are made available for research purposes with
a Creative Commons Attribution-NonCommercial-

NoDerivs license.'?
Multimodal Deception in Dialogues
(BOXOFLIES). To explore deception in

conversational dialogue, Soldner et al. (2019)
collected the BOXOFLIES dataset which is based
on the “Box of Lies” game, a segment on “The
Tonight Show Starring Jimmy Fallon” where two
celebrity guests take turns describing the contents
of a box but are allowed to lie. The opposing player
must decide if they believe the description or not.
The collected dataset contained 25 videos of the
game, transcribed and annotated for non-verbal
cues of deception and the veracity of the describer.
We exported the statements containing veracity
label from the dataset using ELAN'3, a tool used
to create and modify annotations for audio and
video data. The dataset is available for download
without specifying any usage restrictions.®
Diplomacy Dataset (DIPLOMACY). To study de-
ception in a conversational context specifically in
long-lasting relationships, Peskov et al. (2020) em-
ployed the negotiation-based online game DIPLO-
MACY. The players use deception as a strategy to
convince other players to form alliances, for which
they use a chat interface. Contrary to other decep-
tion datasets, DIPLOMACY contains an additional
label for perceived truthfulness of an instance. The
intended and perceived truthfulness of each mes-
sage was annotated by the sender and the receiver
respectively. Out of more than 13k messages less
than 5% are labeled as intended or perceived lie,
resulting in an imbalanced dataset. We use the
dataset made available through ConvoKit.'*
Deceptive Opinion (DECOP). To study decep-
tion in multi-domain and multi-lingual settings,
Capuozzo et al. (2020), following the method de-
scribed by Pérez-Rosas and Mihalcea (2014), col-

Phttps://sc.lib.miamioh.edu/handle/2374.MIA/
6067

Bhttps://tla.mpi.nl/tools/tla-tools/elan/
download/

“https://convokit.cornell.edu/documentation/
diplomacy.html
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lected truthful and deceptive opinion statements
on five different topics, namely abortion, cannabis
legalization, euthanasia, gay marriage, and poli-
cies on migrants. The experiment was conducted
for English and Italian, from which we include
the English instances in UNIDECOR. They consist
of 2500 opinions statements with balanced labels.
This dataset can be obtained from the authors.
Bluff the Listener (BLUFF). To study humorous
deception with no malicious intent, Skalicky et al.
(2020) compiled the BLUFF dataset. It contains
data from the “Bluff the Listener” game which is
part of the radio show “Wait...Don’t Tell Me”. It
is a variation of the game “Two Truths and a Lie”
in which a panelist tells three stories, two of which
are true, and one of which is false. This corpus pub-
lished by Skalicky et al. (2020) contains 753 humor-
ous stories collected from 251 episodes broadcast
from 2010 to 2019. The authors downloaded the
transcripts from News-Bank !>, a curated repository
containing current and archived media. One-third
of the stories are truthful while two-thirds are fab-
ricated, counting to 251 truthful and 502 deceptive
stories. The dataset is publicly available and can
be downloaded via the OSF platform.'®

Aggregation. We consolidate the datasets into
one unified corpus in which each instance is as-
signed a binary label indicating if it is truthful or
deceptive. We retain annotation dimensions that
are available for more than one dataset (age, gender,
country, and sentiment). More details on the aggre-
gation process and a sample entry from the corpus
are available in Appendix A. Table 1 provides an
overview of the corpora, including size, label dis-
tribution, token and sentence counts'’, along with
the domain. The datasets vary greatly in its size,
but the distribution of labels is mostly comparable,
except for BLTC, ONLINEDE and DIPLOMACY
with comparably high counts for truthful instances.

4 Similarity Analysis

The datasets included in UNIDECOR come from
a variety of domains and differ markedly in terms
of the method of collection. At the same time,
datasets from the same domains also have differ-
ences (e.g., solicited reviews vs. actual reviews).
To understand the differences of datasets better, we
explore the similarity values between these datasets

Bwww . newsbank . com
16https://osf.io/download/mupd9
"Using NLTK’s wordpunct_tokenize and sent_tokenize
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Figure 1: Similarity values, according to the measure proposed by Li and Dunn (2022), between all pairs of datasets.

using the corpus-similarity measure defined by Li
and Dunn (2022), which uses word unigram fre-
quencies and character trigram frequencies of the
datasets to calculate the Spearman’s p € [—1;1].!8

Figure 1 shows a symmetrical matrix of similar-
ity scores for dataset pairs. The correlation values
could in principle be negative, but we do not ob-
serve any such values because all corpora are in the
same language and have a high degree of term and
character frequency overlap.

The heatmap reflects the domains of datasets.
For instance, BLTC, OPSPAM, as well as
DEREV2014 and DEREV2018 from the review
domain have similarity scores of 0.89 and .87, re-
spectively. The opinion statement datasets CROSS-
CULTDE and DECOP exhibit a high similarity
score of 0.83. Similarly, MAFIASCUM and DIPLO-
MACY show relatively high similarity (0.77), de-
spite differences in the game rules.

Datasets obtained under specific conditions
within the same domain are assigned a lower sim-
ilarity score. For instance, BOXOFLIES, which
is a game that takes place in an in-person setting,
differs from the online game datasets (.42 with
DIPLOMACY and MAFIASCUM). We also observe
similarity across domains, e.g., BLUFF is more sim-
ilar to reviews than games, presumably due to its
monologue setting instead of dialogue.

8We use the Python implementation https://github.
com/jonathandunn/corpus_similarity

44

5 Linguistic Correlation Analysis

To understand the generalizability of linguistic cues
across different dataset, we conduct a correlation
analysis, similar to previous studies that focused
on isolated or smaller numbers of corpora (Pérez-
Rosas and Mihalcea, 2015; Skalicky et al., 2020)

5.1 Method

We aim at identifying frequently used features
which are general across domains. We build
our analysis on the “Linguistic Inquiry and Word
Count” (LIWC22!, Pennebaker et al., 2015) and
Flesch-Kincaid (Kincaid et al., 1975) and Gunning
Fog (Robert, 1968) readability scores as measures
of complexity or sophistication of language.?’

We use point-biserial correlation®! (Glass and
Hopkins, 1996) to measure the relation between
deception labels (discrete) and a score assigned
by LIWC or readability measurement (continuous).
The correlation value ranges from —1 to +1.

5.2 Results

Table 2 lists the features which show at least a weak
correlation (> 0.15) with p < 0.05 for at least
three datasets. The positive and negative correla-
tion values correspond to the strength of association
with truth and deception respectively.

19https: //www.liwc.app/

2Ohttps: //pypi.org/project/readability/.

Mhttps://docs.scipy.org/doc/scipy/reference/
generated/scipy.stats.pointbiserialr.html
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Authentic .03 —-.05 .00 .28 .22 .28 —.05 —.03 -.02 .07 .00 —.04 —-.09 -.09
BigWords .02 .00 .18 .04 .05 —.21 .24 .01 —-.01 .18 —.01 .03 —-.08 .09
Clout .00 .00 02 —11 —-.28 —.45 .00 .02 .02 .03 —.05 .01 .10 .26
Cognition —.08 A7 —.05 .02 .07 —-06 -—-.13 —-.01 -—-.01 -.17 .00 —.09 —-.06 —.28
GunningFog 18 —.21 12 .21 .25 .01 13 —.09 —.03 —-.04 .13 .02 .02 .06
Kincaid A8 —.21 .14 .2 .24 .01 13 —.08 —.03 —-.04 13 .03 .02 .06
Linguistic —-.07 .10 —.15 .04 .10 29 —14 —-02 —-03 —-.16 —.05 —.05 —.18 -—.08
Period .01 -.07 02 —-11 -.18 .26 —.07 .00 .00 .03 .01 .03 .24 —.06
Physical .02 .03 15 —.04 —.16 —-.25 .06 .00 .03 .04 —-15 —-.01 -.01 .06
wC A8 —.21 .04 .22 .25 .02 .13 —.10 01 —-.04 13 —.02 .02 .06
auxverb —.08 12 —-.06 —.08 —.09 22 —.12 —-.01 .02 —-15 .00 .03 —-08 -.21
focusfuture  —.09 .09 —-02 —-04 —08 —17 -2 -—-.01 .02 —.04 .01 —-.04 -.16 .08
function —.05 13 —.03 .00 .10 25 - 06 —-04 —-03 —-15 —-03 —-.05 —.23 -—-.23
i —-.06 —.15 -—.07 .13 -3 39 —-.16 —-.05 02 —-01 —-12 —-04 —-33 -—-.13
shehe 01 —-11 -.03 —-.15 .00 —.17 -—-.07 .00 —.04 —-.14 .04 —04 —-01 —-.18
verb —-.11 07 —-.09 —-.06 —.07 .16 —.26 —.02 .00 —-14 —-07 —-01 —-16 -—.14
you —.10 17 —-03 —-.05 —-.07 —19 -—-.23 .01 .03 —.08 —.05 —-.05 .01 —-.05

Table 2: Point-biserial correlation between the deception labels and linguistic features (LIWC categories + read-
ability). We only show features with a correlation coefficient of > .15 and p < .05 for at least three datasets.

Correlation scores with p < .05 are shown in bold.

Deceptive language is argued to have fewer
self-references (“i”’) and more references to oth-
ers (“shehe”, “you”™), as liars attempt to distance
themselves from their lies (Newman et al., 2003;
DePaulo et al., 2003). Our analysis supports this
hypothesis in the categories “shehe” and “you” for
a substantial number of data sets. Contrary to our
expectation, however, in 8 out of 14 datasets the cat-
egory “i” is seen to correlate with deception and not
with truth, with an exception of CROSSCULTDE
(p = .13) and DEREV2018 (.39).

Studies have attributed less cognitive complexity
in language to deceptive communication (Newman
et al., 2003; DePaulo et al., 2003). Liars use fewer
words related to cognitive concepts (e.g., think,
believe), which should correspond to a positive
correlation value for the category “Cognition” in
LIWC. However, our analysis corroborates this ob-
servation only in BLUFF (p = .17) and DECOP
(p = .07).

In general, we found no consistent linguistic
cues across domains and datasets in our analysis.
This might be because deception is highly sensi-
tive to the goal of a lie and the stakes involved,
which is not consistent across the domains under
consideration.
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6 Deception Detection Experiments

The correlation analysis in the previous section
showed that deception cues do barely generalize
across domains. This analysis might be limited
by the choice of categories, which motivates us to
conduct cross-corpus modeling experiments.

6.1 Experimental Setup

In the within-corpus setup, we fine-tune and evalu-
ate RoBERTa models (Liu et al., 2019) on the same
dataset via 10-fold cross-validation. In the cross-
corpus setting, we train on one corpus and test on
the other. To ensure comparability between these
experiments, we perform 10-fold cross-validation
in both settings: we also evaluate 10 times on the
same corpus subsets in the cross-corpus setup. This
is not strictly required but ensures comparability.

We use the English RoBERTa-base, with 12 lay-
ers, 768 hidden-states, 12 heads and 125M param-
eters as available in the HuggingFace implemen-
tation (Wolf et al., 2020). We finetune with de-
fault hyperparameters for 6 epochs using the Auto
Model for Sequence Classification. 22

Zhttps://huggingface.co/transformers/v3.0.2/
model_doc/auto.html
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Within-corpus and cross-corpus results for ROBERTa
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Figure 2: Performance of RoOBERTa models with F; measure on the deception label. The best model on each test

set is highlighted with a green box.

6.2 Results

The heatmap in Figure 2 shows the results as F;
measure for the deception label (Appendix B shows
results for both labels). The diagonal corresponds
to within-corpus experiments. For most datasets,
the model shows better performance in the within-
corpus setting than in the cross-corpus evaluation.
This is not the case for MU3D, TRIAL, and OPEN-
DOMAIN, but the difference is negligible (0.04).

Models on datasets from the same domain or
which are otherwise similar (§ 4) show comparably
better results in the cross-corpus setting. For in-
stance, training on OPSPAM and testing on BLTC
achieves an F; score of 0.76 on the deception label.
Training on BLTC and testing on OPSPAM is how-
ever not as good (0.66). Similar observations can
be made for DEREV2014 and DEREV2018, and
CROSSCULTDE and DECOP.

The heatmap shows the lowest performance for
MAFIASCUM and DIPLOMACY, with an F;=0. We
assume that this is a result of the imbalanced la-
bel distribution in DIPLOMACY and the long docu-
ments in MAFIASCUM (see Table 1). Similarly, the
exceptionally good results on the BOXOFLIES test
set are due to the bias towards the deceptive label
(see appendix for F; score on truth label).

Note that previous work reported other evalua-
tion measures than F;, which makes this dramat-
ically low performance difficult to compare. Our
evaluation with accuracy (shown in the appendix
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in Figure 4) appears to be more positive with .77
and .95.

From the sub-par results on cross-corpus experi-
ments, we conclude that generalization across do-
mains and dissimilar datasets is challenging, even
with pre-trained language models with rich con-
textual information. In our future work, we plan
to use this dataset to train models that can capture
domain-independent cues of deception, which can
presumably generalize better across datasets.

7 Conclusion & Future Work

Different scientific disciplines have contributed to
the creation of deception datasets for textual com-
munication in a variety of domains. In this study,
we present a comprehensive survey of deception
datasets in English available for research and com-
pile them into a unified deception dataset. We are
not aware of any previous work that considered
a comparably large amount of corpora and eval-
uated models between all of them. Some of the
evaluation results are encouraging, but particularly
between dissimilar domains, the generalization is
limited and requires future research.

The RoBERTa-based classification experiments
and linguistic correlation analysis of deception cues
demonstrate that it is indeed challenging to gener-
alize the concept of deception across datasets, or
domains. In the classification experiment results,
the wildly diverging F; scores can be attributed to



the complexity of the task as well as to the limi-
tations of the approach employed. In future work,
we plan to explore the reasons for this variability
across datasets further.

Additionally, we acknowledge the need to ad-
dress the issue of biased models, such as the ones
trained on MAFIASCUM, ONLINEDE, and DIPLO-
MACY, which tends to favor truthful labels owing
to the label imbalance in these datasets, resulting in
an F; score of 0. To overcome this challenge, we
could employ techniques like oversampling to rec-
tify the class imbalance and improve the reliability
and effectiveness of our approach.

The goal of our future work is to create robust de-
ception detection models that work reliably across
corpora and domains. This includes understanding
differences in the concept as it represents itself in
these data and understanding differences in linguis-
tic realization.

Our UNIDECOR dataset serves as a valuable re-
source for future research enabling standardized
data comparison, transfer learning, and domain
adaptation experiments.
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Limitations

The goal of the current study was to unify the re-
sources available for deception and report observa-
tions on cross-corpus and within-corpus analyses.
While reporting the baseline performance using
RoBERTa, we did not perform any optimization
specific to the datasets. Hence, better results might
be reported in the papers which handle the datasets
or domains in isolation.

Ethical Considerations

The datasets used in this research are publicly avail-
able resources from previous studies. We have
taken appropriate steps to ensure that we do not
violate any license terms or intellectual property
rights. Also, proper attribution is given to the orig-
inal sources of the data. Deception is a sensitive
topic, and non-anonymous data should not be used.
To the best of our knowledge, all data sets that we
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considered have been compiled or collected accord-
ing to such standards.

The performance of deception detection systems
is not perfect, making them unsuitable for examin-
ing the utterances of individuals due to the threat
of incorrect predictions. Even if automatic sys-
tems might reach a close-to-perfect performance,
we consider their practical application to analyze
and profile people unethical. However, there might
be use cases, for instance in forensics, that can be
considered ethical from a utilitaristic perspective.

Given the ethical implications of employing au-
tomated deception detection systems on individual,
non-anonymous statements, we propose utilizing
the resources collected and models developed on
anonymous data. Any data analysis that could lead
back to its origin must only be conducted with the
data creator’s informed consent and knowledge of
potential consequences.

We consider the research in this paper to be fun-
damental, with the goal of better understanding
human communication.
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