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Preface

Welcome to the 8th International Conference on “Recent Advances in Natural Language Processing”
(RANLP 2011) in Hissar, Bulgaria, 12—-14 September 2011. The main objective of the conference is to
give researchers the opportunity to present new results in Natural Language Processing (NLP) based on
modern theories and methodologies.

The conference is preceded by two days of tutorials (10-11 September 2011) and the lecturers are:

e Kevin Bretonnel Cohen (University of Colorado School of Medicine)
o Patrick Hanks (University of the West of England, Bristol and University of Wolverhampton)
e Erhard Hinrichs (University of Tuebingen)

e Zornitsa Kozareva (Information Sciences Institute, University of Southern California) and Preslav
Nakov (National University of Singapore)

e Inderjeet Mani (Children’s Organization of Southeast Asia)
e Lucia Specia and Wilker Aziz (University of Wolverhampton)

The conference keynote speakers are:

Ido Dagan, Bar Ilan University

Patrick Hanks, University of the West of England and University of Wolverhampton

Inderjeet Mani, Children’s Organization of Southeast Asia

Roberto Navigli, Sapienza University of Rome

Pierre-Paul Sondag, European Commission, DG INFSO

Hans Uszkoreit, University of Saarland

This year 29 regular papers, 38 short papers, 48 posters and 2 demos have been accepted for presentation
at the conference. RANLP’2011 also hosts 6 workshops (one of which student workshop) on influential
NLP topics, such as unsupervised and semi-supervised NLP methods, information extraction and
knowledge acquisition, language technologies for digital humanities and cultural heritage, biomedical
NLP, and parallel corpora.

The proceedings cover a wide variety of NLP topics: datasets, annotation, treebanks, parallel corpora,
information extraction, parsing, word sense disambiguation, translation, indexing, ontologies, question
answering, document similarity, document classification, anaphora resolution, referring expressions
generation, textual entailment, latent semantic analysis, summarization, rhetorical relations, etc.

We would like to thank all members of the Programme Committee and all reviewers. Together they have
ensured that the best papers were included in the proceedings and have provided invaluable comments
for the authors.

Finally, special thanks go to the University of Wolverhampton, the Bulgarian Academy of Sciences,
Ontotext, and the Association for Computational Linguistics — Bulgaria for their generous and continuing
support for RANLP.

Welcome to Hissar and we hope that you enjoy the conference!

The RANLP 2011 Organisers
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Extracting STRIPS Representations of Actions and Events

Avirup Sil and Alexander Yates
Center for Data Analytics and Biomedical Informatics
Temple University
Broad St. and Montgomery Ave.
Philadelphia, PA 19122
{avirup.sil, yates}@temple.edu

Abstract

Knowledge about how the world changes
over time is a vital component of common-
sense knowledge for Artificial Intelligence
(AD) and natural language understanding.
Actions and events are fundamental com-
ponents to any knowledge about changes
in the state of the world: the states before
and after an event differ in regular and pre-
dictable ways. We describe a novel sys-
tem that tackles the problem of extracting
knowledge from text about how actions
and events change the world over time.
We leverage standard language-processing
tools, like semantic role labelers and coref-
erence resolvers, as well as large-corpus
statistics like pointwise mutual informa-
tion, to identify STRIPS representations of
actions and events, a type of representa-
tion commonly used in Al planning sys-
tems. In experiments on Web text, our ex-
tractor’s Area under the Curve (AUC) im-
proves by more than 31% over the clos-
est system from the literature for identi-
fying the preconditions and add effects of
actions. In addition, we also extract sig-
nificant aspects of STRIPS representations
that are missing from previous work, in-
cluding delete effects and arguments.

1 Introduction

Common-sense knowledge about the changes in
the state of the world over time is one of the
most crucial forms of knowledge for an intelli-
gent agent, since it informs an agent of the ways
in which it can act upon the world. A recent
survey of the common-sense knowledge involved
in the recognizing textual entailment task demon-
strates that knowledge about action and event se-
mantics, in particular, constitutes a major compo-
nent of the knowledge involved in understanding
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natural language (LoBue and Yates, 2011). This
knowledge is also vital for central Al tasks like
planning, plan recognition (Kautz, 1991; Geib and
Steedman, 2007), and dialogue processing (Car-
berry, 1990; Litman and Allen, 1987).

In this paper we explore text mining approaches
to extracting common-sense knowledge about ac-
tion and event semantics. Our previous approach
(Sil et al., 2010) (henceforth, S10) identifies the
preconditions and effects of actions. We describe
how we extend S10’s approach by identifying ad-
ditional kinds of effects; by connecting this knowl-
edge to an external ontology and generalizing the
preconditions and effects; and by identifying ar-
gument variables for each predicate. Our experi-
ments show that our novel extractor can identify
the fully-formed STRIPS representations of ac-
tions with precision 0.73 and recall 0.72, and it
improves on S10’s AUC for tasks that both sys-
tems can handle by over 31%.

The next section discusses previous work. Sec-
tion 3 introduces STRIPS representation and the
challenges involved in extracting such representa-
tions. Section 4 details our extraction techniques.
Section 5 presents our experiments. Section 6 con-
cludes and discusses future work.

2 Previous Work

The most closely related work has investigated
how to extract “scripts” or “narrative event
schemas” (Chambers and Jurafsky, 2009) — sets
of events that often occur together. Schank and
Abelson’s (1977) famous example of a restaurant
script includes events such as sitting down, order-
ing, eating, and paying the bill. Script knowl-
edge is distinct from STRIPS representations in
that a script relates one event e to a subsequent
event e, whereas STRIPS relates an event e to
a state of the world s before or after e. Our
extracted knowledge could complement the stan-
dard restaurant script, for example, with knowl-
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edge that is hungry (diner) is true before
the diner eats, and —is hungry (diner) is
true afterwards. Neither of these statements con-
stitutes an event in a script, but they do fall into the
STRIPS paradigm.

Other research into extracting the relationships
between events has investigated causal relation-
ships (Girju, 2003) and, more generally, para-
phrases, such as in the DIRT system (Lin and Pan-
tel, 2001). Such systems typically do not distin-
guish between event-event relationships that ap-
pear in scripts — e.g., a flooding event ey can fol-
low a raining event e; — and event-state relation-
ships—e.g., is wet (grass) follows araining
event e;. Our system is focused only on the lat-
ter: we are concerned how the state of the world
changes with the occurrence of an event rather
than how one event influences another event. Fur-
thermore, existing systems do not consider pre-
condition relationships, which are neither causal
nor paraphrases, and which are central to Al rep-
resentations of actions and events.

Extracting and representing selectional prefer-
ences has attracted significant attention recently,
especially using latent-variable probabilistic mod-
els like Latent Dirichlet Allocation (Ritter et al.,
2010). Preconditions are a more general type of
restriction on the arguments to actions than selec-
tional preferences — e.g. asleep(x) is a precon-
dition to awaken, but would not be considered a
selectional preference because it does not consti-
tute a class or type, but rather a property, of z.

3 STRIPS Representations

3.1 Background and Terminology

We define actions as observable phenomena, or
events, that are brought about by rational agents.
Because actions and events are central to Al,
there is a long history of work in representing
their semantics. One of the best-known, and still
widely used, representations for action semantics
is the STRIPS representation (Fikes and Nilsson,
1971); two examples of STRIPS representations
are given in Figure 1. We use STRIPS to represent
both actions and events. Formally, a STRIPS
representation is a 5-tuple (a, args, pre, add, del)
consisting of the action name a, a list args of
argument variables that range over the set of
objects in the world, and three sets of predicates
that reference the argument variables. The first,
the precondition list pre, is a set of conditions

awaken insert
STRIPS| args: | = 0,p
pre: | asleep(x) | object#1(o),
opening#1(p),
—in(o, p)
add: | awake(z) | in(o,p)
del: | asleep(x) | —in(o,p)
S10 pre: | asleep person, slot
add: | awake in

Figure 1: Two example STRIPS representations
(above), and corresponding examples of the rep-
resentation extracted in our prior work, S10 (be-
low). In contrast with S10, the STRIPS represen-
tations require extracting delete effects and resolv-
ing coreference relationships among arguments to
predicates. Also, our version of STRIPS uses
WordNet synsets to unambiguously specify predi-
cate names.

that must be met in order for the action to be
allowed to take place. For instance, in order for
someone to awaken, she or he must first be asleep.
The other two sets of conditions specify how
the world changes when the action takes place:
the add list describes the set of new conditions
that must be true afterwards (e.g., after the
event insert (pencil24, sharpener3),
in(pencil24, sharpener3) holds true),
and the del list specifies the conditions that
were true before the action happened but are no
longer true. These add and del conditions are
sometimes collectively referred to as effects or
postconditions.

Formally, the precondition, add, and delete lists
correspond to a set of rules describing the logi-
cal consequences of observing an event. To de-
scribe these rules, we assume a representation of
the world grounded in a logical form, such as
situation logic (Barwise, 1989) or episodic logic
(Schubert and Hwang, 2000). For simplicity, we
represent the passage of time by discrete time
points ¢, together with a temporal-ordering re-
lation after(t1,t2). This is the same notion of
time traditionally adopted by Al planning sys-
tems, although recent work has gone into elab-
orating this representation (Bresina et al., 2002;
Younes et al., 2003). A set of constants identify



the objects that exist in the world, and at each
time point, a set of logical predicates describes
the state of the world at that time, for instance
on(bookl, shelfd,ty).

Let ¢1 be the time point immediately preceding
an event e with arguments args, to the time of
event e, and t3 the time immediately following e.
For each precondition p, each add effect a, and
each delete effect d, the following rules hold:

Vargse(args, t2) = p(args,, t1)
Vargse(args, ta) = a(args,, t3)
Vargse(args, to) = ~d(args,, t3)

where args, represents the subset of the argu-
ments to which the predicate = applies. Finally,
we assume a second-order frame axiom that states
that unless explicitly updated by an event’s effects,
predicates that were true (false) before an event re-
main true (false) afterwards.

3.2 Problem Formulation: STRIPS
Extraction

The STRIPS extraction task takes as input a word
or phrase e naming a type of event, like insert,
and a large collection D of documents that men-
tion the action at least once. As output, systems
produce a STRIPS representation of the event: the
argument list for the event; three sets of predi-
cates representing the preconditions, add effects,
and delete effects; and for each predicate, the list
of variables that the predicate applies to.

This problem formulation is a first step towards
extracting knowledge of dynamics, although it cer-
tainly does not cover the full scope of the prob-
lem. For instance, we do not attempt to extract
representations for durative or repetitive events,
or actions like escalate or accelerate that
change quantities or numerical attributes. Further-
more, we restrict our attention in this paper to ex-
tracting predicates with only a single argument.
Despite the restrictions from the full problem of
extracting knowledge of dynamics, our problem
formulation involves a number of difficult techni-
cal challenges which together constitute a substan-
tial extraction problem.

3.3 Challenges

Word sense ambiguity, synonyms, and syntactic
ambiguity plague our system, as they do all ex-
traction systems, but in contrast to S10 we expect
our extractor to identify sense-disambiguated

entries in an ontology for predicates, rather than
ambiguous terms. Hence, we want to extract
liquid#3 (fluid matter having no fixed shape but
a fixed volume) in Wordnet (Fellbaum, 1998)
as a precondition for action boil as opposed to
liquid#4 (a frictionless continuant that is not a
nasal consonant). Like the KNOWITALL system
and related Web IE systems (Etzioni et al., 2005;
Downey et al., 2005), we rely on the redundancy
inherent in large document collections to help
address these issues. In addition, we face these
challenges:

Lack of Explicitly Stated Knowledge: Common-
sense knowledge, like preconditions and postcon-
ditions of events, is often taken for granted by
the author and reader, and thus does not need to
be stated explicitly. Our biggest challenge is to
create a system that can extract this knowledge
even though it is never stated explicitly.

Temporality: Our patterns must distinguish
between implications that are true before an event
vs. after an event.

Generalization: The most common example of
a cut event in text may be of a scissors cutting
paper, but we do not want to conclude from these
examples that scissors and paper are preconditions
for cutting. Instead, some larger class of objects,
like the set of sharp objects, is a better description
of the precondition for the cutting instrument.
Unlike S10, we expect a STRIPS extractor to
extract appropriately-generalized predicates.

Rule Extraction: Like the DIRT system (Lin and
Pantel, 2001), a STRIPS extraction system must
identify rules rather than grounded facts. Instead
of discovering asleep(personl), we want to
discover patterns like Y, ,awaken(x,tz) A
after(ta,t1) = asleep(w,t;). In contrast,
S10 does not identify predicate arguments, which
enable the use of preconditions and effects as
inference rules.

4 Extraction Methods

4.1 Extracting Preconditions and Add Effects

Our previous system, S10 identifies the names of
preconditions and add effects. We briefly review
S10’s approach here.

Given a corpus where each document contains
an event e, S10 begins by identifying relations and
arguments in a large text corpus using an open-



domain semantic role labeler (Huang and Yates,
2010) and OpenNLP’s noun-phrase coreference
resolution system!. Taking a set of candidate pred-
icate words, we then define different features of
the labeled corpus that measure the proximity in
the annotated corpus between a candidate word
and the action word. Using a small sample of
labeled action words with their correct precon-
ditions and effects, we then train an RBF-kernel
Support Vector Machine (SVM) to rank the can-
didate predicate words by their proximity to the
action word.

S10 use three different types of features for
measuring proximity: first, we compute the point-
wise mutual information (PMI) (Turney, 2002) be-
tween the event e and the candidate word c using
the document set D. For any set of words W, let
Dyy represent the set of documents containing all
words in W.

’D{e,c}’
|Dier|[Dyeyl

Second, we compute the three-way PMI between
e, ¢, and discriminator features f:

PMI(e,c) =log (D

’D{e,c,f}‘
| D [|Diey || Dy

By using discriminator features f like before
and requires, these three-way PMI features
can measure if e and c relate to one another in a
way that is indicative of preconditions, in particu-
lar. Likewise, discriminator features like after
and causes, can measure whether c relates to e
in the manner of an effect. In practice, approx-
imately 200 discriminator features for precondi-
tions and 200 for add effects are selected using
greedy, x? feature selection.

The third kind of feature for measuring prox-
imity between e and c relies on semantic role and
coreference annotations. For instance, one such
measure counts how often ¢ occurs as an argument
to a predicate e, as indicated by the semantic role
annotations. Another feature counts how often c
corefers with an argument to a predicate e, and an-
other counts how often c appears within a window
of text near a predicate e. See S10 for full details
on these features.

PMI(e,c, f) = log )

4.2 Connecting Extractions to an Ontology

One obvious shortcoming of the S10 system is
that it fails to generalize adequately. For instance,

'http://opennlp.sourceforge.net

S CWS
nurse#l {nurse}
doctor#l {doctor,allergist}
health prof.#1 {doctor,nurse,allergist}
person#l {doctor,nurse,poet,. .. }
Table 1: Sample candidate preconditions from

CS for action ‘heal’, together with the set of
words in the corpus for ‘heal’ that have the can-
didate synset as a hypernym.

the system extracts hammer as a precondition for
the action crush. While it is true that if one
has a hammer, then one can crush things, this is
too strict of a precondition. Using this incorrect
knowledge, a system might conclude from the text
“Jane crushed the soda can with her hands” that
hands are a kind of hammer.

Our first extension to the baseline S10 system is
to give it the capacity to generalize the predicates
it finds, by giving it more general candidate pred-
icates. Let synsets(w) denote the set of WordNet
synsets for a word w, and let CW be the set of
candidate words used by S10. For each ¢ € CW,
we add each s € synsets(c) to a new candidate
predicate list of synsets C'S; if ¢ does not appear
in WordNet, we add c itself to C'S. We then add all
direct and indirect hypernyms of the synsets in C'S
to C'S. In Table 1, we show a sample of the can-
didate preconditions s from C'S for action heal.
We also show the subset C'W; of words from C'W
that have s as a hypernym.

Our second extension to S10 is to modify the
definition of our features so that they apply to the
synsets in C'S rather than the words in CW. To
compute the PMI-based features, we set | Dy to
’l)cm/S , and ‘D{e,&f}’ to be ’D{e,f} N DCWS‘-
For semantic role-based features, let F'(e,c) de-
note one of the counts we compute for candidate
word c and event e. For hypernyms, we change
this to F(e,s) = > cow, Fe,c). We refer to
S10 with the new candidates C'S and the modified
features as S10'.

Correctly ranking the elements of CS is sig-
nificantly harder than ranking C'W (the problem
for S10), because the new list has far more el-
ements — multiple synsets and hypernyms for
each element of CW. The feature set in the
S10" system is unable to handle these new chal-
lenges. In particular, S10’ tends to choose overly



feature description feature description
root-dist 1. max,cr d(s, ) prefix 1 if p = {un-,im-,in-} concate-
2. minyer d(s,r) nated with an add effect
3 ZTE\RRT(SJ) loose count  a separate feature | D,,eq 11| for
. . h “n 29 é‘n 2 n
max-dist max.cow, My egynsets(c) (5, ') each neg € {“ o ‘?t } a :1
g S e ymscte(e)cccws A(5:5) each f € {“after”, “during”,
an' ISt ‘CW3| “as’a’ “befOI'e”}
d(s,s")C(c) strict count for each mneg and f,
weighted ceCWy,s' €synsets(c) . |D{“7’b€9 P f”}|
dist Z Cle) simple PMI  for each neg, PMI(neg,p) and
cECW, PMI(“negp”,e)
ratio PMI  for each neg, LMLCnes pe)

Table 2: Features added to S10’ to create HYPER.

general hypernyms far too often. For example,
synsets like physical_entity#1 tend to rank
highly as preconditions and add effects according
to S10/, as many words in CW are hyponyms of
physical_entity#1, and thus this synset has
high scores for count and PMI-based features.

To compensate, we include several new features
that measure the generality of hypernyms. Table
2 lists the new features we add to S10’ to cre-
ate our new extractor, which we call the HYPER
model. Here, d(s, ) is the distance between s and
s', or the number of hyponym relationships sepa-
rating s and s’; R is the set of root nodes in the
WordNet hierarchy; and C'(w) is the frequency of
word w in our corpus. The first three features cal-
culate the maximum, minimum and average dis-
tance separating s and any root node of the Word-
Net hierarchy. The second and third features find
the maximum and average distance between s and
the terms in C'W,. The final feature computes
a weighted distance between s and the elements
c € CWj, where each weight is the frequencies
of c¢. Each of these features helps to differenti-
ate between very general synsets and more spe-
cific synsets (or synsets for terms appearing fre-
quently in the corpus). Adding these features to
HYPER allows the SVM to balance between candi-
date synsets that score highly on the standard S10’
features and candidate synsets that are less gen-
eral.

4.3 Detecting Delete Effects

S10' and HYPER can identify preconditions and
add effects, but they do not handle delete effects.
We extend the system with a separate extractor
for delete effects. By far the most common kind

PMI(p,e)

Table 3: Features for classifying whether a pre-
condition predicate p is a delete effect of an event
e.

of delete effect is one that falsifies a precondition
predicate: e.g., before someone puts a book down,
they are holding the book, and afterwards they are
not. So far, we have restricted our attention to this
common case, although more general extractors
are possible for conditional delete effects, which
falsify a predicate only on the condition that the
predicate was true before the event.

We create a binary SVM classifier that predicts
for each precondition predicate whether or not
the precondition turns false after the event. For
each precondition predicate p, we construct fea-
tures that measure how strongly p is associated
with negation in the context of the event e. We
include a mix of orthographic features, count fea-
tures, and PMI-based features. The full set of our
features for this classifier is listed in Table 3.

As an example of the delete effects classifier in
action, consider the event maim. HYPER can ex-
tract unhurt as a precondition and hurt as an
add effect. In general, whenever we see an add ef-
fect that contradicts a precondition, we expect to
delete the precondition. The prefix feature in
Table 3 for maim flags unhurt as a possible pre-
condition to be deleted because it matches ‘un’ +
add effect hurt.

4.4 Determining Arguments

The last subtask for our STRIPS extractor is to
“relation-ify” our extracted representation by as-
signing arguments to the event e and each predi-
cate. S10 makes no attempt to identify arguments
to extracted predicates. As a result, for action



awaken, the S10 representation does not distin-
guish between a case where one entity x is asleep
and another entity y wakes up, and the case where
x is asleep and then = awakens.

This is a complex, structured-prediction prob-
lem involving coreference resolution between the
arguments to extracted relationships. As a first at-
tempt, we resort to an effective heuristic solution.
We use the argument role labels supplied by our
propbank-style semantic role labeler as candidate
variables for our representation. For an extracted
predicate p for e, we assign arguments to p based
on the semantic role label or labels with which it
is most commonly associated in the annotated cor-
pus. That is, for each possible semantic role r, we
count how often p occurs in a phrase that is an ar-
gument to e and is annotated with role . We also
count how often p occurs as part of any phrase that
is annotated with role r. Let score(e, r, p) denote
the sum of these two counts. We choose an argu-
ment variable r* = arg max,. score(e,r,p), and
write p as the predicate p(rx). Finally, we set the
arguments of e to be the set of unique arguments
chosen for all of its extracted predicates.

Figure 2 shows an example of this technique
and two baselines. The input to each system is
a STRIPS representation without arguments and
the output adds arguments. For action maim, the
semantic role heuristic finds that person#1 and
unhurt#1 occur most often in phrases marked
with a propbank A1 role. Hence, it concludes that
they both should have the same argument label.
object#1 occurs more in phrases with A2 roles,
and is given a separate argument variable as a re-
sult. These two roles then constitute the argument
set for event maim.

S Experiments

5.1 Experimental Setup

We use the same experimental setup as in
S10:  we use the dataset of 40 actions
from the lexical units in the frames that in-
herit from the Transitive_action frame in
FrameNet(Johnson et al., 2003). We use the same
document collection of 15,088 documents that we
downloaded from the Web for these 40 action
words. For each action word, candidate predi-
cates for precondition and add effect extraction
were the top 500 words ranked by PMI with the
action word. This list was augmented with the su-
perclasses from WordNet, as described above. For

action pre add

S107: maim person#l hurt
unhurt
object#1
Distinct var. maim(a,b,c,d) person#1(a) hurt(d)
baseline: unhurt(b)
object#1(c)
Same var. maim(a) person#1(a) hurt(a)
baseline: unhurt(a)
object#1(a)
Semantic Role maim(A1,A2)  person#l(Al) hurt(A1l)
heuristic: unhurt(Al)
object#1(A2)

Figure 2: Addition of arguments to predicates for
action ‘maim’.

each action word, we hand-constructed a STRIPS
representation (we did not use S10’s labeled data
because it did not include the WordNet super-
classes as candidate words, or as part of its hand-
constructed representations). On average, our la-
beled data had 2.6 preconditions, 0.8 add effects,
0.5 delete effects, and 3 argument variables per ac-
tion word. In all of our extraction experiments,
we take care to test the extractors on different ac-
tion words from the ones on which they are trained
(for any components that require training), so that
results should generalize to new action words be-
yond the ones in our current collection.

5.2 Results and Discussion

Our first experiment compared predicate extrac-
tion (preconditions and add effects) between S10/
and HYPER. We use 5-fold cross-validation, with
each run training on 32 action words and testing
on the remaining 8. The training data consists
of action words, candidate words, feature values,
and a +1 label for candidates matching our hand-
constructed representation, and -1 for those that
did not match. We train a regression model, so that
our SVMs produce real-valued predictions for (ac-
tion word, candidate word) pairs. We construct a
list of all such pairs and rank them according to the
SVM output. Figure 3 shows our results. The area
under the curve (AUC) for both preconditions and
add effects is significantly higher (0.34 improve-
ment in AUC for preconditions, 0.17 for add eff-
fects) for the full model, largely because the S10/
model ranks very general WordNet classes, like
physical_entity, very highly for most action
words, simply because they appear so often as the
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Figure 3: Precision-Recall curves for extracting

preconditions and add effects.

superclasses of words in the documents. By incor-
porating the features that measure the generality
of classes, the full extraction model can learn to
rank these very general classes much lower, ex-
cept when strongly supported by evidence from
the documents. The absolute performance of the
full extractor is quite strong, with AUC 0.82 for
preconditions and 0.72 for add effects, compared
with AUCs for S10’ of 0.48 for preconditions and
0.52 for add effects.

We measured the performance of our delete
effect extractor using the same 5-fold cross-
validation setup. Recall that our delete classifier
predicts which preconditions become false after
the action. To separate the evaluation of this clas-
sifier’s performance from our precondition extrac-
tor, we use gold-standard preconditions as input to
the classifier. As before, we construct train and
test sets consisting of the action word, the pre-
condition, values for our features, and a label of
+1 if the precondition is in fact a delete effect,
and -1 otherwise. We train an SVM classifier,
and measure its precision and recall on detecting
true delete effects for each of the five folds. Ta-
ble 4 shows the results for extracting this kind of
knowledge. The average precision across the folds
was 72.2%, and recall was 52.6%, for an F1 of
60.8. In contrast, a baseline that predicts all pre-
conditions are also delete effects achieves an F1
of 41.3 (26% precision, 100% recall), and other
baselines (random, no preconditions are delete ef-
fects) performed worse. Thus, the delete effect
classifier is able to reliably detect negative knowl-
edge, which is rarely stated explicitly, using co-
occurrence statistics and other simple features.

For argument matching, we measured per-
formance by the overall quality of the ex-
tracted STRIPS representations, including argu-
ments. We first computed a maximal matching

Technique Prec. Recall Fl1

All pre. are deleted 26 90 40.3
No pre. are deleted 100 10 18.2
SVM trained model 72.2 52.6 60.8

Table 4: Precision and recall for our system which
extracts delete effects. The final SVM trained
model has gold standard preconditions as input to
the classifier. For an action with no delete effects,
if the system predicts no delete effects, we judged
precision and recall to be 100%, which is why the
recall of the second baseline is nonzero. Precision
and recall numbers are macro-averaged across ac-
tions.

between the argument variables selected by our
method and the argument variables in the hand-
constructed STRIPS representation. After com-
puting the matching, we substituted the variables
from the gold standard representation into the
automatically-produced variables. We then mea-
sured the quality of our automatically-generated
full STRIPS representation by measuring how
many of the predicted predicates match exactly a
predicate in the gold standard (precision), and how
many of the gold standard predicates were found
exactly in the automatically-generated representa-
tions (recall). For the purposes of this calculation,
we used the top 3 automatically-generated precon-
ditions and top 1 automatically-generated add ef-
fect per action word according to the HYPER ex-
tractor, regardless of the numeric scores for each
predicate. (We found that recall increased but pre-
cision dropped more when we included a second
add effect per action word.) We did not include
delete effects in this experiment. We compared our
heuristic technique to two baselines, one which
predicts that all extracted predicates for an action
share the same variable, and one which treats ev-
ery argument as a distinct variable. Table 5 shows
our results. The semantic role labeling heuristic
improves dramatically over the closest baseline by
25 points in F1. Overall, our complete extraction
system found precondition and add effect predi-
cates and arguments for STRIPS representations
with an F1 of 0.72, using only statistics over a
small corpus collected from the Web and a small
set of hand-labeled examples.



Technique Prec. Recall Fl1

All preds. have same var. 32 33 32
Each pred. has distinct var. 56 58 57
Semantic role heuristic 73 72 72

Table 5: Precision and recall of our complete
representation with extracted predicates and argu-
ments.

6 Conclusion and Future Work

We have presented a system for extracting a com-
plete STRIPS representation of 40 common ac-
tions from text, with an overall F1 of 0.72. We
demonstrate that our system significantly outper-
forms the closest comparable one from the litera-
ture and extracts richer representations. Future di-
rections include extracting more sophisticated rep-
resentations of action semantics, especially multi-
argument predicates and logical connectives be-
tween predicates, and extracting representations
for more complex actions, like durative or repet-
itive actions.
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Abstract

is a
of

Event extraction
challenging  type
extraction (IE) that may require
inferences from the whole article.
However, most current event extraction
systems rely on local information at the
phrase or sentence level, and do not
consider the article as a whole, thus
limiting extraction performance.
Moreover, most annotated corpora are
artificially enriched to include enough
positive samples of the events of interest;
event identification on a more balanced
collection, such as unfiltered newswire,
may perform much worse. In this paper,
we investigate the use of unsupervised
topic models to extract topic features to
improve event extraction both on test data
similar to training data, and on more
balanced collections. We compare this
unsupervised approach to a supervised
multi-label text classifier, and show that
unsupervised topic modeling can get
better results for both collections, and
especially for a more balanced collection.
We show that the unsupervised topic
model can improve trigger, argument and
role labeling by 3.5%, 6.9% and 6%
respectively on a pre-selected corpus, and
by 16.8%, 12.5% and 12.7% on a
balanced corpus.

particularly
information

1 Introduction

The goal of event extraction is to identify
instances of a class of events in free text, along
with their arguments. In this paper, we focus on
the ACE 2005 event extraction task, which

9
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involved a set of 33 generic event types and
subtypes appearing frequently in the news. It
generally expresses the core arguments plus place
and time information of a single event, like
Attack, Marry or Arrest.

In general, identifying an ACE event can be
quite difficult. Given a narrow scope of
information, even a human cannot make a
confident decision. For example, for the sentence:

(1) So he returned to combat ...

it is hard to tell whether it is an Attack event,
which is defined as a violent physical act causing
harm or damage, or whether it refers to a more
innocent endeavor such as a tennis match. A
broader field of view is often helpful to
understand how facts tie together. If we read the
whole article, and find it to be a terrorist story, it
is easy to tag this as an Attack event; however, if
it is in a tennis report, we probably won’t tag it as
an Attack event.

The problem of event identification is
exacerbated if we shift to corpora with a topic
distribution different from the training and
official test corpus. In general, an effort is made
to have the test corpora be representative of the
sort of texts to which the NLP process is intended
to be applied. In the case of the event extraction,
this has generally been news sources such as
newswires or broadcast news transcripts.
However, a particular event type is likely to
occur infrequently in the general news, which
might contain many different topics, only a few
of which are likely to include mentions of this
event type. As a result, a typical evaluation
corpus (a few hundred hand-annotated
documents), if selected at random, would contain
only a few events, which is not sufficient for
training. To avoid this, these annotated corpora
are artificially enriched through a combination of
topic classification and manual review, so that
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they contain a high concentration of the events of
interest. For example, in the MUC-3/4 test
corpora, about 60% of the documents include
relevant events, and in the ACE 2005 training
corpus 48% include Attack events.

If we train and test the event extraction system
on ACE annotated corpora, the problem
epitomized by (1) is not significant because there

are very few sports articles in the ACE evaluation:

74% of the instances of the word “combat”
indicate an Attack event. However, if you extend
the evaluation to a more balanced collection, for
example, the un-filtered New York Times (NYT)
newswire, you will find that there are a lot of
sports articles and an event extractor will
mistakenly tag lots of sports events as Attack
events. Grishman (2010) drew attention to this
phenomenon, pointing out that only about 17% of
articles from the contemporaneous sample of The
NYT newswire contained attack events,
compared to 48% in the ACE evaluation. In this
situation, if we apply the event extractor trained
on the ACE corpus to the balanced NYT
newswire, the performance may be significantly
degraded.

Clearly, the topic of the document is a good
predictor of particular event types. For example,
a reference to “war” inside a business article
might refer to a financial competition; while
“war” inside a military article would be more
likely to refer to a physical attack event. Text
classification is used here to identify document
topic, and the final decision can be made based
on both local evidence and document relevance
(Grishman 2010). However, this method has
three disadvantages:

First, the event type and document topic are
not always strongly connected, and it depends
significantly on what kind of event we are going
to explore. If the events are related to the main
category of the article, only knowing the article
category is enough. But if they are not, treating
each document as a single topic is not enough.
For example, Die events might appear in military,
financial, political or even sports articles. And
most of the time, it is not the main event reported
by the article. The article may focus more on the
reason for the death, the biography of the person,
or the effect of the death.

Second, when the article talks about more than
one scenario, simple text classification will
basically ignore the secondary scenario. For
example, if a sports article that reported the
results of a football game also mentions a fight
between the fans of two teams, the topic of the
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document might be “sports”, which is irrelevant
to Attack events; however, there is an Attack
event, which appears in the secondary scenario of
the document.

Third, the category or relevance depends on
the annotated data, and a classifier may be unable
to deal with articles whose topics were rarely
seen in the training data. Thus, if the category
distribution of the evaluation data is different
from the training data, a text classifier might have
poor performance.

To solve the first two problems, we need to
treat each document as a mixture of several
topics instead of one; to solve the third problem,
we want to see if unsupervised methods can give
us some guidance which a supervised method
cannot. These two goals are easily connected to a
topic model, for example, Latent Dirichlet
Allocation.

2 ACE Event Extraction

In this section, we will describe the ACE event
extraction task and explain why it is difficult.

2.1 Task Description

ACE defines an event as a specific occurrence
involving participants', and it annotates 8 types
and 33 subtypes of events. In this task, an event
mention is a phrase or sentence within which an
event is described, including trigger and
arguments. An event mention must have one and
only one trigger, and can have an arbitrary
number of arguments. The event trigger is the
main word that most clearly expresses an event
occurrence. The event mention arguments
(roles)? are the entity mentions that are involved
in an event mention, and their relation to the
event. For example, an event “attack” might
include participants like “attacker” or “target”, or
attributes like “time within” and “place”.
Arguments will be taggable only when they occur
within the scope of the corresponding event,
typically the same sentence.
Here is an example:

(4) Three murders occurred in France
today, including the senseless slaying of Bob

! See http://projects.ldc.upenn.edu/ace/docs/English-
Events-Guidelines_v5.4.3.pdf for a description of this
task.

* Note that we do not deal with event mention
coreference in this paper, so each event mention is
treated as a separate event.



Cole. Bob was on his way home when he
was attacked...

There are two Die events, which share the
same Place and Time roles, with different Victim
roles. And there is one Attack event sharing the
same Place and Time roles with the Die events.

Event | Trigger Role

type Place Victim Time
Die murder France today
Die slaying France | Bob Cole | today
Event | Trigger Role

type Place Target Time
Attack | attack France | Bob today

Table 1. An example of event trigger and roles

2.2 Problems

Identifying the trigger — the word most clearly
expressing the event - is essential for event
extraction. Usually, the trigger itself is the most
important clue in detecting and classifying the
type of an event. For example, the word “attack”
is very likely to represent an Attack event while
the word “meet” is not. However, this is not
always enough. If we collect all the words that
serve as an event trigger at least once, and plot
their probability of triggering an event (Figure 1),
we see that the probabilities are widely scattered.
Some words always trigger an event (probability
= 1.0), but most are ambiguous.

Trigger Probability

1 = 00

900

1000

Figurel. Distribution of trigger probability (X axis
represents the words in alphabetical order)

Why is identifying an event so difficult? First
of all, a word may be ambiguous and have
several senses, only some of which correspond to
a particular event type. Moreover, identifying the
correct sense is not enough: several different
senses of a word might refer to the same event
type, and the same sense does not guarantee the
occurrence of the specific event: the arguments
need to be considered as well. Take the word
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“shoot”, for example; the senses “hit with a
missile from a weapon” and “fire a shot” might
both predicate an Attack event, but to guarantee
that, we need to not only identify its sense is, for
example, “fire a shot”, not “record on
photographic film”, but also identify that its
target is a person, organization, Geo-Political
Entity (GPE), weapon or facility, not an animal.
Hunting-related or  shooting-contest-related
activities should not be tagged as Attack events.

Thus, the identification of the trigger and the
arguments interact: the relation between the
trigger and the argument is one essential factor to
identify both the trigger and the role of the
argument. For example, if we know that the
object of the word “shoot” is a person and it has
the “fire a shot” sense, we can confidently
identify the person as the Target role, and tag
“shoot” as the trigger of an Attack event.

As a result, most current event extraction
systems  consider trigger and argument
information together to tag a reportable event
(see the baseline system in section 5.1).

3 Related Work

To the best of our knowledge, we are the first to
use unsupervised topic models in event
extraction. However, there are some similar
approaches that consider the relevance of the
document to the specific scenario or event type.
For scenario extraction in MUC-3/4, Riloff
(1996) initiated this approach and claimed that if
a corpus can be divided into documents involving
a certain event type and those not involving that
type, patterns can be evaluated based on their
frequency in relevant and irrelevant documents.
Yangarber et al. (2000) incorporated Riloff’s
metric into a  bootstrapping  procedure.
Patwardhan and Riloff (2007) presented an
information extraction system that finds relevant
regions of text and applies extraction patterns
within those regions. Liao and Grishman (2010b)
also pointed out that the pre-selection of the
bootstrapping corpus (based on document topic)
is quite essential to this approach. Although their
approach involved bootstrapping, it gives the
intuition that the event/scenario and the
document topic are strongly connected.

For ACE event extraction, most current
systems focus on processing one sentence at a
time (Grishman et al., 2005; Ahn, 2006; Hardy et
al. 2006). However, there have been several
studies using high-level information at the
document level. Finkel et al. (2005) used Gibbs



sampling, a simple Monte Carlo method used to
perform approximate inference in factored
probabilistic models. By wusing simulated
annealing in place of Viterbi decoding in
sequence models such as HMMs, CMMs, and
CRFs, it is possible to incorporate non-local
structure while preserving tractable inference.
They wused this technique to augment an
information extraction system with long-distance
dependency models, enforcing label consistency
and extraction template consistency constraints.
Ji and Grishman (2008) extended the scope from
a single document to a cluster of topic-related
documents and employed a rule-based approach
to propagate consistent trigger classification and
event arguments across sentences and documents.
Liao and Grishman (2010a) extended this
consistency within each event type to a
distribution among different event types, and
obtained an appreciable improvement in both
event and event argument identification.

There is not as much work on evaluation on a
more balanced collection when the training
corpus has a different distribution. Grishman
(2010) first pointed out that understanding the
characteristics of the corpus is an inherent parts
of the event extraction task. He gave a small
example of the effect of applying an event
extractor to a more balanced corpus, and used a
document classifier to reduce the spurious errors.

4 Topic Features in Event Extraction

Most previous studies that acquire wider scope
information use preselected corpora, like (Riloff
1996); or are rule-based, like Ji and Grishman
(2008); or involve supervised learning from the
same training data, like Finkel et al. (2005), Liao
and Grishman (2010a). We are more interested in
using a topic model to provide such information.

A topic model, like Latent Dirichlet Allocation
(LDA), is a generative model that allows sets of
observations to be explained by unobserved
groups. For example, if the observations are
words collected into documents, it posits that
each document is a mixture of a small number of
topics and that each word is attributable to one of
the document's topics. For event extraction, there
is a similar assumption that each document
consists of various events, and each event is
presented by one or several snippets in the
document. We want to know if these two can be
somehow connected and how one can improve
the other.
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In this paper, we are more interested in an
unsupervised approach from a large untagged
corpus. In this way, we can avoid the data bias
that may be introduced by an unrepresentative
training collection, thus providing better high-
level information than previous approaches,
especially when applied to the final target
application instead of a specially selected
development or evaluation corpus.

4.1 Features from Unsupervised Topic

Model (LDA)

Latent Dirichlet Allocation (LDA) tries to group
words into “topics”, where each word is
generated from a single topic, and different
words in a document may be generated from
different topics. Thus, each document is
represented as a list of mixing proportions for
these mixture components and thereby reduced to
a probability distribution on a fixed set of topics.
In LDA, each document may be viewed as a
mixture of various topics. A document is
generated by picking a distribution over topics,
and given this distribution, picking the topic of
each specific word to be generated. Then words
are generated given their topics. Words are
considered to be independent given the topics;
this is a standard bag of words model assumption
where individual words are exchangeable.

Unlike supervised classification, there are no
explicit labels, like “finance” or “war”, in
unsupervised LDA. Instead, we can imagine
each topic as “a cluster of words that refers to an
implicit topic”. For example, if a document
contains words like “company”, “financial”, and
“market”, we assume it contains a “financial
topic” and are more confident to find events like
Start-Position, End-Position, while a document
that contains “war”, “combat”, “fire”, and “force”
will be assumed to contain the “war topic”, which
is more likely to contain Attack, Die, or Injure
events.

4.2 Features from Multi-label Text

Classifier

As the event extraction system uses a supervised
model, it is natural to ask whether supervised
topic features are better than unsupervised ones.
There are several possible approaches. For
example, we can first run a topic classification
filter to predict whether or not a document is
likely to contain a specific type of event.
However, because of the limited precision of a
simple classifier such as a bag-of-words MaxEnt
classifier (for Attack events, the precision is



around 69% in ACE data), using it as a pre-filter
will lead to event recall or precision errors.
Instead, we decide to use the topic information as
features within the event extraction system. As
one document might contain several event types,
we tag each document with labels indicating the
presence of one or more events of a given type,
which is a multi-label text classification problem.
In this section, we build a supervised multi-label
text classifier to compare to the unsupervised
topic model.

The basic idea for a multi-label classifier
comes from the credit attribution problem in
social bookmarking websites, where pages have
multiple tags, but the tags do not always apply
with equal specificity across the whole page
(Ramage et al. 2009). This relation between tag
and page is quite similar to that between event
and document, because one document might also
have multiple events of differing specificity. For
example, an Aftack event may be more related to

the main topic of the document than a Meet event.

We use Labeled LDA (L-LDA) to build the
multi-label text classifier, which is reported
(Ramage et al. 2009) to outperform SVMs when
extracting tag-specific document snippets, and is
competitive with SVMs on a variety of datasets.
L-LDA associates each label with one topic in
direct correspondence, and is a natural extension
of both LDA and multinomial Naive Bayes. In
our experiment, each document can have several
labels, each corresponding to one of the 33 ACE
event types. In this way, we can easily map the
goal of predicting the possible events in a

document into a multi-label classification
problem.
5 Experiment

We set up two experiments to investigate the
effect of topic information.

First, we did a 5-fold cross-validation on the
whole ACE 2005 corpus. We report the overall
Precision (P), Recall (R), and F-Measure (F).

Second, we did an experiment to address the
crucial issue of mismatch in topic distribution
between training and test corpora. In this
experiment, the whole ACE 2005 corpus is used
as the training data, and unfiltered New York
Times newswire data (NYT) is used for testing.
The NYT corpus comes from the same epoch
(June 2003) as the ACE corpus, but there is no
pre-selection. This test data contains 75
consecutive articles. We annotated the test data
for the three most common event types in ACE —
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Attack, Die, and Meet — and evaluated this
balanced corpus on these three events.

5.1 Event Extraction Baseline System

We use a state-of-the-art English IE system as
our baseline [Grishman et al. 2005]. This system
extracts events independently for each sentence,
because the definition of event mention argument
constrains them to appear in the same sentence.
The system combines pattern matching with
statistical models. In the training process, for
every event mention in the ACE training corpus,
patterns are constructed based on the sequences
of constituent heads separating the trigger and
arguments. A set of Maximum Entropy based
classifiers are also trained:
® Argument Classifier: to distinguish
arguments of a potential trigger from non-
arguments; uses local features like the event
type of the potential trigger, path from the
mention to the trigger, mention type, head
word of the mention, etc.

Role Classifier: to classify arguments by

argument role; uses similar features as the

argument classifier

Trigger Classifier: Given local evidence,

like the potential trigger word, the event type,

and a set of arguments, to determine whether

this is a reportable event mention.
In the test procedure, each document is
scanned for instances of triggers from the training
corpus. When an instance is found, the system
tries to match the environment of the trigger
against the set of patterns associated with that
trigger. This pattern-matching process, if
successful, will assign some of the mentions in
the sentence as arguments of a potential event
mention.

The argument classifier is applied to the
remaining mentions in the sentence; for any
argument passing that classifier, the role
classifier is used to assign a role to it. Finally,
once all arguments have been assigned, the
trigger classifier is applied to the potential event
mention; if the result is successful, this event
mention is reported”.

3 Note that argument / role recall is rather low,
because it is dependent on the correct recognition and
classification of entity mentions, whose F measure
(with our system) is about 81% for named mentions
and lower for nominal and prenominal mentions.



5.2  Topic Features

Encoding topic features into the baseline system
is straightforward: as the occurrence of an event
is decided in the final classifier — the trigger
classifier — we add topic features to this final
classifier. Although the argument / role classifiers
have already been applied, we can still improve
the argument / role classification, because only
when a word is tagged as a trigger will all the
arguments/roles related to it be reported.

The unsupervised LDA was trained on the
entire 2003 NYT newswire except for June to
avoid overlap with the test data, a total of 27,827
articles; we choose K= 30, which means we treat
the whole corpus as a combination of 30 latent
topics®.

The multi-label text classifier was trained on
the same ACE training data as the event
extraction, where each label corresponds to one
event type, and there is an extra “none” tag when
there are no events in the document. Thus, there
are in total 34 labels.

For inference, we use the posterior Dirichlet
parameters y*(w) associated with the document
(Blei 2003) as our topic features, which is a fixed
set of real-values. Thus, using the multi-label text
classifier, there are 34 newly-added features;
while using unsupervised LDA, there are 30
newly-added features. Stanford topic modeling
software is used for both the multi-label text
classifier and unsupervised LDA.

For preprocessing, we remove all words on a
stop word list. Also, to reduce data sparseness, all
inflected words are changed to their root form
(e.g. “attackers”—‘attacker”).

5.3 Evaluation on ACE data

We might expect supervised topic features to
outperform unsupervised topic features, when the
distribution of training and testing data are the
same, because its correlation to event type is
clearer and explicit. However, this turns out not
to be true in our experiment (Table 2): the
unsupervised features work better than the
supervised features. This is understandable given
that there are only hundreds of training
documents for the supervised topic model, and
the precision of the document classification is not
very good, as we mentioned before in section 4.2.
For unsupervised topics, we have a much larger
corpus, and the topics extracted, although they

4 We tested some other values of K, and found K =30
works best, although we did not systematically
explore alternative values.
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may not correspond directly to each event type,
predicate a scenario where a specific event might
occur.

5.4 Evaluation on NYT data

From the ACE evaluation, we can see that the
unsupervised LDA works Dbetter than a
supervised classifier, which indicates that even if
the training and testing data are from the same
distribution, the unsupervised topic features are
more helpful. In our second evaluation, we
evaluate on a more balanced newswire corpus,
with no pre-selection.

First, we implement Grishman (2010)’s
solution (Simple Combination) to combine the
document event classifier (a bag-of-words
maximum-entropy model) with local evidence
used in the baseline system. The basic idea is that
if a document is classified as not related to a
specific event, it should not contain any such
events; while if it is related, there should be such
events. Thus, an event will be reported if

\/ P(reportable _event) x P(relevant _document)>t

where P(reportable event) is the confidence
score from the baseline system, while
P(relevant_document) is computed from the
document classifier.

Table 3 shows that the simple combination
method (geometric mean of probabilities)
performs a little better than baseline. However,
we find that the gains are unevenly spread across
different events. For Attack events, it provides
some benefit (from 57.9% to 59.6% F score for
trigger labeling), whereas for Die and Meet
events it does not improve much. This might be
because Aftack events are closely tied to a
document’s main topic, and using only the main
topic can give a good prediction. But Die and
Meet events are not closely tied to the document
main topic, and so the simple combination does
not help much.

Unsupervised LDA performs best of all, which
indicates that the real distribution in the balanced
corpus can provide useful guidance for event
extraction, while supervised features might not
provide enough information, especially when
testing on a balanced corpus.



rformance Trigger Argument Role
System Classification Classification Classification
P R F P R F P R F
Baseline system 64.3 | 51.1 56.9 69.4 21.8 332 62.8 19.7 30.0
Multi-label classifier 66.8 | 50.0 57.2 54.4 25.5 347 48.9 22.9 31.1
Unsupervised LDA 63.9 | 59.7 61.7 71.1 27.0 39.1 64.6 245 35.5
Table 2. Overall performance on ACE test data
rmance Trigger Argument Role
System Classification Classification Classification
P R F P R F P R F
Baseline system 53.8 | 51.1 524 | 414 | 197 | 267 |394 | 188 |254
Simple Combination 63.1 | 474 |542 |414 |19.7 |267 |394 | 188 |254
Multi-label classifier 60.8 | 657 |632 |356 |279 |31.3 |319 |[250 |28.0
Unsupervised LDA 603 | 81.0 |69.2 |453 |34.6 |392 |44.0 |33.7 |38.1
Table 3. Performance on NYT collection
unannotated corpus that contains a reasonable
. portion of sports articles, the unsupervised model
5.5 NYT Data Analysis

Here, we give some examples to show why topic
information helps. First, we give an example
where the supervised topics method does not
work but unsupervised does. In our baseline
system, many verbs in sports or other articles will
be incorrectly tagged as Attack events. In such
cases, as there are very few sports articles in
ACE training data, and there is no event type
related to sport, the supervised classifier might
not capture this feature, and prefer to connect a
sports article to an Attack event in the testing
phase, because there are a lot of words like
“shot”, “fight”. However, as there are a lot of
sports articles in NYT data, the unsupervised
LDA can capture this topic. Here is an example:

(2) His only two shots of the game came in
overtime and the goal was just his second of
the playoffs, but it couldn't have been bigger.

In the ACE training data, “shot” is tagged
67.5% of the time as an Attack event. We
checked the data and found that there are very
few sports articles in the ACE corpus, and the
word “shot” never appears in these documents.
Thus, a supervised classifier will prefer to tag a
document containing the word “shot” as
containing an Attack event. However, because a
sports topic can be explicitly extracted from an
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would be able to build a latent topic 7 which
contains sports-related words like “racket”,
“tennis”, “score” etc. Thus, most training
documents which contain “shot” will have a low
value of T; while the sports documents (although
very few), will have a high value of 7. Thus, the
system will see both a positive feature value (the
word is “shot”), and a negative feature value (T’s
value is high), and still has the chance to
correctly tag this “shot” as not-an-event, while in
the baseline system, the system will incorrectly
tag it as an Attack event because there are only
positive feature values.

The topic features can also help other event
types. For Die events, consider:

(3) A woman lay unconscious and dying at
Suburban Hospital in Bethesda, Md.

The word “dying” only appears 45.5% as a Die
event in the training data, and is not tagged as a
Die event by the baseline system. The reason is
that there are a lot of metaphors that do not
represent true Die events, like “dying nation”,
“dying business”, “dying regime”. However,
when connected to the latent topic features, we
know that for some topics, we can confidently tag
it as a Die event.

For Meet events, we also find cases where
topic features help:



(4) President Bush meets Tuesday with
Arab leaders in Egypt and the next day with
the Israeli and Palestinian prime ministers
in Jordan, ....

The baseline system misses this Meet event.
The word “meets” only appears 25% of the time
as a Meet event in the training data, because there
are phrases like “meets the requirement”, “meets
the standard” which are not Meet events.
However, adding topic features, we can correct

this and similar event detection errors.

6 Conclusion

We proposed to use a topic model (LDA) to
provide document level topic information for
event trigger classification. The advantage of
LDA for text classification or clustering is that it
treats each document as a mixture of several
topics instead of one, providing a more natural
connection to the event extraction task. Both
supervised and unsupervised LDA were applied.
We evaluated the influence on two sets: one with
the same distribution as the training data; the
other a more balanced newswire collection
without pre-selection.

Our  experiments indicated that an
unsupervised document-level topic model trained
on a large corpus yields substantial

improvements in extraction performance and is
considerably more effective than a supervised
topic model trained on a smaller annotated
corpus.
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Abstract

This paper investigates the application of
an existing seed-based minimally super-
vised learning algorithm to different so-
cial domains exhibiting different proper-
ties of the available data. A systematic
analysis studies the respective data prop-
erties of the three domains including the
distribution of the semantic arguments and
their combinations. The experimental re-
sults confirm that data properties have a
strong influence on the performance of the
learning system. The main results are in-
sights about: (i) the effects of data proper-
ties such as redundancy and frequency of
argument mentions on coverage and preci-
sion (ii) the positive effects of negative ex-
amples if used effectively (iii) the different
effects of negative examples depending on
the domain data properties and (iv) the po-
tential of reusing rules from one domain
for improving the relation extraction per-
formance in another domain.

1 Introduction

Domain adaptation is very important for informa-
tion extraction (IE) systems. IE systems in the
real world are often required to work for new do-
mains and new tasks within a limited adaptation
or tuning time. Thus, automatic learning of rela-
tion extraction rules for a new domain or a new
task has been established as a relevant subarea in
IE research and development (Muslea, 1999; Tsu-
jii, 2000; Uszkoreit, 2011), in particular for min-
imally supervised or semi-supervised bootstrap-
ping approaches (e.g., (Brin, 1998; Agichtein and
Gravano, 2000; Yangarber, 2001; Sudo et al.,
2003; Bunescu and Mooney, 2005; McDonald et
al., 2005; Greenwood and Stevenson, 2006; Jones,
2005; Xu et al., 2007; Xu, 2007; Kozareva and
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Hovy, 2010a; Kozareva and Hovy, 2010b)). The
advantage of the minimally supervised approaches
for IE rule learning is that only initial seed knowl-
edge is needed. Therefore the adaptation might be
limited to substituting the seed examples. How-
ever, different domains/corpora exhibit rather dif-
ferent properties of their learning/extraction data
with respect to the learning algorithm. Depending
on the domain, the need for improving precision
by utilizing negative examples may differ. An im-
portant research goal is the exploitation of more
benign domains for improving extraction in less
suitable domains.

Xu et al. (2007) and Xu (2007) present a min-
imally supervised learning system for relation ex-
traction, initialized by a so-called semantic seed,
i.e., examples of the target relations. We dub our
system DARE for Domain Adaptive Relation Ex-
traction. The system supports the domain adapta-
tion with a compositional rule representation and
a bottom-up rule discovery strategy. In this way,
DARE can handle target relations of various com-
plexities and arities. Relying on a few examples
of a target relation as semantic seed dispenses
with the costly acquisition of domain knowledge
through experts or specialized resources.

In practice, this does not work equally well
for any given domain. Xu (2007) and Uszko-
reit et al. (2009) concede that DARE’s perfor-
mance strongly depends on the specific type of re-
lation and domain. In our experiments, we apply
DARE to the extraction of two different 4-ary rela-
tions from different domains (Nobel Prize awards
and MUC-6 management succession events (Gr-
ishman and Sundheim, 1996)). In the data set
of the first domain, the connectivity between re-
lation instances and linguistic patterns (rules) ap-
proximates the small world property (Amaral et
al., 2005). In MUC-6 data on the other hand, the
redundancy of both mentions of instances and pat-
terns as well as their connectivity are very low.
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DARE achieves good performance with the first
data set even with a singleton seed, but cannot deal
nearly as well with the MUC-6 data.

A systematic comparative analyses was not pos-
sible since the two experiments differ in several di-
mensions: domain, relation, size of data sets, ori-
gin of data sets and the respective distribution of
mentions in the data. In this paper, a much more
systematic analysis is performed in order to un-
derstand the differences between domains repre-
sented by their respective data sets. We decide to
use DARE because of its domain-adaptive design
and because of its utilization of negative examples
for improving precision (Uszkoreit et al., 2009).
At the same time, this is the first study comparing
the effects of the DARE utilization of negative ex-
amples relative to different domains. In order to
secure the significance of the results, we restrict
our experiments to one simple symmetric binary
relation, i.e. the biographic relation “married to”,
a single text sort, i.e., Wikipedia articles, and three
biographic domains exhibiting different data prop-
erties, i.e., entertainers, politicians and business
people.

The three data sets are compared with respect
to relation extraction performance with and with-
out negative examples in relation to certain data
properties. Furthermore, the potential for porting
rules from one domain to another and the effects of
merging domains are investigated. Our data anal-
ysis and experiments give us interesting insights
into the relationship between the distribution of
biographic information in various social domains
and its influence on the learning and extraction
task. Given the same target relation “married to”,
the entertainment domain contains most mentions
and owns better data properties for learning than
others. But, in the parallel, there are often multiple
relations reporting about the same married couples
in the entertainment domain, leading to the learn-
ing of spurious rules and finally bad precision.

The remainder of the paper is organized as fol-
lows: Section 2 explains the DARE system. In
section 3, we represent our research idea and our
experiments and evaluations. In section 4, we
close off with summary and conclusion.

2 DARE

DARE is a minimally supervised machine learning
system for relation extraction on free texts, con-
sisting of two parts: 1) rule learning and 2) relation

18

extraction (RE). Rule learning and RE feed each
other in a bootstrapping framework. The boot-
strapping starts from so-called “semantic seeds”,
which is a small set of instances of the target re-
lation. The rules are extracted from sentences au-
tomatically annotated with semantic entity types
and parsing results (e.g., dependency structures),
which match with the seeds. RE applies acquired
rules to texts in order to discover more relation in-
stances, which in turn are employed as seed for
further iterations. The core system architecture of
DARE is depicted in Figure 1. The entire boot-
strapping stops when no new rules or new in-
stances can be detected. Relying entirely on se-
mantic seeds as domain knowledge, DARE can ac-
commodate new relation types and domains with
minimal effort.

Seeds DARE

Rule Learning

rules NLP annotated

Free Text Corpus
Instances

(new seed) * Named Entities

* Parsing results

DARE

Relation Extraction

Figure 1: DARE core architecture

DARE can handle target relations of varying ar-
ity through a compositional and recursive rule rep-
resentation and a bottom-up rule discovery strat-
egy. A DARE rule for an n-ary relation can
be composed of rules for its projections, namely,
rules that extract a subset of the n arguments.

Let us consider an example target relation from
(Xu, 2007). It contains prize award events at
which a person or an organization wins a partic-
ular prize in a certain area and year. The relation
can be presented as follows:

(1) <recipient, prize, area, year>

(2) is an example relation instance of (1), refer-
ring to an event mentioned in the sentence (3).

@)
3

<Mohamed ElBaradei, Nobel, Peace, 2005>

Mohamed ElBaradei won the 2005 Nobel
Prize for Peace on Friday for his efforts to
limit the spread of atomic weapons.

(4) is a simplified dependency tree of the pars-
ing result of (3).



win

subject object

Person “Prize”

lex-m lex-mod mo

ufo rn

pcomp—nl,

Area

Year PrizeName

“)

From the tree in (4), DARE learns three rules in
a bottom-up way. The first rule is dominated by
the preposition “for”, exacting the argument Area.
The second rule is dominated by the noun “Prize”,
extracting the arguments Year and PrizeName, and
calling the first rule for the argument Area. (5) and
(6) show the first and second DARE rules.

(5) extracts the semantic argument Area from
the prepositional phrase headed by the preposition
“for”, while (6) extracts the three arguments Year,
Prize and Area from the complex noun phrase and
calls the rule (5) for the semantic argument Area.

&)

Rule name :: area_1

§ pos noun
head |:lexfform “f()r”:|
Rule body ::
daughters < |:pcomp-n [head Area]:|>
Output = < [hrea >
(6) Rule name :: year_prize_area_1
head pos Hou.n »
lex-form “prize
daughters < | lex-mod [head Year]:|,
Rule body ::
lex-mod [head Prize:l:|,
mod |:rule area_1 :: <[3lArea >]:| >

Output i < [Dvear, [2JPrize, [31Area >

(7) is the third rule that extracts all four argu-
ments from the verb phrase dominated by the verb
“win” and calls the second rule to handle the argu-
ments embedded in the linguistic argument “ob-
ject”.

(7) Rule name :: recipient_prize_area_year.1
Rule body ::
pos verb
head mode active
lex-form  “win”

daughters < |:subjecl [head Person]:|,

rule year_prize.area_l ::

bject
onjec |: < Year, rizz’, rea >:|:| >

< ecipient, rizeA, rea, (lvear >

Output

During the bootstrapping, the confidence values
of the newly acquired rules and instances are cal-
culated by DARE in the spirit of the “Duality prin-
ciple” (Brin, 1998; Yangarber, 2001; Agichtein
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and Gravano, 2000), i.e., the confidence values of
the rules are dependent on the truth value of their
extracted instances and on the seed instances from
which they stem. The confidence value of an ex-
tracted instance makes use of the confidence value
of its ancestor seed instances. DARE employs two
NLP modules: a named-entity recognizer SProUT
(Drozdzynski et al., 2004) and a parser (De Marn-
effe et al., 2006). SProUT is adapted to new do-
mains by adding rules for new NE types and ex-
tending the gazetteers.

3 Learning a General Relation from
Single and Multiple Domains

The motivation of this work is to learn as many ex-
traction rules as possible for extracting instances
of the marriage relation between two persons, to
fill, for instance, a biographic database about pop-
ular persons from different social domains. We
employ DARE to learn the extraction rules from
texts for three social categories: entertainment,
politicians and business people.

3.1 Data Set and Data Properties

For each domain, we collect 300 Wikipedia doc-
uments, each document about one person. For
the entertainment domain, we choose pages about
actors or actresses of the Oscar academy awards
and grammy winners. Pages about the US pres-
idents and other political leaders are selected for
the politician domain. American chief executives
covered by the Wikipedia are candidates for the
business people corpus. In Table 1, we show
the distribution of persons, their occurrences and
sentences referring to two persons. We immedi-
ately observe that the business texts mention much
fewer persons or relationships between persons
than the texts on politicians. Most mentions of per-
sons and relationships can be found in the enter-
tainment texts so that we can expect to find more
extraction rules there than in the other domains.

3.2 Challenges without Gold Standard

Uszkoreit et al. (2009) discussed the challenge of
seed selection and its influence on performance
in a minimally supervised learning system, e.g.,
one randomly selected seed is sufficient to find
most mentions in the Nobel Prize corpus, but
many seeds cannot improve the performance for
the MUC-6 corpus. Although we are aware of this
problem, we still have to live with the situation



Domain Entertainer | Politician | Business Person
Number of documents 300 300 300
Size (MB) 4.8 6.8 1.6
Number of person occurrences 61450 63015 9441
Number of person entities 9054 6537 1652
Sentences containing person-person-relations 9876 11111 1174

Table 1: Data Properties of the three Domain Corpora

that all three corpora selected here are unlabeled
free texts and their data properties for learning are
unknown to us. Furthermore, as pointed out by
Agichtein and Gravano (2000), without annotated
data, the calculation of recall is infeasible. There-
fore, our evaluation can only provide the precision
value and the number of the correctly extracted in-
stances.

3.3 Experiments

In the first experiment, we begin by learning from
each domain separately starting with positive ex-
amples from the domain. Then we merge the seeds
and learn from the merged data of all three do-
mains. The performance and the quality of the
top ranked rules lead us to the second experiment,
where we add negative seed in order to improve
the ranking of the good rules. In the third experi-
ment, we apply the good rules from the most fer-
tile domain, i.e. entertainment, to the other two
domains in order to find more relation instances in
these texts.

3.3.1 Positive Seed

We decide to run 10 experiments, initialized each
time with one positive example of a marriage in-
stance for each respective domain, in order to ob-
tain a more objective evaluation than only one ex-
periment with a randomly selected seed. In order
to operationalize this obvious and straightforward
strategy, we first selected ten prominent married
persons from the three sets of 300 persons featured
in our Wikipedia articles. For finding the most
prominent persons we simply took the length of
their Wikipedia article as a crude indication. How-
ever, these heuristics are not essential for our ex-
periments, since an increase of the seed set will
normally substitute for any informed choice. For
the runs with one example, the figures are the
rounded averages over the ten runs with different
seeds. For the merged corpus only one run was ex-
ecuted based on the three best seeds merged from
the three domains.
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Table 2 presents all figures for precision and
number of correctly extracted instances for each
domain and merged domains. The average pre-
cision of the business person domain is the high-
est, while the entertainment domain extracts the
most correct instances but with the lowest preci-
sion. The politician domain has neither good pre-
cision nor good extraction gain.

Single 1 positive seed (each)
domain Precision | Correct Instances
Entertainer 5.9% 206
Politician 16.19% 159
Business Person || 70.45% 31
Multiple 3 positive seed (merged)
domains Precision | Correct instances
merged corpus 8.91% 499

Table 2: Average values of 10 runs for each domain and 1
run for the merged corpus with best seeds

As expected, the distribution of the learned rules
and their rankings behave differently in each do-
main. We got 907 rules from the entertainment do-
main, 669 from the politician domain, but only 7
from the business person domain. For illustration
we only present the top-ranked rules from each do-
main cutting off after rank 15. The rules are ex-
tracted from the trees generated by the Stanford
Dependency Parser for the candidate sentences of
our corpora (De Marneffe et al., 2006). Here, we
present the rules in a simplified form. The first
elements in the rules are head, followed by their
daughters. A and B are the two person arguments
for the target relation. The good rules are high-
lighted as bold.

e Top 15 rules in the entertainment domain:
<person>: dep(A), dep(B)

(“meet”, VB): obj(A), subj(B )
(“divorce”, VB): subj(A, dep(B))
(“wife”’, N): mod(A), mod(B)
(“marry”, VB): dep(A), nsubj(B), aux(
“be”,VB)
(“star”, VB): dep(A), subj(B)
(“husband”,N): mod(A), mod(B)
<position>: dep(A), dep(B)

Al

S



9.
10.
11.
12.
13.
14.
15.

(“attraction”, N): mod(A), mod(B)
<person>: mod(A), mod(A)
(“include”, VB): obj(A , dep(B))
(“marry”’, VB): obj(A), subj(B)
(“star”, VB): obj(A , dep(B))
<person>: dep( A, dep(B))
(“marriage”, N): dep(A), mod(B)

e Top 15 rules in the politician domain:

<person>: dep(A), dep(B)

(“children”, N): dep(A, dep(B))

(“wife”’, N): mod(A), mod(B)

(“marry”, VB): obj(A), subj(B)

(“son”, N): mod(A), mod(B)

<position>: mod(A), mod(B)

(“include”, VB): obj(A , dep(B))

<person>: mod(A), mod(B)

<person>: dep(A), mod(B)

(“defeat”, VB): obj(A), subj(B)

“successor”, N): mod(A), mod(B)

(“lose”, VB): subj(A), dep(B)

. (“with”, IN): obj( A, dep(B) )

(“father”, NN): mod(A), mod( B)

. (“appoint”, VB): nsubj(A), dep(B), aux(“be”,
VB)

e Al o e

— e e e e
kL=

e Top rules in the business-person domain
1. (“children”, N): dep(A), dep(B)
2. (“have”, VB): subj( A, dep(B))
3. (“give”, VB): subj(A), obj(B)
4. (“date”, VB): subj(A), obj(B)
5. (A): dep( (“wife”, NN), mod(B) )
6. (“student”, N): dep( A, dep(B) )
7. (“marry”, VB): obj(A), subj( B)

e Top 15 rules in the merged corpus:

<person>: dep(A), dep(B)
(“wife”’, N): mod(A), mod(B)
(“son”, N), mod(A): mod(B)
(“marry”’, VB): obj(A), subj(B)
(“meet”, VB), obj(A): subj(B)
(“include”, VB): obj(A), dep(B)
<position>: mod(A), mod(B)
(“children”, N): dep(A), dep(B)
<person>: dep( A , mod(B))
<person>: dep(A), mod(B)
(“marry”, VB): dep(A), nsubj(B), aux(
“be”,VB)
(“father”, N): dep(A), dep(B)
(“tell”, VB): obj(A), subj(B)
(“husband”’,N): mod(A), mod(B)
<person>: mod(A), mod(B)

el e A I ol

—_— -
— O

12.
13.
14.
15.

In all experiments, the good rules are not ranked
highest. Although many good rules can be learned
from the entertainment domain, several dangerous
rules (such as the rule extracting instances of the
“meet”-relation) are ranked higher because they
are mentioned more frequently and often match
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with a seed person pair standing in marriage re-
lation. In this domain, the married persons are of-
ten mentioned together in connection with other
popular activities. This overlap of marriage with
other relations causes many wrong rules. For ex-
ample, the top ranked rule is learned from the fol-
lowing sentence (8) matching the seed (Charles
Laughton, Elsa Lanchester).

(8) In total, he (Billy Wilder) directed fourteen different

actors in Oscar-nominated performances: Barbara

Stanwyck, . .., Audrey Hepburn, Charles Laughton,
Elsa Lanchester, Jack Lemmon, . . .

Many couples are mentioned in such coordina-
tion constructions. Therefore, this rule has a high
connectivity and produces more than 2000 relation
instances, boosting the rank of the rule to the top.
Yet most instances extracted by this rule are in-
correct. Several rules of similar type are the rea-
son for the low precision in the entertainer and the
politician domains. On the other hand, all three
domains share the good rule:

®

The extraction results from the merged corpus
are comparable to the entertainment domain: low
precision and high gain of instances. The increase
of the data size supports higher recall.

Driven by our scientific curiosity, we increase
the number of our positive seed to 10 with 10 runs
too. Table 3 shows that the average precision for
entertainer and politician domains do not improve
significantly. All three domains yield a higher
recall because more good rules could be learned
from the larger seed.

(“marry”, VB): obj(A), subj(B)

Single domain 10 positive seed (each)

domain Precision | Correct instances
Entertainer 6.12% 264
Politician 17.32% 185
Business Person 78.95% 60

Multiple 30 positive seed (merged)

domains Precision | Correct instances
merged corpus 8.93% 513

Table 3: Experiments with 10 positive seeds for every cor-
pus and 30 seeds for the merged corpus

But enlarged seeds could not help in finding
more highly ranked good rules. On the contrary,
some good rules disappear from the top positions.
The reason is that different seeds produce differ-
ent good rules but sometimes share the same bad
rules, thus unfortunately boosting these bad rules



in rank. Bad rules are rules which extract wrong
instances.

It is interesting to observe that the merged cor-
pus in both experiments extracts more correct in-
stances than the sum of the single domains to-
gether, in particular, in the one seed experiment,
499 (merged) vs. 396 (the sum of the single do-
mains). In the case of the 10 seed experiment,
the merged corpus extracted 513 correct instances
while the single domains together 509. This indi-
cates that both the enlargements of seeds and cor-
pus size raise recall.

3.3.2 Negative Seed for Learning Negative
Rules

Next we improve precision by accounting for other
relations in which married couples are frequently
mentioned:

1. Laurence Olivier saw Vivien Leigh in The Mask of
Virtue.

2. Olivier and Leigh began an affair after acting as lovers
in Fire Over England .

In the June 2006 Ladies’ Home Journal, she said
she (Nicole Kidman) still loved Cruise.

She (Nicole Kidman) became romantically involved
with actor Tom Cruise on . . ..

5. He (Tom Cruise) and Kidman adopted two children.

Table 4 shows the average number of different
relations reported about the extracted couples in-
volved in the three domains. Thus, given a person
pair as seed, DARE also learns rules which men-
tion other relationships, especially in the entertain-
ment domain.

Entertainer | Politician | Business Person
5.10 2.85 1.59

Table 4: Average number of various relations reported
about the extracted couples

There are several approaches to negative sam-
ples for rule learning. Most of them ((Etzioni et
al., 2005), (Lin et al., 2003), (Yangarber, 2003)
and (Uszkoreit et al., 2009)) use the instances of
other target relations as their negative examples or
negative seed. Inspired by them, we employ neg-
ative seed examples to weed out dangerous rules.
The dangerous rules are rules which extract incor-
rect instances in addition to the correct instances.
We apply the negative seed to learn so-called neg-
ative rules and hope that the negative rules will
cover the dangerous rules learned by the positive
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Figure 3: Correct instances of experiments in 3 domains
with 1 or 10 positive seeds and 1 to 20 negative seeds: x
axis for negative seed, y axis for number of extracted correct
instances

seed. For the negative seed construction, we de-
velop a new approach. Negative seed for our target
relation contains person pairs who do not stand in
a marriage relation, but who are extracted by the
top 20 ranked rules produced from positive seed.
The learning of the negative rules works just like
the learning of the positive ones, but without any
iterations. Once we have obtained rules from neg-
ative examples, we only use them for subtracting
any identical rules from the rule set learned from
positive seed.

Figure 2 shows the improvement of precision
after the utilization of negative seed for 1 positive
and 10 positive seed situations, while Figure 3 de-
picts the development of the extracted corrected
instances. It appears that the number of the pos-
itive seeds does not make a significant difference
of the performance development. For the business
person domain, only a few negative seeds suffice
for getting 100% precision. For both entertain-
ment and politician domains, the negative seeds
considerably improve precision. There are several



jumps in the curves. In the entertainment domain,
the first negative seed removes the strongest bad
rule. As a side-effect some good rules move up-
wards so that both precision and recall increase
significantly and at the same time some other bad
rules move downwards which are connected to
subsequent negative seeds. Therefore, the second
negative seed does not lead to big jump in the per-
formance. Similar phenomena can be observed by
analysing other flat portions of the curve.

In the following, we show only the top 10 rules
learned from the entertainment domain with 1 pos-
itive seed and 20 negative seeds because of the
limit of space.

(10) top 10 rules learned from the entertainment
domain:

(“wife”, N): mod(A), mod(B)
(“divorce”, VB): subj(A, dep(B))
(“marry”’, VB): obj(A), subj( B)
(“husband”,N): mod(A), mod(B)
. (“marry”, VB): dep(A), nsubj(B), aux(
“be”,VB)
(“marriage”, N): dep(A), mod(B)
(“appear”, VB): dep(A), subj( B)
<person>: dep(A), mod(B)
<position>: mod(A), mod(B)
(“friend”, N): mod(A), mod( B)

1
2
3.
4
5

o 0N

10.

The entertainment domain has taken the biggest
advantage of the negative seed strategy. The top
6 rules are all good rules. The other two domains
contain only a subset of rules.

3.3.3 Exploitation of Beneficial Domains for
Other Domains

The above experiments show us that the entertain-
ment domain provides a much better resource for
learning rules than the other two domains. As
it will often happen that relevant application do-
mains are not supported by beneficial data sets, we
finally investigate the exploitation of data from a
more popular domain for RE in a less beneficial
domain. We apply rules learned from entertain-
ment domain to the politician and business person
domains. Table 5 shows that applying the top six
rules in (10) learned from the entertainment do-
main discover many additional correct instances
from the other two domains.

Precision | new instances
Politician 98.48% 27
Business person | 96.72% 17

Table 5: Additional instances extracted by the learned top
six rules from the entertainment domain
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4 Summary and Conclusion

In this paper we provide new evidence for the suc-
cessful application of a minimally supervised IE
approach based on semantic seed and bottom-up
rule extraction from dependency structures to new
domains with varying data properties. The ex-
periments confirm and illustrate some hypotheses
on the role of data properties on the learning pro-
cess. A new approach to gathering and exploiting
negative seed has been presented that considerably
improves precision for individual and merged do-
mains. Some positive effects of merging domains
could be demonstrated.

An important observation is the successful ex-
ploitation of data from a related but different do-
main for a domain that does not possess suit-
able learning data. Thus we can cautiously con-
clude that the underlying minimally supervised
bootstrapping approach to IE is not necessarily
doomed to failure for domains that do not possess
beneficial data sets for learning. Just as Xu (2007)
already observed when they were able to use ex-
traction rules learned from Nobel Prize news to de-
tecting instances of other award events, we could
now obtain first evidence for the effective reusabil-
ity of rules learned from a combination of positive
and negative examples.

Future research will have to confirm that the ob-
served improvements of RE, especially the gain of
precision obtained by the new method for using
negative examples will actually scale up to much
larger data sets and to more complex relations. We
have already successfully applied the learned rule
sets for the detection of marriage instances to col-
lecting biographical information from other web
data. However because of the inherent problems
associated to measuring precision and especially
recall in web-based IR/IE tasks, a rigid evaluation
of these extractions will only be possible after ex-
tensive and expensive hand labelling efforts.

Acknowledgements

This research was conducted in the context
of the German DFG Cluster of Excellence on
Multimodal Computing and Interaction (M2CI),
projects Theseus Alexandria and Alexandria for
Media (funded by the German Federal Ministry of
Economy and Technology, contract 01MQ07016),
and project TAKE (funded by the German Fed-
eral Ministry of Education and Research, contract
01IW08003).



References

Eugene Agichtein and Luis Gravano. 2000. Snow-
ball: Extracting relations from large plain-text col-
lections. In Proceedings of the 5th ACM Interna-
tional Conference on Digital Libraries (DL’00), San
Antonio, TX, June.

LAN Amaral, A. Scala, M. Barthélémy, and HE Stan-
ley. 2005. Classes of small-world networks.
Proceedings of the National Academy of Sciences,
102(30):10421-10426.

Sergey Brin. 1998. Extracting patterns and rela-
tions from the world wide web. In WebDB Work-
shop at 6th International Conference on Extending
Database Technology, EDBT’98.

R. C. Bunescu and R.J Mooney. 2005. A shortest path
dependency kernel for relation extraction. In Pro-
ceedings of the Human Language Technology Con-
ference and Conference on Empirical Methods in
Natural Language Processing, pages 724-731, Van-
couver, B.C., October.

M.C. De Marneffe, B. MacCartney, and C.D. Manning.
2006. Generating typed dependency parses from
phrase structure parses. In LREC 2006.

Witold Drozdzynski, Hans-Ulrich Krieger, Jakub
Piskorski, Ulrich Schifer, and Feiyu Xu. 2004.
Shallow processing with unification and typed fea-
ture structures — foundations and applications.
Kiinstliche Intelligenz, 1.

O. Etzioni, M. Cafarella, D. Downey, A.M. Popescu,
T. Shaked, S. Soderland, D.S. Weld, and A. Yates.
2005. Unsupervised named-entity extraction from
the web: An experimental study. Artificial Intelli-
gence, 165(1).

Mark A. Greenwood and Mark Stevenson. 2006. Im-
proving semi-supervised acquisition of relation ex-
traction patterns. In Proceedings of the Workshop
on Information Extraction Beyond The Document.
Association for Computational Linguistics.

Ralph Grishman and Beth Sundheim. 1996. Message
understanding conference - 6: A brief history. In
Proceedings of the 16th International Conference on
Computational Linguistics, Copenhagen, June.

R. Jones. 2005. Learning to Extract Entities from La-
beled and Unlabeled Text. Ph.D. thesis, University
of Utah.

Zornitsa Kozareva and Eduard Hovy. 2010a. Learning
arguments and supertypes of semantic relations us-
ing recursive patterns. In Proceedings of COLING
2010, Uppsala, Sweden.

Zornitsa Kozareva and Eduard Hovy. 2010b. Not all
seeds are equal: Measuring the quality of text min-
ing seeds. In Proceedings of HLT/NACL 2010, Los
Angeles, California.

24

W. Lin, R. Yangarber, and R. Grishman. 2003. Boot-
strapped learning of semantic classes from positive
and negative examples. In Proceedings of ICML-
2003 Workshop on The Continuum from Labeled to
Unlabeled Data, pages 103-111.

Ryan McDonald, Fernando Pereira, Seth Kulick, Scott
Winters, Yang Jin, and Pete White. 2005. Simple
algorithms for complex relation extraction with ap-
plications to biomedical IE. In Proceedings of ACL
2005. Association for Computational Linguistics.

Ion Muslea. 1999. Extraction patterns for information
extraction tasks: A survey. In AAAI Workshop on
Machine Learning for Information Extraction, Or-
lando, Florida, July.

K. Sudo, S. Sekine, and R. Grishman. 2003. An im-
proved extraction pattern representation model for
automatic IE pattern acquisition. Proceedings of
ACL 2003, pages 224-231.

Junichi Tsujii. 2000. Generic nlp technologies: lan-
guage, knowledge and information extraction. In
Proceedings of the 38th Annual Meeting on Asso-
ciation for Computational Linguistics (ACL).

Hans Uszkoreit, Feiyu Xu, and Hong Li. 2009. Anal-
ysis and improvement of minimally supervised ma-
chine learning for relation extraction. In /4th In-
ternational Conference on Applications of Natural
Language to Information Systems.

Hans Uszkoreit. 2011. Learning relation extraction
grammars with minimal human intervention: Strat-
egy, results, insights and plans. In Alexander Gel-
bukh, editor, Computational Linguistics and Intelli-
gent Text Processing, volume 6609 of Lecture Notes
in Computer Science. Springer Berlin / Heidelberg.

Feiyu Xu, Hans Uszkoreit, and Hong Li. 2007. A
seed-driven bottom-up machine learning framework
for extracting relations of various complexity. Pro-
ceedings of ACL 2007, pages 584-591.

Feiyu Xu. 2007. Bootstrapping Relation Extraction
from Semantic Seeds. Phd-thesis, Saarland Univer-
sity.

Roman Yangarber. 2001. Scenarion Customization for
Information Extraction. Dissertation, Department
of Computer Science, Graduate School of Arts and
Science, New York University, New York, USA.

R. Yangarber. 2003. Counter-training in discovery of
semantic patterns. In Proc. ACL-2003. Association
for Computational Linguistics.



Extracting Relations Within and Across Sentences

Kumutha Swampillai and Mark Stevenson
Department of Computer Science
Sheffield University
S14DP, UK
(k.swampillai|m.stevenson)@dcs.shef.ac.uk

Abstract

Previous work on relation extraction has
focussed on identifying relationships be-
tween entities that occur in the same
sentence (intra-sentential relations) rather
than between entities in different sen-
tences (inter-sentential relations) despite
previous research having shown that inter-
sentential relations commonly occur in in-
formation extraction corpora. This paper
describes a SVM-based approach to re-
lation extraction that is applied to both
types. Adapted features and techniques
for counter-acting bias in SVM models are
used to deal with specific issues that arise
in the inter-sentential case. It was found
that the structured features used for intra-
sentential relation extraction can be eas-
ily adapted for the inter-sentential case and
provides comparable performance.

1 Introduction

Relation extraction is an established subfield of
information extraction concerned with extracting
related pairs of entities from text. The majority
of research has been applied to extracting rela-
tions within single sentences (intra-sentential re-
lations), examples include (Chieu and Ng, 2002;
Culotta and Sorensen, 2004; Sekine, 2006; Banko
and Etzioni, 2008). However, an analysis of the
MUC6 corpus (Swampillai and Stevenson, 2010)
showed that 28.5% of the relations occur between
entities in different sentences (inter-sentential re-
lations). This paper describes a SVM-based ap-
proach which is applied to the extraction of both
inter- and intra-sentential relations.

A number of challenges are faced when extract-
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ing inter-sentential relations. The structured fea-
tures, that are based on parse trees and have been
successfully used for intra-sentential relation ex-
traction, do not naturally apply over multiple sen-
tences. The limited research published on inter-
sentential relation extraction (Roberts et al., 2008;
Hirano et al., 2010) does not employ parse tree
features. We address this problem by introducing
new structured features (see section 3.2) for the
inter-sentential case.

There is also a greater data sparsity issue when
learning extraction models for inter-sentential re-
lations due in part to the smaller number of rela-
tions expressed inter-sententially. We investigate
a learning approach called threshold adjustment
(Shanahan and Roma, 2003) to counter-act the im-
balance in the data.

The remainder of the paper is organised as fol-
lows: Section 2 discusses previous work on re-
lation extraction. Section 3 describes a relation
extraction system suitable for both inter- and intra-
sentential relation extraction that uses both flat and
structures features. The MUCG6 relation extrac-
tion task is described in Section 4. Section 5 in-
vestigates whether the bias in the relation extrac-
tion SVM models can be mitigated using threshold
adaption. Section 6 reports the results of the inter-
sentential and intra-sentential relation extraction
system described. Finally, Section 7 concludes the
paper with a discussion of the effectiveness of a
composite kernel approach to inter-sentential rela-
tion extraction.

2 Related Work

The majority of the work on relation extraction
has focused on intra-sentential relations and there
has been limited research on inter-sentential re-
lation extraction. Roberts et al. (2008) applies
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an SVM approach to identify inter-sentential rela-
tions in the biomedical domain where flat features
are used to represent the relations. A low perfor-
mance is achieved on the inter-sentential relations
alone (f-measure < 0.19) but they were able to
improve overall performance by combining their
inter- and intra-sentential data sets.

In addition, Roberts et al. (2008) give a distri-
bution of inter-sentential relations in their corpus
where the number of inter-sentential relations oc-
curring in a pair of sentences is inversely propor-
tional to the number of intervening sentences with
42.9% of inter-sentential relations present in con-
secutive sentences.

More recently Hirano et al. (2010) have re-
ported that 12% of the relations in their Japanese
news corpus are inter-sentential. It learns extrac-
tion patterns using a bootstrapped classification
algorithm. A novel feature is created for inter-
sentential relations where a tree is constructed to
represent a possible relation based on a salient ref-
erent list, i.e. a map of the references in the doc-
ument. The tree contains the two entities and the
proposed relation type which is augmented with
entity class and POS. An f-measure of 51% is re-
ported for inter-sentential relations.

Flat features commonly used for intra-sentential
relation extraction (Mintz et al., 2009) include: a
feature representing the entity that occurs first in
the sentence; the sequence of lexical tokens and
part-of-speech (POS) tags between the two enti-
ties, in the sentence; a sequence of lexical tokens
and their POS tags on the left hand side of the
first entity and on the right hand side of the sec-
ond entity; a dependency path between the two
entities and the verbs that occur between the en-
tities. Composite kernels using flat and struc-
tured features have been successfully applied for
intra-sentential relation extraction (Zelenko et al.,
2003; Bunescu and Mooney, 2004; Culotta and
Sorensen, 2004; Zhou et al., 2007). Culotta
and Sorensen (2004) and Zhou et al. (2007) have
shown that tree kernels combined with flat ker-
nels are more effective for intra-sentential relation
extraction than either kernel used alone. In ex-
periments on the ACE corpus, Zhou et al. (2007)
achieved f-measures of 0.741 using syntactic parse
tree features which outperforms dependency trees.
Zhang et al. (2006) further explored which por-
tion of parse trees are most informative for intra-
sentential relation extraction by testing seven dif-

ferent subtrees as features. The shortest path-
enclosed tree performed the best where the short-
est path-enclosed tree is the subtree that includes
only the two entities participating in the relation
and the intervening syntactic structure.

3 Relation Extraction System

We classify relations using SVMs, a standard ap-
proach that has been widely used in relation ex-
traction (Agichtein and Gravano, 2000; Zelenko et
al., 2003; Roberts et al., 2008; Ittoo and Bouma,
2010). The SVM'ight implementation (Joachims,
2002) and Moschitti’s tree kernel tools (Moschitti,
2006) are used. Each pair of entities that appears
in the document and is of the correct named en-
tity types is considered a possible relation for that
relation type. Features are extracted from the text
to represent each possible relations and these are
classified using a binary SVM model. These fea-
tures are adapted from the set of commonly used
features for intra-sentential relation extraction and
are based on both flat features and the structured
features derived from parse trees. Experiments are
also conducted combining the two types of fea-
tures in composite kernels.

To our knowledge tree and composite kernels
have not been applied to inter-sentential relation
extraction.

3.1 Flat Features

The entities participating in an inter-sentential re-
lation can occur in any two sentences in a doc-
ument; therefore the sequence of tokens between
the two entities can include a large number of to-
kens. We therefore use a windowing method to
model context of the entities separately. This fea-
ture list is given below:

o A window of ¢ tokens from the surrounding
context of each entity.

e A window of ¢ POS tags from the surround-
ing context of each entity

e The two nearest dominating verbs for each of
the entities, identified in the parse tree struc-
ture.

e A distance feature, dist, which corresponds
to the number of intervening sentences be-
tween e and es.

The use of a window to select the token and POS
tag features for each entity, instead of the sequence



of tokens between two entities, avoids the situation
where document length token sequence is used as
a feature. In these experiments two window sizes
are used: ¢ 6 and ¢ 12 which represent
three and six tokens to the left-hand-side and right-
hand-side of e; and es respectively. The likelihood
of a inter-sentential relation is inversely propor-
tional to the distance between the two participating
entities and the dist feature adds this information
to the representation.

3.2 Structured Features

Structured features used for intra-sentential rela-
tion extraction are based on parse trees. As only
entities occurring in the same sentence can be part
of a intra-sentential relation, it can be assumed
that related entities always appear in a single parse
tree. However, this assumption does not hold for
inter-sentential relations. We overcame this prob-
lem by joining parse trees for pairs of entities
by adding a new node (ROOT) that connects the
parses. Two new features were developed using
this approach based on the shortest path-enclosed
tree (Zhang et al., 2006):

e The shortest path tree (SPT) structure which
only contains the shortest path between the
two entities, that is the conjunction of the
path from e; to the root and the path from
es to the root.

The adapted shortest path-enclosed tree
(SPET) consisting of a subtree containing the
shortest path between the two participating
entities and all intervening nodes and struc-
ture to provide context.

Examples are shown in Figure 1.

4 Extraction Task

The MUC 6 management succession task iden-
tifies information about people entering or leav-
ing management positions in organizations and
has been shown to include both inter- and intra-
sentential relations (Swampillai and Stevenson,
2010). The main entities participating in these
events are the persons joining or leaving (Per),
the positions they are taking up or vacating (Post)
and the organizations in which the position ex-
ists (Org). A version of the MUC6 corpus that
has been converted to binary relations is used
(Swampillai and Stevenson, 2010), where the
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Figure 1: Examples of (a) shortest path-enclosed
tree and (b) shortest path tree adapted for inter-
sentential relation extraction.

three relation types, PerOrg, PerPost and PostOrg,
have been manually identified annotated.

For example, the following sentences include
one intra-sentential relation, PerPost(Vern Raburn,
president), and two inter-sentential relations, Per-
Org(Vern Raburn, Paul Allen Group) and Pos-
tOrg(president, Paul Allen Group).

“Paul G. Allen, the billionaire co-
founder of Microsft Corp., has started
a company and named longtime friend
Vern Raburn its president.

The company, to be called Paul Allen
Group will be based in Bellevue, Wash.,
and will coordinate the overall strat-

egy...”

Intuitively, inter-sentential relation extraction
is related to co-reference resolution. However,
whilst the resolution of anaphoric expressions can
address a significant proportion of these relations,
an analysis of the MUC6 corpus by Stevenson
(2006) shows that many of these relations require
inference across information contained in multiple
sentences, possibly using discourse analysis and
world knowledge. For example, the following sen-
tences describe a PerPost relation where Kenneth
Newell leaves the position of senior vice president,
Europe, Africa and Mediterranean.



“David J. Bronczek, vice president and
general manager of Federal Express
Canada Ltd., was named senior vice
president, Europe, Africa and Mediter-
ranean, at this air-express concern.

Mr. Bronczek succeeds Kenneth Newell,
55, who was named to the new post of
senior vice president, retail service op-
erations.”

This relation can only be inferred using the knowl-
edge that when one executive replaces another
they must leave the position they are currently
holding. This paper proposes an approach that
does not require the kind of complex linguistic
understanding required for co-reference resolution
and addresses all inter-sentential relations.

5 Data Sparsity

In the case of intra-sentential relations, possi-
ble relations are constrained to pairs of entities
that occur within a sentence. Whereas for inter-
sentential relations all pairs of entities that occur
in a document are possible relations. This causes
an explosion in the number of negative instances
in the inter-sentential case compared to the intra-
sentential case. This coupled with a smaller num-
ber of positive relations (only 28.5%) causes a
highly unbalanced data set. The percentage of pos-
itive examples of relations in all cases is shown in
Table 2. It should be noted that there are an ex-
tremely limited number of PerPost inter-sentential
relations, only 64, present in the corpus. This level
of imbalance in the data set can render classifiers
ineffective (Wu and Chang, 2003).

Relation Type Intra Inter

PerOrg 14.99% (1568) | 0.53% (29320)
PerPost 23.44% (1971) | 0.25% (25697)
PostOrg 20.07% (1495) | 0.79% (22475)

Table 1: The bias of the data is expressed here as
the percentage of positive relation instances with
the total number of instances for each relation type
given in brackets.

Various approaches to learning with unbalanced
data have been proposed. Undersampling the neg-
ative class prior to learning (Japkowicz, 2000) dis-
cards a large proportion of the data and the data
used for learning no longer approximates the prob-
ability distribution of the target population. The
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other approach is to introduce a bias in the learn-
ing algorithm which compensates for the unbal-
anced training data without discarding informa-
tion. Two established methods are cost-sensitive
learning (Morik et al., 1999) and hyperplane ad-
justment (Shanahan and Roma, 2003) both of
which have been applied to the relation extrac-
tion system. Experiments comparing the two tech-
niques showed that cost-sensitive learning does
not perform as well as hyperplane adjustment and
these results are not reported here.

5.1 Threshold Adjustment

Threshold adjustment is a method for counter-
acting the bias in SVM models resulting from un-
balanced data (Shanahan and Roma, 2003). In the
case of unbalanced data the SVM hyperplane is
biased towards the negative class, however the hy-
perplane can be offset so that it preserves the ori-
entation of the original hyperplane but pushes it
towards the negative class. The threshold, 3, is
used to adjust the hyperplane immediately train-
ing. Given a set of labelled training instances
{zi,yi }i=1..» Where input points z; map to targets
y; € %1, the class prediction of a new test instance
x is derived using

sign <Z oy K (z, i) +b— 5)
i=1

where the bias b and coefficients «; are found by
SVM training and K is the kernel function. The
constant 3 is added to bias in the model in favour
of the positive instances. Inter-sentential relation
extraction is carried out for various values of 3, us-
ing a prototypical feature selection, including both
the flat and structured features. Table2 gives re-
sults for the baseline, 3 = 0, and the results for
the best performing model for each relation type
where § maximizes the f-measure. These results
show that adjusting the threshold for SVMs can
achieve a statistically significant' improvement in
f-measure over standard SVM models for both re-
lation types.

)

6 Relation Extraction

The relation extraction system described in Sec-
tion 3 was evaluated on both inter-sentential and
intra-sentential relations in the MUC6 corpus.
Training and testing was performed using 10-fold
nested cross validation.

IStatistical significance is tested using the Mann-Whitney
U test, P < 0.05.



PerOrg PerPost PostOrg
Method R P FMeas. | K P FMeas. | K P F-Meas,
No Bias 0283 1000 0443 | 0000 0000 0000 | 0422 1.000 0594
) F=—0.75 F=—1 F=—075
Threshold Adaption 0561 0920 0.697 | 0541 0076 0.133 | 0.668 0992  0.799

Table 2: Maximum performance boost of cost-sensitive learning and threshold adjustment methods on
the performance of inter-sentential relation extraction SVM models.

6.1 Nested Cross-Validation

Nested cross-validation (Scheffer, 1999) was used
to automatically set the threshold parameter, (3,
by optimizing it empirically during training. This
method also ensures that § is set independently
from our testing data. This sub-divides the training
data in each cross-validation fold into sub-folds
which are used to identify the optimal value of
the threshold for that particular training data. This
threshold value is then used when evaluating the
test data of the original cross-validation fold. The
optimal threshold value of each cross-validation
fold is identified in the sub-folds by training using
a variety of threshold values and evaluating them
on the sub-fold reserved for testing. The thresh-
old with the highest average value across all sub-
folds is then used. This nested cross-validation al-
gorithm is described in Algorithm 1.

6.2 Results

The performance of various feature sets (kernels)
is evaluated on both the inter-sentential (Table 3)
and intra-sentential (Table 4) relation extraction
task. The relation extraction system classifies pos-
sible relations from the corpus as one of the three
relation types, PerOrg, PerPost or PostOrg. The
recall, precision and f-measure metrics is reported
after each classifier and kernel. The first three
kernels in the tables contain flat features, where
Winn indicates the inclusion of n POS tags and
tokens surrounding each entity. The SPT and
SPET kernels are the shortest path-enclosed tree
and the shortest path tree kernels. The final two
are composite kernels combining each tree kernel,
SPT and SPET, with the overall best perform-
ing flat kernel, Win12 + Dist + Verbs.

The best performance is achieved using the
composite SPT kernel for all relation types and for
both the inter-sentential and intra-sentential tasks.
However, in the case of inter-sentential relations
there is no statistically significant difference’ be-

2Statistical significance is tested using the Mann-Whitney
U test, P < 0.05.

Algorithm 1 Procedure for carrying out nested
cross-validation to determine the optimal thresh-
old value, 3*, for the training data in each fold.
This algorithm extends standard cross-validation
by adding an inner loop to estimate the optimal
threshold value by finding the maximum f-score
for each threshold value , 3.

1: thresholds ={0.25, ..., -1}

2: Split data, T, into 10 folds (¢1, %2, ... t10)

3: fori=1to 10 do

4:  test_set «— t;

5:  training_set «— T — t;

6:  Split training_set into 9 folds (vy, vo, ...

vg)

7. forj=1to9do

8 testing_validation_set < v;

9: training_validation_set —
training_set — v;

10 Train SVM using the
training_validation_set, evaluate
on test_validation_set and record the
predictions, pred(k).

11: for all 3 € thresholds do

12: Calculate the f-measure of pred(j)

with a threshold setting of (5 and
record, F'(pred(j))s.
13: end for all
14:  end for
15:  for all § € thresholds do
16: Faug(B) < 2 j=t1o I;(pmd(g))ﬁ.
17:  end for all
18:  Determine the best threshold setting, 5%,
where 5% = argmaz Fyyg(5).
19:  Train the SVM using training_set, evalu-
ate on test_set with G* as threshold setting
and record performance, P (i)
20: end for A
21: per formance «— w
22: return per formance

tween the performance of the SPT kernel and the
composite SPT kernel on both PerOrg and Pos-

29



Kernel PerOrg PerPost PostOrg

R P F-Meas. R P F-Meas. R P F-Meas.
Flat
Win 6+Dist 0.117 | 0.730 0.201 0.015 | 0.200 0.029 0.336 | 0.809 0.475
Win 12+Dist 0.191 | 0.644 0.295 0.075 | 0.440 0.128 0.400 | 0.681 0.504
Win 12+Dist+Verbs 0.517 | 0.740 0.608 0.059 | 0.500 0.106 0.677 | 0.743 0.708
Tree
SPT 0.467 | 0.798 0.589 0.000 | 0.000 0.000 0.524 | 0.814 0.638
SPET 0.314 | 0.608 0.414 0.035 | 0.167 0.058 0.475 | 0.656 0.551
Composite
SPT and Win 12+Dist+Verbs 0.518 | 0.877 0.651 0.144 | 0.327 0.200 0.693 | 0.853 0.765
SPET and Win 12+Dist+Verbs | 0.442 | 0.762 0.560 0.072 | 0.300 0.116 0.588 | 0.777 0.669

Table 3: Performance of inter-sentential relation extraction for flat, tree and composite kernels using

threshold optimization.

Kernel PerOrg PerPost PostOrg

R P F-Meas. R P F-Meas. R P F-Meas.
Flat
Win 6 0.535 | 0.484 0.508 0.645 | 0.588 0.615 0.614 | 0.550 0.581
Win 12 0.628 | 0.441 0.519 0.654 | 0.561 0.604 0.521 | 0.503 0.512
Win 12+Verbs 0.589 | 0.459 0.516 0.660 | 0.571 0.612 0.415 | 0.596 0.489
Tree
SPT 0.566 | 0.636 0.599 0.630 | 0.631 0.631 0.623 | 0.754 0.683
SPET 0.616 | 0.414 0.495 0.576 | 0.575 0.575 0.564 | 0.538 0.551
Composite
SPT and Win 12+Verbs 0.757 | 0.649 0.699 0.682 | 0.624 0.652 0.759 | 0.741 0.750
SPET and Win 12+Verbs 0.568 | 0.560 0.564 0.595 | 0.628 0.611 0.685 | 0.668 0.677

Table 4: Performance of intra-sentential relation extraction for flat, tree and composite kernels using

using threshold optimization.

tOrg relations. This shows the minimal contribu-
tion of flat features to the inter-sentential classifi-
cation task, unlike the intra-sentential task where
the addition of flat features makes a marked im-
provement.

For both tasks the relation type with the best
f-measure is PostOrg at 0.809 and 0.750 for the
inter- and intra-sentential relations respectively.
The data set associated with this relation is the
least skewed of the data sets. In contrast Per-
Post, the most unbalanced data set, has the worst
f-measure for the intra-sentential relation extrac-
tion task at 0.652 and fails to make any impact on
the inter-sentential relation extraction task with an
f-measure of only 0.200. This suggests that bias
still has an effect on performance despite the steps
taken to mitigate against it.

Different behaviour is observed for inter- and
intra-sentential relations when comparing the re-
sults of the experiments using the flat kernel. The
use of a wider context feature window and sur-
rounding verbs improves the overall f-measure
scores for inter-sentential relations, substantially
improving recall while slightly degrading preci-
sion. However, for the intra-sentential case adding
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context and verb features either maintains or de-
grades performance. Flat features alone achieve
better performance for the inter-sentential task
(0.608, 0.128 and 0.708) than for intra-sentential
task (0.519, 0.615 and 0.581).

Results using tree and composite kernels show
that the SPT tree representation is more effective
than the SPET tree for both tasks. This may be
because SPET subtrees are larger and potentially
contain more noise. Tree kernels perform better
than those created from flat features demonstrating
that structured features are hugely informative for
relation extraction.

Overall, the results show that the best perform-
ing kernel is the composite SPT kernel. This is
inline with previous research into intra-sentential
relation extraction (Zhou et al., 2007; Zhang et
al., 2006) where the best results are achieved
with a shortest path composite kernel. For inter-
sentential relations f-measures of 0.651, 0.200 and
0.809 are achieved. The use of the composite
kernel SVM approach to relation extraction gives
comparable performance on the inter-sentential
task except in the case of relations with extremely
skewed training data.



7 Conclusions

This paper investigates whether state-of-the-art
approaches to intra-sentential relation extraction
can be effectively adapted for inter-sentential re-
lation extraction. The results demonstrate that a
composite kernel approach to inter-sentential re-
lation extraction can achieve comparable results
with intra-sentential relation extraction. We have
also shown that the structured features used for
intra-sentential relation extraction can be easily
adapted for the inter-sentential case. The perfor-
mance of structured features has been found to
be superior to flat features which have previously
been used for the inter-sentential relation extrac-
tion task (McDonald et al., 2005; Roberts et al.,
2008).

Overall, composite kernels, that combine a
larger context window with a SPT tree, were found
to give better performance than either flat or struc-
tured features alone. Inter-sentential PerPost rela-
tions could not effectively be extracted using this
approach, most likely due to the bias in the PerPost
data set.

Threshold adaption, which was optimised using
nested cross-validation, significantly improved the
performance of SVM models for inter-sentential
relation extraction. Average f-measure improved
from 0.295 to 0.605, a significant improvement in
performance over all kernel types.
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Abstract

Natural language processing tasks often rely
on part-of-speech (POS) tagging as a prepro-
cessing step. However it is not clear how the
absence of any part-of-speech tagger should
hamper the development of other natural lan-
guage processing tools. In this paper we in-
vestigate the contribution of fully unsuper-
vised part-of-speech induction to a common
natural language processing task. We focus
on the supervised English shallow parsing
task and compare systems relying either on
POS induction, on POS tagging, or on lexical
features only as a baseline. Our experiments
on the English CoNLL'2000 dataset show a
significant benefit from POS induction over
the baseline, with performances close to those
obtained with a traditional POS tagger. Re-
sults demonstrate a great potential of POS in-
duction for shallow parsing which could be
applied to resource-scarce languages.

1

Shallow parsing is a specific type of phrase
chunking which is often used for different Natu-
ral Language Processing (NLP) tasks like text
mining or question answering. The goal of the
task is to divide a text into syntactically related
non-overlapping groups of words (Tjong Kim
Sang and Buchholz, 2000). These include noun,
verb, or adjective phrases. It usually requires a
part-of-speech (POS) tagger and a training cor-
pus annotated with shallow parsing tags.
Unfortunately, one is often constrained by the
lack of resources, tools or language experts, for
instance when dealing with resource-scarce lan-
guages. In particular, the elaboration of a POS
tagger is a delicate issue. Without any linguistic
expert, the only possible approaches are statistic-
al. Training POS taggers requires the manual
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constitution of either a large annotated corpus or
a large morphosyntactic lexicon. These resources
are very costly, both in time and in terms of lin-
guistic knowledge required from the annotator.

By contrast, we notice that the concept of shal-
low parsing is relatively easily understandable by
native speakers, even if they are not linguists.
Relative to POS tagging, its annotation does not
require a prohibitive amount of time and effort.
This is especially the case when the full shallow
parsing task is reduced to a certain chunk type, as
noun phrases for instance. Hence we think the
most difficult requirement for the task is the POS
tagging preprocessing step.

This observation drew our attention to the fol-
lowing question: is the POS tagging step neces-
sary to shallow parsing? In this paper we intend
to show how shallow parsing may benefit from
fully unsupervised POS induction methods, as an
alternative to accurate POS tagging. Section 2
introduces related work. Despite the popularity
of shallow parsing and POS induction, we found
only one paper related to POS induction for shal-
low parsing. Section 3 describes the models,
tools and corpora we used: an existing POS in-
duction tool (Clark, 2003), an implementation of
Conditional Random Fields (CRF++) and the
CoNLL’2000 dataset. Experiments and results
are presented in Section 4. POS induction greatly
improves the baseline, with performances close
to supervised POS tagging.

2 Related Work

Shallow parsing has become a common task in
NLP. The originality of our method is to rely on
part-of-speech induction rather than accurate
POS tagging.

! The standard English shallow parsing corpus contains
around 50 distinct POS tags and only 10 chunk types.
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2.1

Traditional approaches rely on preprocessing by
an accurate POS tagger. Most work on shallow
parsing is based on the English CoNLL’2000
shared task, which provided reference datasets
for training and testing. The CoNLL dataset ac-
tually contains POS tags assigned by the Brill
(1995) tagger. A number of approaches have
been evaluated on these datasets, for general
shallow parsing as well as for the simpler noun
phrase chunking task: support vector machines
(SVM) with polynomial kernels (Kudo and Mat-
sumoto, 2001; Goldberg and Elhadad, 2009) and
linear kernels (Lee and Wu, 2007), conditional
random fields (Sha and Pereira, 2003), maximum
likelihood trigram models (Shen and Sarkar,
2005), probabilistic finite-state automata (Araujo
and Serrano, 2008), transformation-based learn-
ing or memory-based learning (Tjong Kim Sang,
2000). So far, SVM have achieved the best state-
of-the-art performances.

To our knowledge, little work has considered
other languages. Chunking corpora have been
derived from the Arabic Treebank (Diab et al.,
2004) and the UPENN Chinese Treebank-4
(Chen et al., 2006). Goldberg et al. (2006)
showed that the traditional definition of base
noun phrases as non-recursive noun phrases does
not apply in Hebrew, and proposed an alternate
definition. Nguyen et al. (2009) discuss on how
to build annotated data for Vietnamese text
chunking and how to apply discriminative se-
guence learning to Vietnamese text chunking.
The lack of tools and annotated corpora in non-
English languages is clearly an issue.

Following this observation and contrary to the
approaches cited above, we make the assumption
that no POS tagger is available. To compare our
work with previous approaches and to allow ex-
tensive experiments, we evaluated our method on
English using the standard CoNLL’2000 dataset.
The lack of similar annotated corpora in other
languages unfortunately constrained the scope of
this article to English.

2.2 Part-of-Speech Induction

Unlike van den Bosch and Buchholz (2002) who
studied shallow parsing on the basis of lexical
features only, we choose to incorporate features
related to the traditional notion of part of speech.
In this work we apply part-of-speech induction
techniques to acquire additional features. This
task differs from semi-supervised part-of-speech
tagging, where the tagger is trained on an un-
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tagged corpus but uses a morphosyntactic lex-
icon giving possible tags for each word (e.g.
(Merialdo, 1994)). Part-of-speech induction is
the task of clustering words into word classes (or
pseudo-POS) in a completely unsupervised set-
ting. No prior knowledge such as a morphosyn-
tactic lexicon is required. The only resource
needed is a relatively large training text corpus.

Christodoulopoulos et al. (2010) and (Bi-
emann, 2010) compiled helpful surveys of the
domain. Christodoulopoulos et al. (2010) eva-
luated seven POS induction systems spanning
nearly 20 years of work: class-based n-grams
(Brown et al., 1992), class-based n-grams with
morphology (Clark, 2003), Chinese Whispers
graph clustering (Biemann, 2006), Bayesian
HMM with Gibbs sampling (Goldwater and Grif-
fiths, 2007), Bayesian HMM with variational
Bayes (Johnson, 2007), sparsity posterior-
regularization HMM (Graga et al., 2009), and
feature-based HMM (Berg-Kirkpatrick et al.,
2010). The performance measures were mainly
based on mapping accuracies (with respect to a
gold standard) and entropy coefficients.

Biemann et al. (2007) and Biemann (2010)
succinctly tested their Chinese Whispers algo-
rithm on the shallow parsing task with the Eng-
lish CoNLL’2000 dataset. They showed a signif-
icant improvement of the use of unsupervised
pseudo part-of-speech tags over the baseline that
discarded any POS information. However, their
experiments covered several tasks and were not
focused on shallow parsing. By contrast, in this
article we use an alternate POS induction algo-
rithm and propose a more in-depth evaluation of
shallow parsing with POS induction.

3

This section describes the tools and resources
used in this work. Figure 1 depicts the global
organization of our modules.
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Figure 1. Overview of the system




On the left side of the figure, an unsupervised
pseudo-POS tagger is learnt using POS induction
techniques. This step requires a raw text corpus
as input and produces a list of (word, cluster
identifier) pairs which constitute the pseudo-POS
lexicon. On the center, a POS tagger is optionally
applied to the training and test corpora annotated
with shallow parsing tags. Eventually, a super-
vised training of shallow parsing is conducted on
the training set and evaluated on the test set (on
the right).

The following sections describe the tools and
corpora we used for the POS induction step and
for the shallow parsing step. This information is
summarized in Table 1.

3.1  Unsupervised POS Induction

Model and Tool
Based on Christodoulopoulos et al. (2010), we
opted for Clark (2003)’s tool®. It was the best
performing system in almost every language, and
one of the fastest methods. It incorporates mor-
phological information into a distributional clus-
tering algorithm. To our knowledge, it has not
yet been evaluated on the shallow parsing task.
The clustering algorithm is based on a cluster
bigram model (Ney et al., 1994). Assume we
have of corpus of size N, composed of words

wy ...wy. We note Wij the sequence of all words
between i and j. We define a clustering function
c that deterministically assigns a unique cluster
identifier to each word form. The bigram model
is a specific type of first-order hidden Markov
model where each observation type (word form)
is allowed to a single latent class. The model de-
fines the probability of word w; given history
wi~1 and clustering c as:

P(wi|wi™, ¢) = P(wi|cwy)). P(c(W)|c(w;_1))

In our case, the deterministic nature of the
clustering makes the likelihood of the model
easy to express in terms of word and cluster oc-
currence counts in the corpus given the cluster-
ing. The likelihood is maximized using an ex-
change algorithm similar to the k-means algo-
rithm. It converges locally until a stopping crite-
rion is reached. It consists in iteratively increas-
ing the likelihood of an initial clustering by mov-
ing words one after the other to better clusters.

The morphological component biases the clus-
tering so as to cluster together morphologically

2 Available on Alexander Clark’s Web page:
http://www.cs.rhul.ac.uk/home/alexc/pos2.tar.gz
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similar words. Clark (2003) models the mor-
phology of words belonging to a same cluster
using letter Hidden Markov Models and uses it to
define a prior for this cluster in the basic cluster
bigram model. The final output consists of a
large table giving a unique cluster identifier to
each word token, followed by the conditional
probability of the word given the cluster. The
pseudo POS tagging itself hence comes down to
a simple deterministic look-up into the table.

Unlike Biemann (2010), the number of pseu-
do-POS clusters should be provided as a parame-
ter of the algorithm. In our experiments, we
learnt several pseudo-POS taggers with a number
of clusters varying from 10 to 200 (see Sec-
tion 4.3). Another parameter for Clark’s tool is
the token cutoff frequency. This threshold as-
signs all words occurring less than the specified
number of times to a particular cluster. This clus-
ter is the one that will be used for tagging un-
known words.

Corpus

The tool takes a tokenized corpus as input. The
corpus chosen for our experiments is newstrain-
08, an English monolingual language model
training dataset which was provided for the
WMT’09 translation task®. Its size is approx-
imately 2.5 Gb and 500 million tokens. We set
the token cutoff frequency to 50*.

Such enormous corpora might not be available
for some languages. However we believe that the
approach remains valid on smaller corpora. We
therefore experimented on a subset of the new-
strain-08 corpus restricted to the first million to-
kens only. To avoid losing too much informa-
tion, the cutoff frequency was then set to 1: only
hapaxes were discarded.

Step Tool Corpus Corpus Size
POS newstrain-08 full 500M tokens
. . (Clark, 2003) .
induction newstrain-08 short 1M tokens

R . 211,727 tokens
Shallow CoNLL’2000 train 8936 sentences

: CRF++

Parsing 47,377 tokens

CoNLL’2000 test 2012 sentences

Table 1. Tools and corpora used for
POS induction and shallow parsing

® The corpus is available at:
http://statmt.org/wmt09/training-monolingual.tar

* Other parameter values are “-s 5” (number of HMM
states) and “-1 20” (stopping criterion: maximum number of
iterations)




3.2 CREFs for Shallow Parsing

Model and Tool

We follow Sha and Pereira (2003), who achieved
near state-of-the-art results on the English shal-
low parsing task using Conditional Random
Fields (CRFs) (Lafferty et al., 2003). CRFs allow
us to incorporate a large number of features in a
flexible way. We used the CRF++ implementa-
tion®, distributed under the GNU Lesser General
Public License and new BSD License.

Our feature set is defined as follows. On a 5-
token window centered on the current token to be
classified, we included all lowercased form token
unigrams and bigrams, as well as (pseudo) POS
tag unigrams, bigrams and trigrams. We also in-
corporated phrase chunk label bigrams. These
features are commonly used for shallow parsing.
Finally, we added on the same 5-token window a
feature indicating whether the forms begin with a
capital, as well as features accounting for the
form ending (3 characters) on a window of 3 to-
kens. The purpose of these features is to facilitate
the classification of unknown words by incorpo-
rating morphological information into the model.

In some experiments (see Section 4.4), we
tried several feature frequency cutoff values, va-
rying from 1 occurrence in the training set to at
least 100. The default is set to 1.

Corpus

The standard reference corpus for English shal-
low parsing is the CoNLL’2000 shared task data-
set. The CONLL dataset® was automatically de-
rived from a subset of the Wall Street Journal
(WSJ) portion of the Penn Treebank. It consists
of partitions of the WSJ: sections 15-18 as train-
ing data (8936 sentences) and section 20 as test
data (2012 sentences). It contains phrase bounda-
ries in the 1OB representation, as well as part-of-
speech tags assigned by the Brill tagger’. The
corpus contains 48 Brill tags.

A sentence extracted from the CoNLL training
corpus is shown in Table 2. Here, chunk phrases
are separated with horizontal dashed lines. Each
chunk type has 2 types of chunk labels: prefix B
indicates the beginning of the chunk phrase, and
prefix | stands for inside the chunk phrase. Label
O represents tokens that do not belong to any
phrase.

5 Available at http://crfpp.sourceforge.net/

® See http://www.clips.ua.ac.be/conl2000/chunking/

" The original manually annotated tags from WSJ were dis-
carded in order to make the CoNLL task more realistic.

Token Brill Tag Chunk Label

A.P. NNP B-NP

Green NNP I-NP
“currently rRB B-ADVP
“has TS vez B-vp
2,664,098 co T B-NP

shares NNS I-NP
_outstanding _JJ ___ B-ADJE

0

Table 2. Example sentence from the
CoNLL"2000 training corpus

In some experiments, we discarded all Brill
tags. In our POS-induction-based experiments,
we replaced them with pseudo-POS tags.

4 Experiments and Results

Our experiments have 4 goals: (i) estimate the
gain of POS induction over a system that does
not rely on any part-of-speech information; (ii)
estimate performance variation depending on the
size of the shallow parsing training corpus; (iii)
study the influence of the number of pseudo-POS
clusters; (iv) observe the system behavior with
CRF feature pruning. Our results were evaluated
using the Perl script provided by CoNLL®,

4.1 The CoNLL Shallow Parsing Task

We first evaluated our system in the traditional
setting. Our objective is to estimate the potential
of POS induction for shallow parsing in the case
where no POS tagger is available.

We conducted three runs using the same CRF
feature template (Section 3.2), depending on
whether the POS tags are the original Brill tags
from the corpus (Brill), our pseudo-POS tags
(P50), or no tag at all as a baseline (NoPOS). For
this experiment, we used the CoNLL datasets for
training and testing. The pseudo-POS tagger was
learnt on the full newstrain-08 corpus. We set the
number of pseudo-POS tags to 50, which is
comparable to the number of Brill tags.

Detailed results are presented in Table 3. It
shows precision, recall and F-measure for each
chunk category. Precision p is the percentage of
correct phrases over the total number of phrases
annotated by the system. Recall r is the percen-
tage of correct phrases over the total number of
true phrases in the reference. The F-measure
F; is defined as the harmonic mean of precision
and recall®.

8 http://www.cnts.ua.ac.be/conl12000/chunking/conlleval.txt

9 _ Q+pDpr . -
Fg = Fepr with g =1
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Baseline: NoPOS Unsupervised: P50 Supervised: Brill
Chunk types P r Fq found P r Fq found p r Fq found
ADJP 80.00 59.36 68.15 325| 79.05 68.04 73.13 377 | 81.27 76.26 78.68 411
ADVP 8421 75.75 79.76 779 | 82.94 80.25 81.57 838 | 84.24 80.83 82.50 831
CONJP 38.46 5556 4545 13| 5556 5556 55.56 9| 50.00 5556 52.63 10
INTJ 100 100 100 2 100 50.00 66.67 1 100 50.00 66.67 1
LST 0 0 0 0 0 0 0 0 0 0 0 0
NP 91.38 91.01 91.19 12372| 94.09 93.87 93.98 12393 94.44 9413 9429 12381
PP 96.71 97.15 96.93 4833 | 96.47 98.17 9731 4896 | 96.84 98.03 97.43 4870
PRT 76.79 8113 789 112| 77.68 82.08 79.82 112| 78.85 77.36 78.10 104
SBAR 85.82 83.74 84.77 522 | 89.49 85.98 87.70 514 | 88.10 85.79 86.93 521
VP 91.64 9058 91.10 4604 | 93.33 93.09 93.21 4646 | 93.78 94.18 93.98 4678
All 9191 90.79 91.34 23562 | 93.61 93.35 03.48 23786 | 93.99 93.82 93.90 23807
Accuracy 94.61 95.84 96.12

Table 3. Detailed chunking results for the English shallow parsing task

Column found in Table 3 gives the total num-
ber of phrases annotated by the system (correct
or incorrect). Accuracy is the percentage of cor-
rect guesses at the token level.

First, we recall that the state-of-the art system
of Lee and Wu (2007) reached a 94.22% F-
measure using Brill part-of-speech tags. Compa-
rably, our system performs reasonably well when
using the same tags (Brill: F-measure 93.90%),
considering that it was not subject to any refine-
ments. Without any POS information, the system
already achieves a high F-measure (91.34%).

We observe a 2% overall gain of P50 (F-
measure 93.48%) over NoPOS, and a drop from
Brill inferior to 0.5%. P50 beats Brill on a few
categories, although not substantially: conjunc-
tions, particles, and subordinating conjunctions.
Its performances are very close to Brill on the 4
most frequent chunk types: adverb phrases, noun
phrases, prepositional phrases, and verb phrases.
These results incidentally suggest a great poten-
tial of the approach for noun phrase chunking,
for which state-of-the-art systems reach about
96.8% F-measure (Araujo and Serrano, 2008).

The category of adjective phrases is the most
difficult. Although significantly improving the
recall of NoPOS, the F-measure for P50 lies ex-
actly between NoPOS and Brill.

Looking into the test corpus

We examined the output test corpus to explain
the differences between the unsupervised ap-
proach (P50) and the supervised approach (Brill).
The accuracies tell us that on 47,377 tokens, Brill
correctly tagged 130 tokens more than P50.
Looking specifically at the 2,808 tokens that
were unknown to the pseudo-POS tagger, Brill
correctly tagged 16 tokens more than P50. Un-
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known words thus only account for 12% of the
130-token advantage.

The major sources of disagreement on chunks
are shown in Table 4. These account for more
than half the 130-token difference. It shows for
instance that in cases where Brill chose B-NP
and P50 chose I-NP, Brill was correct for 15 to-
kens more than P50. We observe that P50 tends
to annotate too long noun and verb phrases (P50:
incorrect I-NP and I-VP). It also shows more
difficulties finding the beginning of verb and
adjective phrases (Brill: B-VP and B-ADJP).

Finally, we examined the Brill parts of speech
of misclassified chunks on which Brill and P50
disagreed (see Table 5). P50 mostly fails on ad-
jectives and adverbs. Yet it better classifies IN
tokens (preposition, subordinating conjunction).

Brill P50 Brill correct P50 correct  Diff
B-NP I-NP 79 64 15
B-VP B-PP 21 9 12
B-ADJP B-ADVP 17 6 11
B-ADJP B-VP 11 0 11
B-ADVP I-NP 11 2 9
B-VP B-NP 26 17 9
B-VP I-VP 20 11 9

Table 4. Disagreement between Brill and P50
on a few chunks

Brill POS Brill correct P50 correct  Diff
3 87 49 38
RB 74 46 28
TO 34 21 13
VBG 37 26 11
VB 22 13 9
CcC 56 49 7
IN 39 53 -14

Table 5. Disagreement between Brill and P50
on a few parts of speech



4.2

Corpora such as the CoNLL’2000 dataset are
expensive to produce and not yet available for
many languages. Therefore we were interested in
the evolution of performances with the size of
the training corpus. We repeated the experiments
from previous section on corpus sizes ranging
from 1% (approximately 90 sentences) to 100%
(approximately 9000 sentences). All systems
were tested on the CoNLL test set. Each experi-
ment was run on 20 different splits of the train-
ing corpus (except for the full corpus).

In addition, we wanted to take into account the
difficulty of compiling large monolingual corpo-
ra in some languages. We therefore also tested
the method using a much smaller corpus for POS
induction training. It contains a subset of 1 mil-
lion words from the newstrain-08 corpus, as op-
posed to 500 million for the full corpus (see Sec-
tion 3.1). In this experiment we also set the num-
ber of pseudo-POS clusters to 50.

Figure 2 shows the F-measures for varying
sizes of the training corpus on the abscissa on a
logarithmic scale. The four curves correspond to
the following taggers: Brill, pseudo POS tagger
trained on the full newstrain-08 corpus (P50),
pseudo POS tagger trained on the smaller new-
strain corpus (P50m), and no tagger (NoPOS).
Each point denotes the mean of the 20 runs. To
give an insight of the variation in F-measure
across all runs, we added box plots on the P50
curve. Each box is centered on the median of the
runs. Half the points lie between its lower and
upper sides. The whiskers extend to the most
extreme data point which is no more than 1.5
times the height of the box away from the box.

We observe a significant improvement of our
POS-induction-based systems over the baseline
(NoPQS), especially for smaller training corpora.
For a 1% sample of the CoNLL corpus, the F-
measures are approximately 65% only for the
baseline (NoPQOS), 78% for the unsupervised
systems (P50 and P50m) and 83.5% in the su-
pervised setting (Brill).

A 90% F-measure is achieved starting from
10% of the training corpus by Brill, and starting
from 20% by P50. More generally, the unsuper-
vised system needs a little more than twice as
much annotated data as the supervised system to
achieve a similar F-measure.

With less than 200 sentences (2% sample), the
unsupervised system almost achieves 83% F-
measure, which is only achieved by the baseline
starting from 900 sentences (10% sample).

Training Corpus Size
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Figure 2. F-measure depending on the training
corpus sample size and on the POS tagger

Finally, we notice that P50 and P50m get very
close results, despite the fact that their pseudo
POS taggers have been trained on 500M tokens
and 1M tokens respectively. This result validates
the approach for the case where only relatively
small raw text corpora are available for training
the pseudo POS tagger. This finding could be
highly valuable for resource-scarce languages.

4.3

Some POS induction algorithms have the advan-
tage over supervised POS tagging to easily adapt
the number of word classes to the task.

Biemann (2010) conjectures for the same
chunking task that results could be significantly
improved with a smaller cluster number. To veri-
fy this hypothesis, we trained several pseudo-
POS taggers with a cluster number between 10
and 200. Similarly to the experiments reported in
the previous section, we evaluate the systems on
varying sizes of the CONLL training corpus™.

Results are presented in Figure 3. From 10 to
50 clusters, performances increase with the num-
ber of clusters for all sizes of the training corpus.
By contrast, P100 and P200 only improve over
P50 for corpus sizes superior to 10%, which
represents about 900 sentences. This can be attri-
buted to the sparseness of pseudo POS tags in
small training sets. We conclude that for small
training corpus sizes, the number of pseudo-POS
tags should be chosen carefully. On the whole,
the F-measures vary in a 5.3% interval for a 1%
sample, and in a 1.1% interval for the full corpus.

Number of pseudo-POS clusters

10 Again, 20 runs for each size of the training corpus
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Figure 3. F-measure depending on the
CoNLL’2000 training corpus sample size
for a varying number of pseudo-POS clusters

The F-measures obtained using the full train-
ing dataset are: 93.6 (P200), 93.34 (P100), 93.48
(P50), 92.97 (P30), 92.72 (P20), and 92.53 (P10).
They were 91.34 for the baseline and 93.9 for
Brill (see Table 3): even 10 pseudo-POS clusters
are sufficient to beat the baseline, and this is va-
lid for all sizes of the training corpus.

4.4

In the last experiment we tested CRF feature
pruning. The idea is to select the features appear-
ing at least k times in the training corpus. This
was motivated by Goldberg and Elhadad (2009),
who explored the importance of lexical features
in shallow parsing and other sequence labeling
tasks. The performance of their anchored SVM
system only decreased from 93.69% to 93.12%
with heavy pruning (k = 100), while the base-
line dropped from 93.73% to 91.83%. In addi-
tion, they showed comparable performances be-
tween heavily pruned models and full models
when tested on out-of-domain data.

As in Goldberg and Elhadad (2009), we set the
feature frequency threshold to values ranging
from 1 to 100. Each experiment was run only
once using the whole CoNLL training corpus.

Figure 4 shows that the supervised part-of-
speech tagging system is the most robust to fea-
ture pruning. It loses less than 1% for k = 100.
In comparison, the baseline NoPOS loses 4.3%.
This indicates a strong dependency to the domain
of the training corpus.

CRF Feature Selection
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Figure 4. F-measure for various
CRF feature pruning thresholds

The unsupervised systems resist quite well to
feature pruning for k < 20, losing 1.1% and
1.6% F-measure for 200 and 50 clusters. P50
models have around 350,000 features for k =
1 and 5,100 features only for k = 100, while the
baseline keeps from 270,000 to 2,200 features.

As in Goldberg and Elhadad (2009), it will be
interesting to test the pruned models on out-of-
domain corpora, and see how POS induction-
based systems behave in comparison to systems
relying on accurate part-of-speech information.

5 Conclusion and Future Work

In this paper, we study the contribution of part-
of-speech induction to shallow parsing. The gen-
eral context of our work is the automatic treat-
ment of minority languages for which few lin-
guistic resources are available, though we expe-
rimented on English only. Our constraint is the
lack of any POS tagger. The experiments were
carried out on the standard English CoNLL’2000
dataset, which allowed extensive experiments
and explicit comparison to related work. We
used Clark (2003)’s tool for the POS induction
step and CRF++ for the shallow parsing train and
test steps. Results show a significant advantage
of POS-induction-based systems over a baseline
which uses lexical features only.

In the future, we intend to apply these tech-
niques to both shallow parsing and noun phrase
chunking for minority languages. This will re-
quire the constitution of annotated corpora for
training and testing. This paper shows that, for
English, a corpus of 1 M words for POS induc-
tion, as well as a few hundred annotated sen-
tences are enough to obtain interesting perfor-
mances. If this could be proved on other lan-



guages, it could be a very interesting point to
manage NLP for resource-scarce languages.
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Abstract

Part of speech tagging accuracy deterio-
rates severely when a tagger is used out
of domain. We investigate a fast method
for domain adaptation, which provides ad-
ditional in-domain training data from an
unannotated data set by applying POS tag-
gers with different biases to the unanno-
tated data set and then choosing the set
of sentences on which the taggers agree.
We show that we improve the accuracy
of a trigram tagger, TnT, from 85.77%
to 86.10%. In order to improve perfor-
mance on unknown words, we investigate
using active learning for learning ambi-
guity classes of domain specific words,
yielding an accuracy of 89.15% for TnT.

1 Introduction

Part of speech (POS) tagging for English is often
considered a solved problem. There are well es-
tablished approaches such as Markov model tri-
gram taggers (Brants, 2000), maximum entropy
taggers (Ratnaparkhi, 1996), or Support Vector
Machine based taggers (Giménez and Marquez,
2004), and accuracy reaches approximately 97%.

However, most experiments in POS tagging for
English have concentrated on data from the Penn
Treebank (Marcus et al., 1993). If POS taggers
trained on the Penn Treebank are used to tag data
from other domains, accuracy deteriorates signif-
icantly. Blitzer et al. (2006) apply structural cor-
respondence learning for learning pivot features to
increase accuracy in the target domain. However,
their approach is restricted to discriminative ap-
proaches to POS tagging.

In this paper, we investigate a simple and fast
method for domain adaptation that is usable with
any POS tagger: selecting reliably tagged in-
domain data to add to the training set. This method
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has been successful for domain adaptation for de-
pendency parsing (Chen et al., 2008). We use a
corpus of dialogues collected in a collaborative
task as target domain, thus introducing the chal-
lenges of processing spontaneous speech: hesita-
tions, corrections, false starts, and contractions.
We assume that this domain is more challenging
than a target domain of biomedical texts, which is
often used for domain adaptation research. Spon-
taneous speech dialogues do not only differ in ter-
minology, but also in the types of sentences. Di-
alogues, for example, contain a higher percentage
of questions and imperatives than formal written
language, such as news or scientific writings.

Our domain adaptation experiments concentrate
on adding in-domain training data based on an en-
semble of POS taggers. The experiments show
that extending the training set generally improves
POS tagging accuracy. However, it cannot provide
information on the ambiguity classes for words
that do not appear in the source domain. For this
reason, we integrate an active learning strategy for
adding ambiguity classes for words that are iden-
tified automatically as unlikely to be tagged cor-
rectly.

The remainder of the paper is structured as fol-
lows: In section 2, we provide an overview of do-
main adaptation techniques in POS tagging and
parsing. Section 3 describes our approach to do-
main adaptation, and section 4 describes the exper-
imental setup. In section 5, we discuss our find-
ings for domain adaptation, and in section 6, we
describe the active learning extension.

2 Related Work

Domain adaptation is a task that has received
much attention in recent years, with different re-
sults, ranging from evaluations that it is “frustrat-
ingly easy” (Daume III, 2007) to “frustratingly
hard” (Dredze et al., 2007). The main differen-
tiating factor seems to be whether a small portion
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of annotated in-domain training data is available
or only a large-size, unannotated data set. In our
work, we concentrate on the second, more diffi-
cult, scenario.

Most work on domain adaptation has focused
on parsing rather than on POS tagging (e.g. (Mc-
Closky et al., 2006; Yoshida et al., 2007; Chen
et al., 2008; Rimell and Clark, 2008). Chen et
al. (2008)) perform domain adaptation for a de-
pendency parser. They show their best results are
reached by adding only a selection of the informa-
tion provided by a parser trained on out-of-domain
data. Since short dependencies are more reliable
than long ones, they select only the short, and thus
reliable, ones and gain an increase in accuracy.
Rimell and Clark (2008) adapt the Penn Treebank
to parse grammatical relations in the biomedical
domain. They report that the domains are similar
structurally and that the lexicon is the main differ-
ence between the domains. Yoshida et al. (2007)
investigate the influence of an external POS tag-
ger on parsing accuracy in an HPSG parser. They
show that the quality of the POS tagger has a sig-
nificant influence even in-domain. The situation
can be improved by allowing the POS tagger to
output multiple, weighted POS tags from which
the parser can choose. They show that allowing
the tagger to output multiple POS tags improves
parsing results both in-domain and out-of-domain.

Clark et al. (2003) use the results of one POS
tagger on unannotated data to inform the training
of another tagger in a semi-supervised setting us-
ing a co-training routine with a Markov model tag-
ger and a maximum entropy tagger. The authors
test both agreement-based co-training, where the
sentences are added to training only if the taggers
both agree, and naive co-training, where all sen-
tences from one tagger are added to the training
of the other, with no filter. For small sets of seed
sentences, both types of co-training improve ac-
curacy, with the higher quality, smaller training
set from agreement-based co-training performing
slightly better. The authors also report results for
using naive co-training after the taggers were al-
ready trained on large amounts of manually anno-
tated data. Naive co-training did not improve the
taggers when trained in such a way (the authors
leave agreement based co-training to future work).

Blitzer et al. (2006) investigate domain adapta-
tion for POS tagging using the method of struc-
tural correspondence learning (SCL). SCL pro-
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vides an informative feature-space for modeling
the similarities between source and target domain
by identifying pivot features. Pivot features be-
have similarly across domains, and if non-pivot
features in the different domains correspond to
many of the same pivot features, they are as-
sumed to correlate. The machine learning algo-
rithm is trained with the feature-space model from
SCL on the source domain, with the idea that
the trained model will now be informative for the
unlabeled target domain as well. Blitzer et al.
(2006) evaluate the SCL transfer of a POS tagger
from the Penn Treebank to a corpus of biomedi-
cal abstracts (MEDLINE), reporting an improve-
ment from 87.9% to 88.9%. The authors report
that vocabulary is the main difference between the
domains. However, SCL can only be applied to
feature-based discriminative learning methods.

3 Domain Adaptation by Tagger
Combination

For our experiments, we use the Wall Street Jour-
nal part of the Penn Treebank as source domain
and dialogues in a collaborative task as target do-
main. In the target domain, we have access to a
large unannotated corpus and a small annotated
corpus, which we use for evaluation purposes. In
order to adapt a POS tagger to the target domain,
we extend the training set by sentences from the
large unannotated corpus. Our hypothesis is that
these sentences will provide the POS tagger with
relevant information from the target domain. For
assigning POS tags to the additional sentences
from the target domain, we use three different POS
taggers trained on the Penn Treebank. Then we
select those sentences for which a majority of tag-
gers agree on the POS tags. The method of using
agreement between taggers was originally used by
van Halteren et al. (2001) to improve tagger per-
formance. We investigate the following questions:
1) How does the number of agreeing POS tag-
gers influence the accuracy of the final tagger? 2)
Should we select only complete sentences or add
all trigrams on which the taggers agree? Lifting
the restriction that the taggers agree on complete
sentences will increase the size of the training set.
3) Do we need the full Penn Treebank training set,
or does this large training set dominate the smaller
training set from the target domain?



4 Experimental Setup
4.1 Data Sets

We use three corpora: the Penn Treebank for
the source domain; the HCRC Map Task Corpus
(Thompson et al., 1996) for additional training in
the cooperative dialogue domain; and the CReST
corpus (Eberhard et al., 2010) for evaluation in the
target domain.

The HCRC Map Task Corpus (Thompson et
al., 1996) is a multi-modal corpus composed of 18
hours of digital audio and 150 000 words of tran-
scription, representing 128 two-person conversa-
tions. The conversations were obtained from a co-
operative problem solving task, in which two par-
ticipants were asked to help one another fill in a
route on a map. HCRC is annotated for speaker
and dialogue turn information, as well as for POS
tags. However, we use only the actual transcrip-
tions. This corpus serves as our unannotated, in-
domain training corpus.

The CReST Corpus (Eberhard et al., 2010) is
a multi-modal corpus consisting of 7 dialogues,
comprising 11 317 words in 1 977 sentences. Sim-
ilar in domain to the HCRC corpus, it represents
cooperative dialogues, but is based on a slightly
different task: one of the participants is located in
a search environment, while the other is outside
but has access to a map of the environment. The
participants need to collaborate to fulfill their tasks
(locating objects in the environment and placing
objects on the map).

CReST is annotated for POS, syntactic depen-
dency and constituency, disfluency, and dialogue
structure. The POS tagset is a superset of the
tagset for the Penn Treebank, with the additional
tags representing features unique to natural dia-
logue.

Data Preparation. Due to differences between
the transcriptions of HCRC and CReST, we made
small, systematic changes to HCRC to make it
more consistent with CReST. For instance, HCRC
had various permutations of mmhmm which we
changed to the standard mhm transcription in
CReST. Since the Penn Treebank does not con-
tain all tags used in CReST, we translated the ad-
ditional CReST tags into tags of the original tagset
for our experiments. E.g. the POS tag VBT (imper-
ative verb) is translated into VB (verb in the base
form).
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4.2 POS Taggers

We use three POS taggers: TnT (Brants, 2000),
MEIt (Denis and Sagot, 2009), and SVMTool
(Giménez and Marquez, 2004). These taggers
were chosen because they represent the state of the
art for single-direction taggers and also because
they use different approaches to POS tagging and
thus have different biases. Our assumption is that
the different biases will result in different types of
POS tagging mistakes.

TnT (Brants, 2000) is a trigram Markov model
POS tagger with state-of-the-art treatment of un-
known words. TnT generates files containing lexi-
cal and transition frequencies and thus provides us
with the option of including new trigrams directly
into the trained model.

The Maximum-Entropy Lexicon-Enriched
Tagger (MEIt) (Denis and Sagot, 2009) is a
conditional sequence maximum entropy POS
tagger that uses a set of lexical and context
features, which are a superset of the features
used by Ratnaparkhi (1996) and Toutanova and
Manning (2000).

SVMTool (Giménez and Marquez, 2004) is a
discriminative POS tagger based on support vec-
tor machines. The features and specifications used
in training were taken from the SVMTool model
for English, based on the Penn Treebank.

S Experiments

We perform six experiments: The first experiment
establishes a baseline by training the POS taggers
out of domain on the Penn Treebank and then us-
ing them without adaptation on the target domain.
In the second experiment, the training set is ex-
tended by those HCRC sentences on which all
three taggers agree. In the third experiment, we
investigate whether the accuracy of the adapted
tagger deteriorates if we choose all sentences on
which only two taggers agree. In the fourth exper-
iment, we investigate the effect of adding trigram
information on which all taggers agree to the TnT
trained model. In the fifth experiment, we also add
lexical information to the TnT model. In the final
experiment, we investigate whether the large size
of the Penn Treebank neutralizes effects from the
additional training data, based on the experiment
with sentences on which all three taggers agree.



Tagger baseline | all3

MEIt 83.91 84.321
SVMTool | 84.60 85.15T
TnT 85.77 85.70

Table 1: The results of the baseline and of select-
ing all sentences on which all taggers agree. Dags
indicate a significant improvement over the base-
line.

5.1 Agreement Among All POS Taggers

This experiment uses all three POS taggers,
trained on the Penn Treebank, to tag all sentences
from the HCRC corpus. Then all sentences are
selected on which the taggers agree. These sen-
tences are added to the Penn Treebank training set,
and the taggers are retrained and evaluated on the
CReST corpus. The results of the baseline and this
experiment are shown in table 1.

The results show that both discriminative POS
taggers, MEIt and SVMTool, improve signifi-
cantly over the baseline (McNemar, p < 0.001).
TnT, in contrast, suffers a non-significant decrease
in performance. However, TnT’s baseline results
are significantly higher than the two other tag-
gers’. This can be explained by the state-of-the
art module for guessing unknown words in TnT,
which is based on suffix tries extracted from hapax
legomena in the training data set. For the baseline,
TnT reaches an accuracy of 16.64% on unknown
words, MEIlt 11.65%, and SVMTool 10.32%.

In order to determine whether our initial low
performance was due to within-domain tagging is-
sues, such as “fuzzy” linguistic boundaries (Man-
ning, 2011), or simply to the level of difference
between our source and target domains, we con-
ducted a brief analysis of the errors from this ex-
periment. We found that the top three discrep-
ancies in the all3 condition for TnT, compris-
ing 55.32% of the incorrect tags, were the result
of mistakenly labeling a gold-tagged interjection
(UH) with an adjective (JJ), noun (NN), or an ad-
verb (RB) tag. The next most common mistake
was labeling a gold-tagged SYM (incomplete or
non-word) with JJ (5.32% of discrepancies). SYM
and UH are much more common in a corpus of spo-
ken dialogue transcriptions than in closely edited
financial news. Thus, these top four mistakes rep-
resent errors arising from the dissimilarity of the
domains (as opposed to the fifth mistake, mistak-
ing IN (preposition) for RB, which is a more tra-
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Training | # of words
baseline | 1342 561
all3 1391 238
me/svm 1413 106
me/tnt 1418 957
svm/tnt 1412917

Table 2: Number of words in the training set.

Tagger | me/svm | me/tnt | svm/tnt | all3

MElt | 84377 | 84.28 | 84.59T | 84.32f
SVM | 84.98 85.30f | 85.47" | 85.151
TnT 8594 | 8584 | 8570 | 85.70

Table 3: Results of adding all sentences for which
two taggers agree.

ditional within-domain tagging error, with “fuzzy”
linguistic boundaries partially to blame).

5.2 Agreement Between Two Taggers

The reason for requiring all three POS taggers to
agree on full sentences is that the selected sen-
tences will be reliable. However, the method also
has the drawback that only a rather small num-
ber of sentences fulfill this criterion. The first 2
rows in table 2 show the number of words in the
training data for the baseline experiment with only
Penn Treebank data and for the al13 experiment.
They show that only a very small number of words
is added: The number of words increases from ap-
proximately 1.34 million words to 1.39 million,
i.e. only 50 000 words are added out of the 150 000
words in the HCRC corpus, an insignificant num-
ber when compared to the source domain data.

Thus, in order to provide more in-domain train-
ing data, we relax the constraint on the selection
of sentences from the HCRC corpus and select
all sentences for which two specific taggers agree.
The results are shown in table 3. The last column
in this table repeats the results from the previous
experiment.

These results show that the additional data (cf.
table 2) improves performance over the experi-
ment requiring agreement between all three tag-
gers. It is worth noting that MEIt and TnT per-
form best with training where the common sen-
tences are from the two other taggers. For SVM-
Tool, including TnT improves accuracy, but there
is no significant difference between the combina-
tion of MEIt with TnT and the one with SVMTool



and TnT. We assume that TnT has reached satura-
tion on the Penn Treebank and cannot learn new
information from additional data tagged with its
own bias. Sentences from the other taggers, how-
ever, do present new information.

We had a closer look at the sentences that were
added to TnT when MEIt and SVMTool (me/svm)
agree and when MEIt and TnT (me/tnt) agree
and found considerable differences in the distri-
bution of POS tags. These differences can also be
found in the test set tagged with TnT, based on
the two training sets. In all data sets, the com-
bination me/tnt seems to keep the lexical bias of
the Penn Treebank more strongly than the combi-
nation me/svm. For example, the word left is
consistently tagged as a noun when TnT uses the
me/svm combination. In most instances, this is the
correct decision. The me/tnt combination, in con-
trast, prefers a verb reading. For the word back,
the me/svm combination selects the correct adverb
reading over the verbal particle reading preferred
by the me/tnt reading. Since the combination of
SVMTool and TnT also keeps the bias, the inno-
vation in the me/svm combination cannot be at-
tributed to having SVMTool in the combination.

We also investigated whether using a union of
sentences from different pairs of taggers would in-
crease overall accuracy. This adds approximately
70 000 words to the training set. However, the
results of this experiment proved to be not signifi-
cantly different from those based on tagger pairs.

5.3 From Complete Sentences to n-grams

The results from the previous experiment show
that adding more training data, even if it is less
certain, improves the accuracy of the final tagger.
One possibility to provide more training material
consists in relaxing the constraint that the taggers
need to agree on complete sentences. Instead, we
extract either all longest matching n-grams or all
trigrams on which the taggers agree. The n-grams
are processed and added to the TnT model from
the Penn Treebank. This is only possible because
TnT stores its trained model in an accessible for-
mat. The discriminative POS taggers could not be
used for this experiment since adding incomplete
sentences as training data would have influenced
their trained models negatively.

As before, all evaluations are performed on
CReST. The results of this experiment are shown
in table 4. The first 3 columns contain the re-
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me/svm | me/tnt | svm/tnt | all3
full | 85.94 85.84 | 85.70 85.70
n 85.88 85.55 | 85.93 85.76
tri. | 86.10 85.77 | 85.93 85.98

Table 4: Results of adding n-grams or trigrams to
TnT’s model.

sults of merging n-grams or trigrams from 2 dif-
ferent taggers; the last column shows the results
for merging all 3 taggers. The first row repeats the
results from previous experiments using complete
sentences that taggers agree upon. We restrict our-
selves to adding only transition information here
and merely use the lexicon from the Penn Tree-
bank baseline. We will investigate adding both
transition and lexical information in the next ex-
periment. The results show that adding trigrams
instead of complete sentences, based on MEIt and
SVMTool, results in approximately 25 000 addi-
tional trigram counts, and it improves the accu-
racy of the final tagger from 85.94% to 86.10%.
Adding all n-grams, in contrast, adds around
33 000 trigram counts and results in slightly lower
accuracies, demonstrating that in some cases, the
sheer amount of data may be counteracted by sub-
standard quality. Again, TnT profits most from in-
domain sentences provided by a combination of
MEIt and SVMTool.

5.4 Adding Lexical Information

A look at the words that are mistagged with the
highest frequency in the previous experiment, in
which we added trigram information, shows that
they fall into two different categories: words such
as okay, um, gonna that are typical for dialogues
but do not occur frequently in the Penn Treebank;
and words that have a different POS preference in
the target domain. An example for this category
is the word left, which tends to be a verb in the
Penn Treebank and an adverb in CReST.

For this reason, we decided to add the lexical
information from the trigrams to TnT’s lexicon.
The results of this experiment are shown in table
5. They show that adding lexical information re-
sults in lower accuracies: they decrease minimally
from 86.10% (adding only trigram transition in-
formation) to 86.00% when adding both transition
and lexical information. When adding n-grams
and lexical information, the results improve over
adding only n-grams, but they do not reach the



me/svm | me/tnt | svm/tnt | all3
n 85.88 85.55 | 85.70 85.70
n+lex. 86.00 85.86 | 85.81 85.88
tri. 86.10 85.77 | 85.93 85.98
tri.+lex. | 86.00 85.42 | 85.78 85.86

Table 5: Results of adding lexical information to
TnT’s model.

best trigram result.

Since this result did not meet our expectation,
we analyzed the changes to the lexicon file and
the tagging errors. The extended lexicon con-
tains 326 additional words, but only 8 of them also
occur in CReST (ah, fifteen, forty-five,
furthest, hmm, mhm, um, yeah). yeah is by
far the most common word in the test data. The
small number of added words that actually occur
in the test set severely restricts possible improve-
ments on in-domain POS tagging.

A comparison of TnT’s performance with and
without the extended lexicon shows that there are
101 discrepancies (in 11 317 words) in which the
POS tagger without additional lexical information
makes the correct decision. Out of these discrep-
ancies, the word yeah accounts for 45 errors.
Here, the extended lexicon lists the tag NN in-
stead of the tag UH. The reason lies in the fact
that yeah does not occur in the Penn Treebank,
and the three taggers trained on this treebank all
(wrongly) tag yeah with the most frequent tag for
unknown words.

From the error analysis, we can conclude that
the added words do not correspond to the words
that are needed in the test domain, which means
that the HCRC map task corpus data are not sim-
ilar enough to the CReST data. However, we can
also conclude that even if there were a larger over-
lap, there is a high chance that those words would
be mistagged by the ensemble of taggers so that
adding the new words would result in a deteriora-
tion of the performance.

5.5 Decreasing Out-Of-Domain Training
Data

In a final experiment, we investigate whether the
difference in amounts of training data between
source domain and target domain neutralizes the
positive influence of adding in-domain informa-
tion. Table 2 shows that the number of words
added by our methods ranges between one third
and half of the original data set. It is therefore pos-
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Tagger baseline | red. base. | red.+all3
MEIt 83.91 79.38 83.86
SVMTool | 84.60 78.79 83.90
TnT 85.77 79.86 84.11

Table 6: The results of restricting the size of the
out-of-domain training set.

86 -

85

84 |

83 -

82 -

81 o

110 2/10 310 4/10 510 610 7/10 810 9/10 10/10

Fraction of WSJ Training

Figure 1: Accuracy as a function of amount of
WSJ training

sible that the added information does not change
the transition probabilities enough to improve the
behavior of the final tagger. For this reason, we
restrict the size of the Penn Treebank training set
to the number of words in the in-domain set, thus
reducing the influence of the out-of-domain data.
For this experiment, the in-domain training set is
taken from the combination of all 3 taggers, as re-
ported in table 1. The results of this experiment
are shown in table 6.

The results show that training the POS tagger on
only the reduced Penn Treebank containing 46 680
words results in a severe loss in accuracy, from ap-
proximately 84% to approximately 79%. Adding
more training data from the Penn Treebank con-
sistently increases the results, as shown in Figure
1, thus demonstrating that more data is more im-
portant than in-domain knowledge.

These experiments shows that even a fairly
“easy” problem such as POS tagging requires a
large training set. In the first experiment, combin-
ing the reduced Penn Treebank with the in-domain
data set increases the accuracies of all POS taggers
over the reduced baseline, but they do not reach
the baseline based on the whole Penn Treebank.
This experiment shows that the sheer size of the
training set is more important than access to in-
domain training data, at least when the quality of



base all3 me/svm | me/tnt | svm/tnt
trans. | 85.77 | 86.10 | 85.77 85.93 | 85.98
active | 89.04 | 89.13 | 89.15 89.03 | 89.15

Table 7: Results of adding an active learning lexicon to the training for TnT. All differences between the

two experiments are significant.

this additional training set is not guaranteed.

6 Extending the Lexicon with Active
Learning

The results of the previous sections show that
adding information on which taggers trained out-
of-domain agree is useful for moderately improv-
ing tagging accuracy and especially for reestimat-
ing transition probabilites. However, the method
is unsuitable for finding the correct ambiguity sets
for words that do not occur in the out-of-domain
training set. Such words must be treated in the tag-
ger’s module for handling unknown words, which
is often based on suffix information extracted from
infrequent words in the training set. However,
many of the unknown words in the CReST cor-
pus are colloquial words and thus do not show
the same morphological characteristics as words
in the training set. The words yeah and mhm are
good examples: it is rather unlikely that the tag-
ger can guess their ambiguity set based on their
bigram suffixes ah and hm. This problem is
not unique to the domain of spontaneous speech.
Biomedical terms, for example, also display atypi-
cal suffixes, which make them difficult to classify.

Since the training corpus cannot provide the re-
quired information, we decided to acquire mini-
mal information from the target domain via active
learning. This goal here is to automatically iden-
tify words that TnT was likely to tag incorrectly.
These words are then presented to the user, who is
asked to provide the ambiguity sets for the words.
In our experiment, we simulated the user by look-
ing up the words identified by our program in the
CReST gold standard.

In order to determine which words would be dif-
ficult for TnT, we built a suffix trie similar to TnT’s
model for unknown words. For the sake of sim-
plicity, we restricted the trie to a maximum suf-
fix length of three letters. Then, each word in our
CReST test corpus that did not occur in the Penn
Treebank training lexicon was matched against the
suffix trie. If the word’s suffix was not present in
the trie, the word was presented to the user and
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added to TnT’s lexicon. The extended lexicon was
used in combination with the extended transitions
based on trigrams from section 5.3. In total, 74
ambiguity classes were added in the active learn-
ing lexicon.

The results in table 7 show that adding the active
learning lexicon to the Penn Treebank baseline im-
proves tagging accuracy to 89.04%, outperform-
ing our best previous results (cf. table 4). The best
results of 89.15% are based on combinations of
the active learning lexicon and transition informa-
tion from where just two taggers agree on HCRC
trigrams. This illustrates that adding new words to
the lexicon results in a higher improvement than
adding new transition information. However, the
best results are gained by a combination of the
two methods. All active learning results are sig-
nificantly higher than the previous best result of
86.10%.

For the Penn Treebank baseline, there were 176
word types that were wrongly tagged. In the ac-
tive learning experiment, 71 types (40.34%) were
added with their ambiguity classes, among them
the prevalent word yeah. All of these words were
unambiguous in the target domain.

7 Conclusion and Future Work

We investigated a generally applicable method of
domain adaptation for POS tagging, which uses
the consent of three POS taggers with different bi-
ases to add in-domain sentences to the training set.
We show that we reach a slight but significant in-
crease in accuracy from 85.77% to 86.10% when
using all trigrams on which the POS taggers agree.
Reducing the size of the out-of-domain training set
has a detrimental effect on the quality of the POS
tagger. The improvement from adding in-domain
trigrams is due to more accurate transition prob-
abilities. In contrast, the lexical additions from
the in-domain data were detrimental. The active
learning strategy of adding user-defined lexical in-
formation for difficult unknown words improves
this accuracy to 89.15%. However, this accuracy
is still far below an in-domain accuracy, which



reaches 95.66%.

TnT’s better performance on this task may be
due to its superior handling of unknown words,
but may also be a result of the fact that the fea-
ture sets used with MEIt and SVMTool were de-
signed specifically for the Penn Treebank. We may
be able to improve results for those two taggers if
we optimize the feature set for the target domain.
However, this means modifying the implementa-
tion of the taggers since the feature extraction is
not modular. For the future, we are planning to in-
vestigate whether structural correspondence learn-
ing (Blitzer et al., 2006) will reach higher accura-
cies, even though it cannot be used with our best
performing POS tagger, TnT. We will also repeat
these experiments with a biomedical target domain
to see if our results transcend domains.
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Using a Morphological Database to Increase the Accuracy in POS Tagging
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Abstract

We experiment with extending the dic-
tionaries used by three open-source part-
of-speech taggers, by using data from a
large Icelandic morphological database.
We show that the accuracy of the tag-
gers can be improved significantly by us-
ing the database. The reason is that the
unknown word ratio reduces dramatically
when adding data from the database to the
taggers’ dictionaries. For the best per-
forming tagger, the overall tagging accu-
racy increases from the base tagging result
of 92.73% to 93.32%, when the unknown
word ratio decreases from 6.8% to 1.1%.
When we add reliable frequency informa-
tion to the tag profiles for some of the
words originating from the database, we
are able to increase the accuracy further to
93.48% - this is equivalent to 10.3% error
reduction compared to the base tagger.

1 Introduction

In general, part-of-speech (PoS) taggers can be
catagorised into two types. First, data-driven tag-
gers, i.e. taggers that are trained on pre-tagged
corpora and are both language and tagset indepen-
dent, e.g. (Brants, 2000; Toutanova et al., 2003;
Shen et al., 2007). Second, linguistic rule-based
taggers, which are developed “by hand” using lin-
guistic knowledge, with the purpose of tagging
a specific language using a particular tagset, e.g.
(Karlsson et al., 1995; Loftsson, 2008).

All taggers use a particular tagset 1" and rely
on a dictionary D containing the tag profile (am-
biguity class) 7T, for each word w. A tag profile
T, indicates which tags are assignable to w, thus
T, C T. Essentially, for each word w, a tagger
disambiguates T, by selecting (or removing all
but) one tag from it with regard to context. The
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dictionary D is derived by a data-driven tagger
during training, and derived or built during devel-
opment of a linguistic rule-based tagger.

When tagging new text, PoS taggers frequently
encounter words that are not in D, i.e. so-called
unknown words. An unknown word u can be quite
problematic for a tagger, because the tag profile
for u needs to be guessed. In most cases, PoS tag-
gers therefore contain a special module, called an
unknown word guesser, to generate the tag profile
for unknown words. Frequently, the guessing of
the tag profile for unknown words is incorrect and
therefore the tagging accuracy for these words is
considerably lower than the tagging accuracy for
known words. To increase the overall tagging ac-
curacy of PoS taggers, one might therefore try to
refine the underlying unknown word guessers. An-
other approach is simply to try to minimise the ra-
tio of unknown words by extending the dictionar-
ies used by the taggers.

In this paper, we use the latter approach. We ex-
periment with extending the dictionaries used by
three PoS taggers for Icelandic with data from a
large morphological database (Bjarnadéttir, 2005).
Our logical assumption is that the overall tagg-
ing accuracies of the taggers can be increased by
this method, but we are also interested in how
extended dictionaries affect the accuracy for un-
known words and known words separately.

The three taggers used in our experiments are: i)
the linguistic rule-based tagger IceTagger (Lofts-
son, 2008); ii) TriTlagger, a re-implementation of
the statistical tagger TnT by Brants (2000); and
iii) a serial combination of the two (Loftsson et
al., 2009).

The morphological database does not contain
any frequency information for the tags in the tag
profile for each word, but, nevertheless, we show
that the tagging accuracy of the taggers can be im-
proved significantly by using the database. The
reason is that when we add most of the data from

Proceedings of Recent Advances in Natural Language Processing, pages 49-55,
Hissar, Bulgaria, 12-14 September 2011.



the database to the taggers’ dictionaries the un-
known word ratio decreases dramatically, from
6.8% to 1.1%. In that case, the overall tagging
accuracy of the best performing tagger, the se-
rial combination of IceTagger and TriTagger, in-
creases from the base tagging result of 92.73%
to 93.32%. When we add reliable frequency in-
formation, derived from a corpus, to the tag pro-
files for a part of the words originating from the
database, we are able to increase the accuracy fur-
ther to 93.48% — this is equivalent to 10.3% error
reduction compared to the base tagger.

Interestingly, it seems that very few papers ex-
ist in the literature regarding extensions of the
dictionaries used by PoS taggers. In (Rupnik et
al., 2008), a dictionary derived from training is
essentially extended by using a backup lexicon
extracted from a large corpus (which is differ-
ent from the training corpus). In contrast, we
use a morphological database to extend a tagger’s
dictionary, but use a corpus for deriving frequency
information for part of the dictionary entries. In
(Tufis et al., 2008), an unknown word u, and its
tag profile and lemma obtained by a tagger when
tagging new texts, is used by a morphological gen-
erator to generate tag profiles for new word forms
that are morphologically related to u. The diction-
ary is thus extended incrementally, each time new
text is tagged. In contrast, since we have access
to a large morphological database, we extend a
tagger’s dictionary once and for all.

2 The morphological database

At the Arni Magnisson Institute for Icelandic
Studies, a comprehensive full form database of
modern Icelandic inflections has been developed
(Bjarnadottir, 2005). Its Icelandic abbreviation
is BIN (“Beygingarlysing islensks niitimamals™),
and henceforth we use that term. BIN contains
about 280,000 paradigms, with over 5.8 million
inflectional forms. The output from the database
used in this project contains lemma, word form,
word class, and morphological features for com-
mon nouns, proper nouns, adjectives, verbs, and
adverbs. It is important to note that the database
does, however, not contain any frequency infor-
mation for the word forms.

A web interface for BIN is available at http:
//bin.arnastofnun.is, from where a text
file in the format used in this project can be down-
loaded. Below are 16 lines from the file, demon-
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strating entries for the lemma “hestur” ‘horse’:

hestur; 6179;kk;alm; hestur; NFET

hestur; 6179;kk;alm; hesturinn; NFETgr
hestur;6179;kk;alm;hest;PFET

hestur; 6179;kk;alm; hestinn; PFETgr

hestur; 6179;kk;alm; hesti;PGFET

hestur; 6179;kk;alm; hestinum; PGFETgr
hestur;6179;kk;alm; hests; EFET

hestur; 6179;kk;alm;hestsins; EFETgr
hestur; 6179;kk;alm; hestar; NFFT

hestur; 6179;kk;alm;hestarnir; NFFTgr
hestur;6179;kk;alm; hesta;PFFT

hestur; 6179;kk;alm;hestana; PFFTgr
hestur;6179;kk;alm; hestum; PGFFT

hestur; 6179; kk;alm; hestunum; PGFFTgr
hestur;6179;kk;alm;hesta; EFFT
hestur;6179;kk;alm; hestanna; EFFTgr

The exact meaning of the data in each column
is not important for our discussion, but we point
out that the lemma is in the first column, gen-
der is in third column (“kk”’=masculine), the word
form is in the fifth column, and the morphologi-
cal features case, number and definiteness are in
the last column (for example, “NF’=nominative,

“ET”=singular, “gr’=definite article).

3 The corpus and the taggers used

The Icelandic Frequency Dictionary (IFD) corpus
(Pind et al., 1991) has been used to train and test
taggers for Icelandic (Helgadéttir, 2005; Loftsson,
2008; Dredze and Wallenberg, 2008; Loftsson et
al., 2009). The corpus contains about 590,000 to-
kens, and its underlying tagset about 700 tags, of
which 639 tags actually appear in the corpus. The
tags are character strings where each character has
a particular function. The first character denotes
the word class. For each word class there is a pre-
defined number of additional characters (at most
six), which describe morphological features, like
gender, number and case for nouns; degree and
declension for adjectives; voice, mood and tense
for verbs, etc. To illustrate, consider the word form
“hestur” ‘horse’. The corresponding tag is “nken”,
denoting noun (), masculine (k), singular (e), and
nominative (n) case.

As mentioned in Section 1, we use one linguis-
tic rule-based tagger (IceTagger), one data-driven
tagger (TriTagger), and a serial combination of
the two in our experiments. Both IceTagger and
TriTagger are implemented in Java and are part of
the open-source IceNLP toolkit!.

IceTagger is reductionistic in nature, i.e. it re-
moves inappropriate tags from the tag profile 7,

"TceNLP is  available
sourceforge.net

at  http://icenlp.



for a specific word w in a given context. Ice-
Tagger first applies local rules for initial disam-
biguation and then uses a set of heuristics (global
rules) for further disambiguation. The tag profile
for each word used by IceTagger is ordered by the
frequency of the tags — the first tag listed is the
most frequent one and the last tag is the least fre-
quent one. If a word is still ambiguous after the
application of the heuristics, the default heuris-
tic is simply to choose the most frequent tag (the
first tag) for the word. An important part of Ice-
Tagger is its unknown word guesser, IceMorphy.
It guesses the tag profile for unknown words by
applying morphological analysis and ending anal-
ysis. In addition, IceMorphy can fill in the tag pro-
file gaps® in the dictionary for words belonging to
certain morphological classes (Loftsson, 2008).

TriTagger is a re-implementation of the well
known Hidden Markov Model (HMM) tagger TnT
by Brants (2000)>. TriTagger uses a trigram model
to find the sequence of tags for words in a sentence
which maximises the product of contextual proba-
bilities (P(t;|ti—2,t;—1)) and lexical probabilities
(P(wilt:)):

P(t1) P(tat1) ﬁ P(tilti—a,ti—1) ﬁ P(wt;)

i=3 i=1
(D

In the above equation, w; denotes word 7 in a
sentence of length n (1 < ¢ < n) and ¢; denotes
the tag for w;. The probabilities are derived us-
ing maximum likelihood estimation based on the
frequencies of tags found during training.

HMM taggers handle unknown words by set-
ting tag probabilities according to words’ suffixes.
The term suffix is here defined as a final sequence
of characters of a word. TnT, and thus TriTag-
ger, generate probability distributions for suffixes
of various lengths. The distribution for particular
suffixes is based on words in the training data that
share the same suffix. The reader is referred to
(Brants, 2000) for the details of suffix handling.

2 A tag profile gap for a word occurs when a tag is missing
from the tag profile. This occurs, for example, if not all pos-
sible tags for a given word are encountered during training.

3The TnT tagger is extremely efficient — both training and
testing are very fast. Unfortunately, TnT is closed source
which limits its use when changes need to be carried out to
its default behaviour. TriTagger is open-source and therefore
its functionality can be changed or extended relatively easily.
Moreover, our experiments have shown that its tagging accu-
racy is almost identical to the accuracy obtained by TnT. On
the other hand, TriTagger has not been optimised for run-time
efficiency.
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Below, we exemplify the tag profiles stored in
the dictionaries for IceTagger and TriTagger for a
specific word “konu” ‘woman’:
konu nvep nveo nvee
konu 122 nvep 44 nveo 42 nvee 36

The first tag profile is stored in the dictionary for
IceTagger. The possible tags are “nvep”, “nveo”,
and “nvee” (denoting noun, feminine, singular, da-
tive/accusative/genetive), sorted by decreasing fre-
quency. The second tag profile is stored in the
dictionary for TriTagger. It contains similar infor-
mation, but, additionally, frequency information is
attached to both the word itself and each possible
tag.

3.1 Base tagging results

We have previously shown (Loftsson et al., 2009)
that a significant improvement in tagging accuracy
is obtainable by running a serial combination of
IceTagger and a HMM tagger (TriTagger). Specif-
ically, the best result was obtained by making the
HMM perform initial disambiguation only with
regard to the word class (the first letter of a tag),
then running IceTagger, and finally by making the
HMM disambiguate words that IceTagger was not
able to fully disambiguate. This tagger is called
HMM+Ice+HMM.

In our current experiments, we use 10-fold
cross-validation on the exact same training and
test splits of the so-called corrected version of the
IFD corpus used by Loftsson et al. (2009). Each
test corpus contains about 10% of the tokens from
the IFD, while the corresponding training corpus
contains about 90% of the tokens. The average
unknown word ratio using this data split is about
6.8%.

We use a version of the corrected IFD corpus in
which type information for proper nouns (named-
entity classification) has been removed, and addi-
tionally we only use one tag for numerical con-
stants. The reason for these changes is to make
the tagset of the corpus comparable to tagsets for
other languages. These changes reduce the size of
the tagset from about 700 tags to about 600 tags,
and the number of tags actually appearing in the
IFD reduces from 639 tags to 567.

Table 1 shows the average accuracy of the three
taggers. In this table (and in all the ones that fol-
low), the average accuracy is based on testing us-
ing the first nine test corpora, because the tenth
one was used for developing IceTagger. We con-
sider the accuracy figures in Table 1 as our base



Tagger Unknown Known  All Tagger Unknown Known All

TriTagger 72.98 92.18 90.86 TriTagger 74.44 91.53  90.63
IceTagger 77.02 93.07 91.98 IceTagger 80.44 92.83 92.18
HMM-+Ice+HMM 77.47 93.84 92.73 HMM-+Ice+HMM 80.53 93.57 92.89

Table 1: Average base tagging accuracy (%). Av-
erage ratio of unknown words in testing is 6.8%.

tagging results — in the experiments described in
the next section we try to improve on these figures.

4 The experiments

In this section, we describe the setup and results of
two experiments. First, we extend the dictionaries
used by the three taggers by using data from the
morphological database BIN. Second, we add reli-
able frequency information to some of the diction-
ary entries (tag profiles).

4.1 Extending the dictionaries

This part of our experiment is in two parts. First,
we generate a file F) by extracting only lemmata
from the database output described in Section 2.
Fy contains about 280,000 lemmata. To clarify,
only the first line in the example output shown in
Section 2 is then included in F3. Second, we drop
the lemmata condition and generate a file F5 by se-
lecting most of the word forms from the database
output*. F; contains about 5.3 million rows.

To generate an extended dictionary for a tagger
(classifier) C' using data from F, we perform the
following (the same procedure applies when using
F: 2)2

1. Derive a dictionary from Fj, containing
words and their corresponding tag profiles.
Symbols denoting morphological features in
Fy are mapped to the symbols used in the
IFD tagset. We call the resulting dictionary
Dpin.

Combine Dpry with the dictionary D gen-
erated by a tagger C' during training (the
number of entries in D are about 55,000, on
the average). The result is a new dictionary
Dgxr. If a word exists in both D and Dg;n
then only the entry from D appears in Dgxr.

3. Test tagger C using dictionary Dgxr.

“Because of memory issues with the taggers, we exclude
proper nouns that are names of places.
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Table 2: Average tagging accuracy (%) using dic-
tionaries extended with lemmata only from BIN.
Average ratio of unknown words in testing is about
5.3%.

The above description holds when generating an
extended dictionary for IceTagger, a tagger which
does not need frequency information in the tag
profile for words. In the case of TriTagger, we sim-
ply assume a uniform distribution, i.e. we mark
each tag in the tag profile T, for word w with the
frequency 1. Note that for TriTagger, extending
the dictionary only affects the lexical probabilities
from Equation 1 — the contextual probabilities re-
main unchanged.

Recall (from Section 3) that HMM taggers han-
dle unknown words by generating probability dis-
tributions for suffixes of various lengths using the
words in the training data. We want the generation
of these probability distributions to be only depen-
dent on the data from D (from the IFD corpus), but
not as well from Dpgyy. The reason is twofold.
First, the IFD corpus is large enough for deriving
reliable suffix probability distributions. Second,
using all the words from a very large dictionary
(like DgxT) to generate the distributions signif-
icantly slows down the tagging process. This is-
sue demonstrates the importance of having access
to open-source software. We simply changed the
loading module of TriTagger such that it does not
use all dictionary entries for suffix handling. If the
loading module finds a special entry in the diction-
ary (essentially a specially marked comment) it
does not use the succeeding entries for suffix han-
dling. We put the special entry into Dgxr after
the last entry from D and thus before the first en-
try from Dpry.

Let us first consider the case of using file [}
for extending the dictionaries, i.e. when only ex-
tracting lemmata from the database output. In that
case, the resulting D gy contains about 260,000
entries. Table 2 shows the accuracy of the taggers
when using this version of the extended dictionary.

Comparing the results from Tables 2 and 1, we
note the following:

e The average unknown word ratio decreases



by about 1.5% (from about 6.8% to about
5.3%).

The accuracy for known words decreases in
the three taggers. The most probable rea-
son is that the tag profile for some of the
lemmata entries coming from D gy contains
gaps (see Section 3). This can be attributed
to the fact that only a single line from the
database output is selected when extracting
the lemmata, but in many cases a lemma can
have multiple analysis (tags). Note that this
decrease in accuracy for known words is con-
siderably higher in TriTagger (0.65 percent-
age points) than in IceTagger (0.24 percent-
age points). This is because the unknown
word guesser IceMorphy, used by IceTagger,
can fill into the tag profile gaps for certain
morphological classes, as mentioned in Sec-
tion 3.

The accuracy for unknown words increases in
all the three taggers — the highest gain (3.42
percentage points) is obtained by IceTagger.
For the case of IceTagger the reason is that
IceMorphy first applies morphological anal-
ysis to unknown words (before trying end-
ing analysis). For an unknown word u, Ice-
Morphy searches for a morphologically re-
lated word (a known word) to w in its diction-
ary, i.e. a word containing the same stem
but a different morphological suffix. The
added lemmata entries can thus serve as re-
lated words for unknown words and since the
morphological analysis module of IceTagger
is quite accurate (Loftsson, 2008), the added
lemmata entries help to increase the tagging
accuracy of unknown words.

The accuracy for all words increases in both
IceTagger and HMM+Ice+HMM, but only by
0.20 and 0.16 percentage points, respectively.
Obviously, the decreased accuracy for known
words “cut backs” the gain obtained in the ac-
curacy for unknown words. TriTagger’s rela-
tively large reduction in accuracy for known
words is to blame for the reduction in its ac-
curacy for all words.

Tagger Unknown Known All

TriTagger 65.82 91.96 91.66
IceTagger 63.38 92.86 92.53
HMM-+Ice+HMM 60.41 93.69 93.32

Table 3: Average tagging accuracy (%) using dic-
tionaries extended with most of the data from
BIN. Average ratio of unknown words in testing
is 1.1%.

Table 3 shows the accuracy of the taggers when
using this large version of the extended dictionary.

Comparing the results from Tables 3 and 1, we
note the following:

e The average unknown word ratio drops down
to 1.1%. Concurrently, the accuracy for un-
known words decreases substantially in all
the three taggers. This is because the un-
known word ratio drops dramatically and
only “hard” unknown words remain — mostly
proper nouns and foreign words.

e The accuracy for known words decreases in
the three taggers by 0.15-0.22 percentage
points. This is a lower decrease than when
using only lemmata entries from BIN (see Ta-
ble 2) and can be explained by the fact that in
this case the added entries from BIN should
not contain tag profile gaps. Why do we then
see a slight decrease in accuracy for known
words? Recall that BIN does not contain any
frequency information and therefore, for the
added dictionary entries, we had to: i) as-
sume a uniform distribution of tags in the the
tag profile for TriTagger, and ii) assume no
specific order for the tags in the tag profile
for IceTagger (see the discussion on the or-
der of the tags in Section 3). This is the most
probable reason for the slight reduction in the
tagging accuracy of known words.

e The accuracy for all words increases signifi-
cantly in all the three taggers, about 0.4-0.8
percentage points. This result confirms our
logical assumption that the tagging accuracy
can be increased by extending the dictionar-
ies of taggers — even in the absence of reliable
frequency information.

Let us now consider the second case, when us-
ing file F; for extending the dictionaries. F5 con-
tains most of the entries from the database and the ~ Recall from Section 3 that the tag profile in the
resulting Dy contains about 2.6 million entries.  dictionary used by IceTagger is assumed to be

4.2 Adding frequency information
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sorted. When a word cannot be fully disam-
biguated, this enables IceTagger to select the most
frequent tag (the first tag) in the tag profile for
the word. On the other hand, when frequency in-
formation is missing, as is the case for the BIN
data, the first tag of the remaining tags in the tag
profile may or may not be the most frequent tag.
Thus, when IceTagger applies the defult heuris-
tic to choose the first tag that may be an arbitrary
choice.

For a HMM tagger, the lack of reliable fre-
quency information in a tag profile for a word can
also cause problems. This follows directly from
Equation 1, i.e. the term P(w;|t;) stands for lexi-
cal probabilities which are computed using maxi-
mum likelihood estimation from a dictionary con-
taining frequency information for each tag in the
tag profiles for words.

In order to get reliable frequency informa-
tion for the BIN data, we use a tagged corpus
named MIM (“Morkud islensk malheild”; http:
//mim.hi.is) which is being developed at the
Arni Magnisson Institute for Icelandic Studies.
The final size of the MIM corpus will be 25 mil-
lion tokens, but the version that we use contains
about 17 million tokens.

Recall from Section 4.1 that Dg;y denotes a
dictionary derived from BIN. From the MIM cor-
pus, we derive a frequency dictionary Dpsrpr. We
then create a new dictionary Dygw (based on
Dprn) in which frequency information for some
of its tag profiles comes from D ;7. Specifically,
we use the following procedure:

1. Each word w in Dprn is looked up in
Dyrrae. If w is not found in Dysrpz, then w
and its tag profile is copied to Dy gy . Each
tag in the tag profile for w is given the fre-
quency 1 (i.e. a uniform distribution is as-
sumed). If w is found in Dy;rps, proceed to
step 2.

Order the tags in the tag profile for w in
Dprn, according to the frequencies of the
tags in the tag profile for w in Dpsrpr. If a
tag ¢ for a word w is found in Dy, but not
in Dpry, then t does not become a part of
the tag profile for w in Dy gyy. The reason is
that the dictionary Djpsras is derived from a
tagged corpus which has not been manually
inspected and thus contains tagging errors.
In other words, the tag profile from Dpry
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Tagger Unknown Known All

TriTagger 65.84 9222 9193
IceTagger 63.47 93.11 92.78
HMM-+Ice+HMM 60.50 93.85 93.48

Table 4: Average tagging accuracy (%) using dic-
tionaries extended with most of the data from BIN
and with arranged tag profiles for some of the
words. Average ratio of unknown words in test-
ing is 1.1%.

is considered more reliable than the one in
Dy

. Combine the new dictionary D gy with the
dictionary D used by a tagger C as explained
in step 2 in Section 4.1.

To illustrate, consider the following three tag
profiles for the word “skogultennur” ‘buckteeth’:
skdgultennur nvfn nvfo

skdgultennur nvfo nken nvfn
skdgultennur nvfo nvfn

The first tag profile appears in Dpry. The
tags “nvfn” and “nvfo” appear in alphabetic order.
The second tag profile appears in Dy;ras (shown
here without the frequency numbers for each tag).
The tag profile is sorted in ascending order of fre-
quency of the tags. Note that the second tag profile
contains the tag “nken” (resulting from a tagging
error in MIM) which does not appear in the first
tag profile. When generating the resulting tag pro-
file for Dy gw — the third line in the illustration
above — the tag “nken” does thus not appear.

We used the procedure described above to gen-
erate extended dictionaries with frequency infor-
mation for TriTagger and sorted tag profiles for
IceTagger. Of the 2.6 million tag profiles in
Dpgrn, 250,000 were found in Dj;7ps (i.e. about
10%). This procedure thus “arranged” 250,000 of
the tag profiles in Dpry.

Table 4 shows the result of using the three tag-
gers with extended dictionaries and with arranged
tag profiles for some of the words. The accuracy
of TriTagger improves from 91.66%, when using
BIN data without frequency information (see Ta-
ble 3) to 91.93% (3.25% error reduction). The
accuracy of IceTagger improves from 92.53% to
92.78% (3.5% error reduction), and the accuracy
of HMM+Ice+HMM improves from 93.32% to
93.48% (2.4% error reduction). The error reduc-
tion between our HMM+Ice+HMM tagger, with



an extended dictionary and arranged tag profiles,
and the base version of HMM+Ice+HMM (see Ta-
ble 1), is 10.3%.

5 Future work

In Section 4.2, we showed that the accuracies of
the three taggers can be improved significantly by
arranging the tag profiles of the taggers using fre-
quency information from the MIM corpus. We
used about 17 million tokens from the corpus, but
once it has been extended to its final size of 25
million tokens, we would like to repeat this part of
the experiment, thus using more data, to see if the
accuracy increases further.

Note that we have only been able to arrange part
of the tag profiles (about 10%) in the extended
dictionaries by using frequency information from
MIM. In future work, we would also like to ex-
periment with arranging the remainder of the tag
profiles according to unigram tag frequencies (for
example, derived from the IFD corpus), i.e. tag
frequenies that are not associated with individual
words. We would then be seeking an answer to the
question whether assigning unigram tag frequen-
cies to the tag profiles of words, for which we do
not have reliable frequency information, results in
higher tagging accuracy compared to assigning a
uniform distribution to the tag profiles (i.e. giving
each tag the frequency 1 as we have done).

6 Conclusion

We have experimented with adding data from a
large morphological database to the dictionaries
used by three open-source PoS taggers for Ice-
landic. Our results show that the tagging accuracy
improves significantly when extending the dictio-
naries, and even further improvement in accuracy
can be obtained by adding frequency information
to some of the dictionary entries (tag profiles).

Our best performing tagger, a serial combina-
tion of a linguistic rule-based tagger and a statisti-
cal tagger, obtains a state-of-the-art tagging accu-
racy of 93.48% when using extended dictionaries
and added frequency information. This is equiva-
lent to 10.3% error reduction compared to the best
base tagger.
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Abstract

The standard ParsEval metrics alone are
often not sufficient for evaluating parsers
integrated in natural language understand-
ing systems. We propose to augment in-
trinsic parser evaluations by extrinsic mea-
sures in the context of human-robot inter-
action using a corpus from a human co-
operative search task. We compare a con-
stituent with a dependency parser on both
intrinsic and extrinsic measures and show
that the conversion to semantics is feasible
for different syntactic paradigms.

1 Introduction

Human-robot interactions (HRI) in natural lan-
guage (Scheutz et al., 2007) pose many chal-
lenges for natural language understanding (NLU)
systems, for humans expect robots to (1) gener-
ate quick responses to their request, which re-
quires all processing to be done in real-time, (2) to
rapidly integrate perceptions (e.g., to resolve refer-
ents (Brick and Scheutz, 2007)), and (3) to provide
backchannel feedback indicating whether they un-
derstood an instruction, often before the end of an
utterance. As a result, NLU systems on robots
must operate incrementally to allow for the con-
struction of meaning that can lead to robot action
before an utterance is completed (e.g., a head-turn
of the robot to check for an object referred to by
the speaker). Hence, the question arises how one
can best evaluate NLU components such as parsers
for robotic NLU in the context of HRI.

In this paper, we argue that intrinsic parser eval-
uations, which evaluate parsers in isolation, are
insufficient for determining their performance in
HRI contexts where the ultimate goal of the NLU
system is to generate the correct actions for the
robot in a timely manner. For high performance of
a parser with respect to intrisic measures does not
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imply that the parser will also work well with the
other NLU components. A correct but overly com-
plex parse passed to the semantic analysis unit, for
example, may not result in the correct meaning
interpretation and will thus fail to generate cor-
rect actions. Similarly, fragmented input from the
speech recognizer may not lead to any parsable se-
quence of words, again likely resulting in incorrect
robot behavior. Hence, we need an extrinsic eval-
uation to determine the utility and performance of
a parser in the context of other NLU components
at the level of semantics and action execution.

To this end, we introduce an evaluation archi-
tecture that can be used for extrinsic evaluations
of NLU components and demonstrate its utility
for parser evaluation using state-of-the-art parsers
for each of the two main parsing paradigms: the
Berkeley constituent parser (Petrov and Klein,
2007) and MaltParser (Nivre et al., 2007b), a de-
pendency parser. The evaluation compares in-
trinsic and extrinsic measures on the CReST cor-
pus (Eberhard et al., 2010), which is representa-
tive of a broad class of collaborative instruction-
based tasks envisioned for future robots (e.g., in
search and rescue missions). To our knowledge,
no previous extrinsic parser evaluation used con-
versions to semantic/action representations, which
can be performed for different parser types and are
thus ideally suited for comparing parsing frame-
works. Moreover, no previous work has presented
a combined intrinsic-extrinsic evaluation where
the extrinsic evaluation uses full-fledged seman-
tic/action representations in an HRI context.

2 Previous Work

Evaluating different types of parsers is challeng-
ing for many reasons. For one, intrinsic evalu-
ation measures are often specific to the type of
parser. The ParsEval measures (precision and re-
call) are the standard for constituent parsers, at-
tachment scores for dependency parsing. Yet,
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none of these measures is ideal: the ParsEval mea-
sures have been widely criticized because they fa-
vor flat annotation schemes and harshly punish at-
tachment errors (Carroll et al., 1998). Addition-
ally, there is no evaluation scheme that can com-
pare the performance of constituent and depen-
dency parsers, or parsers using different underly-
ing grammars. Converting constituents into de-
pendencies (Boyd and Meurers, 2008), evens out
differences between underlying grammars. How-
ever, it is well known that the conversion into a
different format is not straightforward. Clark and
Curran (2007), who convert the CCGBank to Dep-
Bank, report an F-score of 68.7 for the conversion
on gold data. Conversions into dependencies have
been evaluated on the treebank side (Rehbein and
van Genabith, 2007), but not on the parser side;
yet, the latter is critical since parser errors result in
unpredicted structures and thus conversion errors.

Intrinsic parsing quality has been shown to be
insufficient for comparing parsers, and adding ex-
trinsic measures to the evaluation can lead to in-
conclusive results, in comparing two dependency
parsers (Molld and Hutchinson, 2003), three con-
stituent parsers (Preiss, 2002), and for a deep and
a partial parser (Grover et al., 2005).

We propose to use intrinsic and extrinsic mea-
sures together to assess tradeoffs for parsers em-
bedded in NLU systems (e.g., low-intrinsic/high-
extrinsic quality is indicative of parsers that
work well in challenging systems, while high-
intrinsic/low-extrinsic quality is typical of high-
performance parsers that are difficult to interface).

3 An Evaluation Framework for HRI

For evaluation, we propose the robotic DIARC ar-
chitecture (Scheutz et al., 2007) which has been
used successfully in many robotic applications. In
addition to components for visual perception and
action execution, DIARC consists of five NLU
components. The first two components, a speech
recognizer, and a disfluency filter which filters out
common vocal distractors (“uh”, “um”, etc.) and
common fillers (“well”, “so”, etc.) will not be
used here. The third component optionally per-
forms trigram-based part of speech (POS) tagging.
The fourth component, the parser to be evaluated,
which produces the constituent tree or dependency
graph used by the fifth component, the A converter,
to produce formal semantic representations. If the
semantic representation indicates that a command
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needs to be executed, the command is passed on to
an action interpreter (which then retrieves an exist-
ing action script indexed by the command or, if no
such script is found, forwards the request to a task
planner, which will plan a sequence of actions to
achieve it (Schermerhorn et al., 2009)).

The semantic conversion process makes use
of combinatorial categorial grammar (CCG) tags
associated with lexical items, which are essen-
tially part-of-speech tags enriched with informa-
tion about the word’s arguments. Given a word
and the appropriate CCG tag, the correspond-
ing semantic representations are retrieved from a
semantic lexicon. These representations are -
expressions expressed in a fragment of first-order
dynamic logic sufficiently rich to capture the lan-
guage of (action) instructions from the corpus (c.f.
e.g., (Goldblatt, 1992)). Expressions are repeat-
edly combined using (-reduction until all words
are converted and (preferably) only one A-free for-
mula is left (Dzifcak et al., 2009).

For example, the sentence “do you see
a blue box?” is translated as check-and-
answer(Jz.see(self,z) A box(z) Ablue(z)).
and-answer is an action that takes a formula as an
argument, checks its truth (if possible), and causes
the robot to reply with “yes” or “no” depending on
the outcome of the check operation' .

The conversion from dependency graphs to se-
mantic representations is straightforward: When
a dependent is attached to a head, the dependent
is added to the CCG tag, resulting in a conve-
nient format for semantic conversion. Then each
node is looked up in the dictionary, and the defi-
nition is used to convert the node. For the exam-
ple above, the parse graph indicates that “a” and
“blue” are syntactic arguments of “box”, “you”
and “a blue box” are arguments of “see”, and
the clause “you see a blue box” is an argument
of “do”. Based on the lexical definitions, the
phrase “a blue box” is combined into the expres-
sion (3z.boz(z) A blue(x)). As argument of the
verb “see”, it is then combined into the expression
(Fz.see(self,x) A box(x) A blue(x)), and ultimately
check&answer(Jz.see(self,z) A box(z) A blue(x)).

The conversion for constituent trees is less
straightforward since it is more difficult to au-
tomatically identify the head of a phrase, and
to connect the arguments in the same way. We
use a slightly different method: each node in the

check-

'self is a deictic referent always denoting the robot.



tree is looked up in the dictionary for a suitable
word/CCG tag combination given the words dom-
inated by the node’s daughters. The A conver-
sions are then performed for each sentence after
the parser finishes producing a parse tree.

4 Experimental Setup

For parser evaluations, we use an HRI scenario
where processing speed is critical (often more
important even than accuracy) as humans expect
timely responses of the robot. Moreover, a parser’s
ability to produce fragments of a sentence (instead
of failing completely) is highly desirable since the
robot can ask clarification questions (if it knows
where the parse failed) as opposed to offline pro-
cessing tasks as humans are typically willing to
help. This is different from a corpus, where no
clarification question can be asked. Correctness
here is determined by correct semantic interpreta-
tions that can be generated in the semantic analysis
based on the (partial) parses. While these aspects
are often of secondary importance in many NLU
systems, they are essential to a robotic NLU archi-
tecture. Since we experiment with a new corpus
that has not been used in parsing research yet, we
also present an intrinsic evaluation to give a ref-
erence point to put the parsers’ performance into
perspective with regard to previous work.

More specifically, we investigate two points: (1)
Given that spoken commands to robots are consid-
erably shorter and less complex than newspaper
sentences, is it possible to use existing resources,
i.e., the Penn Treebank (Marcus et al., 1993), for
training the parsers without a major decrease in
accuracy? And (2), are constituent or dependency
parsers better suited for the NLU architecture de-
scribed above, in terms of accuracy and speed?

To answer these questions, we carried out two
experiments: (1) The intrinsic evaluation. This is
split into two parts: one that compares constituent
and dependency parsers on our test data when both
parsers were trained on the Penn Treebank; and
one that compares the parsers trained on a small
in-domain set. (2) The extrinsic evaluation, which
compares the two parsers in the NLU architecture,
is also based on in-domain training data.

Intrinsic and extrinsic measures: For the first
experiment we use standard intrinsic parsing mea-
sures: for the constituent parser, we report labeled
precision (LP), labeled recall (LR), and labeled F-
score (LF); for the dependency parser the labeled
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attachment score (LAS). The second experiment
uses the accuracy of the logical forms and the cor-
rect action interpretation and execution as a mea-
sure of quality. For this experiment, we also report
the processing time, i.e., how much time the com-
plete system requires for processing the test set
from the text input to the output of logical forms.

Data sets: For the intrinsic evaluation, we used
the Penn Treebank. For the constituent exper-
iments, we used the treebank with grammatical
functions since the semantic construction requires
this information. The only exception is the ex-
periment using the Berkeley parser with the Penn
Treebank: Because of memory restrictions, we
could not use grammatical functions. For the de-
pendency parser, we used a dependency version of
the Penn Treebank created by pennconverter (Jo-
hansson and Nugues, 2007).

For the in-domain experiments (intrinsic and
extrinsic), we used CReST (Eberhard et al., 2010),
a corpus of natural language dialogues obtained
from recordings of humans performing a coopera-
tive, remote search task. The multi-modal corpus
contains the speech signals and transcriptions of
the dialogues, which are additionally annotated for
dialogue structure, disfluencies, POS, and syntax.
The syntactic annotation covers both constituent
annotation based on the Penn Treebank annota-
tion scheme and dependencies based on the de-
pendency version of the Penn Treebank. The cor-
pus consists of 7 dialogues, with 1,977 sentences
overall. The sentences are fairly short; average
sentence length is 6.7 words. We extracted all
commands (such as “walk into the next room™),
which our robot can handle, and used those 122
sentences as our test set. We performed a 7-fold
cross validation, in which one fold consists of all
test sentences (i.e. commands) from one of the 7
dialogues. All the other folds combined with the
declarative sentences from all dialogues served as
training data. The number of commands per dia-
logue varies so the evaluation was performed on
the set of all test sentences rather than averaged
over the 7 folds.

Parsers: We use both state-of-the-art con-
stituent and dependency parsers: As constituent
parser, we chose the Berkeley parser (Petrov and
Klein, 2007), a parser that learns a refined PCFG
grammar based on latent variables. We used gram-
mars based on 6 split-merge cycles.



Berkeley parser MaltParser
training data | POSacc. LP LR LF | POSacc. LAS
Penn 869 472 448 46.0 88.1 40.6
CReST 67.8 567 489 525 92.8 705

Table 1: The results of the intrinsic evaluation.

For the dependency parser, we used MaltParser
(Nivre et al., 2007b), a pseudo-projective depen-
dency parser, which has reached state-of-the-art
results for all languages in the CONLL 2007
shared task (Nivre et al., 2007a). We decided to
use version 1.1 of MaltParser, which allows the
use of memory-based learning (MBL) in the im-
plementation of TIMBL?. MBL has been shown to
work well with small training sets (cf., (Banko and
Brill, 2001)). MaltParser was used with the Nivre
algorithm and the feature set that proved optimal
for English (Nivre et al., 2007b). TiMBL parame-
ters were optimized for each experiment in a non-
exhaustive search. When trained on the Penn Tree-
bank, the parser performed best using MVDM, 5
nearest neighbors, no feature weighting, and In-
verse Distance class weighting. For the experi-
ments on the dialogue corpus, the default settings
proved optimal. Since MaltParser requires POS-
tagged input, we used the Markov model tagger
TnT (Brants, 1999) to tag the test sentences for
dependency parsing; the Berkeley parser performs
POS tagging in the parsing process.

For the experiment based on the complete NLU
architecture, we used an incremental reimple-
mentation of the Nivre algorithm called Mink
(Cantrell, 2009) as dependency parser. Mink uses
the WEKA implementation of the C4.5 decision
tree classifier (Hall et al., 2009) as guide. The
confidence threshold for pruning is 0.25, and the
minimum number of instances per leaf is 2.

5 Results

The results of the intrinsic parser evaluation are
shown in Table 1. The POS tagging results for
TnT (for MaltParser) are unexpected: the small in-
domain training set resulted in an increase of accu-
racy of 4.7 percent points. The result for the POS
tagging accuracy of the Berkeley parser trained on
CReST is artificially low because the parser did
not parse 9 sentences, which resulted in missing
POS tags for those sentences. All of the POS tag-
ging results are lower than the TnT accuracy of

http://ilk.uvt.nl/timbl/
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96.7%, reported for the Penn Treebank (Brants,
1999). This is due to either out-of-domain data or
the small training set for the training with CReST.

When the parsers were trained on the Penn
Treebank, the very low results for both parsers
(46.0 F-score, 40.6 LAS) show clearly that pre-
existing resources cannot be used for training. The
low results are due to the fact that the test set con-
sists almost exclusively of commands, a sentence
type that, to our knowledge, does not occur in the
Penn Treebank. A comparison between ParsEval
measures and LAS is difficult. We refrained from
converting the constituent parse to dependencies
for evaluation because it is unclear how reliable
the conversion for parser output is.

The results for the Berkeley parser trained on
the dialogue data from CReST are better than the
results trained on the Penn Treebank. However,
even with training on in-domain data, the F-score
of 52.5 is still considerably lower than state-of-
the-art results for in-domain parsing of the Penn
Treebank. This is partly due to our inclusion of
grammatical functions in the parsing process as
well as in the evaluation. Thus, the parsing task
is more difficult than in other experiments. An-
other possible reason for the low performance is
the size of the training set. We must assume that
the Berkeley parser requires a larger training set to
reach good results. This is corroborated by the fact
that this parser did not find any parse for 9 sen-
tences. The dependency parser performs equally
badly when trained on the Penn Treebank (40.6
LAS). However, when it is trained on in-domain
data, it reaches an LAS of 70.5, which corrob-
orates the assumption that TIMBL performs well
with small data sets.

An error analysis of the parser output based on
the CReST training shows that one frequent type
of error results from differing lexical preferences
between the Penn Treebank and the CReST do-
main. The word “left”, for example, is predomi-
nantly used as a verb in the Penn Treebank, but as
an adverb or noun in the dialogue corpus, which
results in frequent POS tagging errors and subse-



( (S (VP (VB hold) (PRT (RP on)) (S (VP (VB let) (S (NP (PRP me)) (VP (VB pick) (PRT (RP
up)) (NP (DT those) (JJ green) (NNS boxes)))))))) )

Figure 1: Constituent parse for “hold on let me pick up those green boxes”.

quent parsing errors.

For the extrinsic evaluation in the context of
the NLU system, we report exact match accu-
racy for the logical forms. Since the semantic
conversion fails on unexpected parser output, the
quantitative semantic evaluation is based only on
syntactically-correct sentences, although partially-
correct parses are instructive examples, and thus
are included in the discussion. More parses were
almost correct than perfectly so: 27% were per-
fectly correct for the constituent parser, and 30%
for the dependency parser.

Of these, 90% of dependency graphs were cor-
rectly semantically combined. while just 64% of
constituent trees were correctly combined. Mink
was also faster: Averaged over a range of sentence
lengths and complexities, the NLU system using
Mink was roughly twice as fast as the one with
the Berkeley parser. Averaged over 5 runs of 100
sentences each, Mink required approx. 180 ms per
sentence, the Berkeley parser approx. 270 ms.

The most egregious problem area involves a
typical phenomenon of spontaneous speech that an
utterance does not necessarily correspond to a sen-
tence in the syntactic sense: Many utterances con-
tain multiple, independent phrases or clauses, e.g.,
“hold on let me pick up those green boxes”, as a
single utterance. The ideal translation for this ut-
terance is: wait(listener); get(speaker,{z|green(z)A
is the sequencing operator.

[T3%2)

box(x)}) where “;

The constituent parse for the utterance is shown
in Figure 1. This parse is partially correct, but the
two commands are not treated as a conjunction of
clauses; instead, the second command is treated as
subordinate to the first one, This analysis results
in the argument structure shown in Table 2, where
each phrase takes its phrasal constituents as argu-
ments. The semantic definitions and CCG tags are
shown in Table 3. Some definitions do not have
the same number of arguments as the CCG tags,
in particular the verb “pick” with its raised sub-
ject, which will be applied by the semantics of the
verb “let”. The correspondence between the con-
stituent parse and semantics output is shown in Ta-
ble 4. The dependency parse is shown in Figure 2.
The two commands are correctly analyzed as in-
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Phr.:Head | Arguments

VP:hold (PRT=o0n,S)

VP:let S

S (NP=me,VP)

VP:pick (PRT=up,NP)

NP (DT=those,JJ=green, NNS=boxes)

Table 2: The argument structure based on the con-
stituent parse.

Token | Arg. Str. | Semantics

hold | S/RP Az.wait(zx)

on RP on

let S/NP/S | Az AX. X (z)

me NP speaker

pick S/RP/NP | A\x. Ay.\z.pick(x,y, z)
up RP up

those | NP/NP | AX {z|X(z)}

green | NP/NP | AX Az.green(z) A X (z)
boxes | NP box

Table 3: Semantics for the example sentence.

Head | Dependents
HOLD | on

LET me, pick
PICK up, boxes
BOXES | those, green

Table 5: Syntactic head/dependent relationships.

dependent clauses.

The parse results in the syntactic head and de-
pendent relationships and the semantic head and
dependent relationships for the words in the utter-
ance, constructed from the definitions in Table 5.
In the semantic analysis, “pick™ is similar to the
syntactic analysis in that it takes a noun phrase
and a particle as its arguments. This results in
the following combination: Az.\y.\z.pick(up, z,y)
(up) (those green boxes)>.  The first application
applies “up” to =z, resulting in the analysis:
Ay.Az.pick(up, z,y) (those green boxes) Which in turn
is converted into: Az.pick(up, z, those_green_boxes).

3Here, “those green boxes” is a human-convenient short-
hand for its full semantic definition.



Constituency Semantic

1 | N P;:boxes (DT=those,JJ=green)
2 | V Py:pick (PRT=up,N P)

3 | S1(N Py=speaker,V P)

4 | VPylet (57)

51 52V P)

6 | V Ps:hold (PRT=0n,S55)

7| Sa(VP3)

{z|green(z) A boxes(x)}

Az.pick(up, z, {x|green(z) A box(x)})

pick(up, speaker,{z|green(z) A box(x)})

pick(up, speaker, {x|green(x) A box(x)})

pick(up, speaker,{z|green(z) A box(x)})

wait(pick(up, speaker, {x|green(x) A box(x)})) < error

Table 4: Correspondence between the constituent parse and the semantics output.

obj

oprd nmod

prt obj prt nmod

LT L]

hold on let me pick up those green boxes

Figure 2: The dependency analysis.

Here we find a systematic difference between
the syntactic analysis and the intended semantic
one: While syntactically, the adjective “green” is
dependent on the head “boxes”, it is the opposite
in the semantic analysis. The definition of “boxes”
indicates that it is a predicate that takes as an argu-
ment an abstract entity “x”, representing the real-
world item that has the property of being a box.
This predicate, box(x), is itself then applied to the
predicate “green”, which has the definition X X.\
x.green(x)A X(x). The variable X represents the con-
cept that will be applied. This application pro-
duces X x.green(x)A box(x)). Thus a conversion rule
reverses dependencies within noun phrases.

6 Discussion

The results show that a considerable number of
sentences could be parsed but not converted cor-
rectly to logical form because of the way certain
information is represented in the parses. Addi-
tionally, a small difference in the parsers’ behav-
ior, namely MaltParser’s ability to provide partial
parses, resulted in a large difference in the usabil-
ity of the parsers’ output — partial parses are not
only better than parse failures, but may even be the
expected outcome in an HRI settings, since they
can be successfully translated to logical form.
While the same parser performed better under
both intrinsic and extrinsic evaluation, this may
not necessarily always be the case (see section 2).
It is possible that one parser provides imperfect
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parses when evaluated intrinsically but the infor-
mation is presented in a form that can be used by
higher applications. This occurred in our experi-
ment in the case of the dependency parser, whose
partial parses could be converted in completely
correct semantic representations. l.e., while the
parse may not be completely correct with regard to
the gold standard, it may still provide enough in-
formation to use for the higher component so that
no information loss ensues.

One advantage of our extrinsic evaluation is
that the conversion to semantics can be performed
for a wide range of different syntactic annota-
tions. While previous evaluations stayed within
one parsing framework (e.g., dependency pars-
ing), our evaluation included a constituent and
a dependency parser (this evaluation can be ex-
tended to “deeper” parsers such as HPSG parsers).
Additionally, the conversion to semantics involves
a wide range of syntactic phenomena, thus provid-
ing a high granularity compared to extrinsic evalu-
ations in information retrieval, where only specific
sentence parts (e.g., noun phrases) are targeted.

7 Conclusions

We introduced a novel, semantics-based method
for comparing the performance of different parsers
in an HRI setting and evaluated our method on a
test corpus collected in a human coordination task.

The experiments emphasize the importance of
performing an extrinsic evaluation of parsers in
typical application domains. While extrinsic eval-
uations may depend on the application domain, it
is important to show that parsers cannot be used
off-the-shelf based on intrinsic evaluations. To
estimate the variance of parsers, it is important
to establish a scenario of different applications in
which parsers can be tested. An NLU component
in an HRI setting is an obvious candidate since the
conversion to semantics is possible for any syntac-



tic paradigm, and the HRI setting requires evalu-
ation metrics, such as the time behavior or the in-
crementality of the parser, which are typically not
considered.
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Abstract

This paper discusses two Hidden Markov
Models (HMM) for linking linguistically
motivated XTAG grammar and the auto-
matically extracted LTAG used by MICA
parser. The former grammar is a detailed
LTAG enriched with feature structures.
And the latter one is a huge size LTAG that
due to its statistical nature is well suited
to be used in statistical approaches. Lack
of an efficient parser and sparseness in the
supertags set are the main obstacles in us-
ing XTAG and MICA grammars respec-
tively. The models were trained by the
standard HMM training algorithm, Baum-
Welch. To converge the training algo-
rithm to a better local optimum, the ini-
tial state of the models also were estimated
using two semi-supervised EM-based al-
gorithms. The resulting accuracy of the
model (about 91%) shows that the models
can provide a satisfactory way for linking
these grammars to share their capabilities
together.

1 Introduction

Tree Adjoining-Grammar (TAG) is a tree generat-
ing system that forms the object language by the
set of derived trees (Joshi and Schabez, 1991).
This formalism as a Mildly Context Sensitive
Grammar is supposed to be powerful enough to
model the natural languages (Joshi, 1985).

In the lexicalized case (LTAG), each lexical
item of the object language is associated with
at least one elementary structure of the grammar
called elementary tree. Each elementary tree in
LTAGs can be considered as a complex descrip-
tion of its anchor that provides a domain of lo-
cality over which the anchor can specify syntac-
tic and semantic constraints(Bangalore and Joshi,
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1999). Extended domain of locality and factoring
of recursion from the domain of dependency are
the main key properties of using these grammars
(Bangalore and Joshi, 1999).

There are two ways for creating the set of ele-
mentary trees (Faili and Basirat, 2010). The first
method is the manual crafting of the elementary
trees as it was done in the XTAG project (XTAG-
Group, 2001). And the alternate one is the au-
tomatically extraction of them from some anno-
tated treebanks as it was done in (Xia, 2001; Chen,
2001). The result of the former method is a de-
tailed LTAG that is enriched with semantic rep-
resentation but suffers from the lack of statisti-
cal information. The output of the latter one on
the other hand, is a huge size LTAG that suffers
from the sparseness problem in the elementary
trees set but contains enough statistical informa-
tion that make it suitable to be used in statistical
approaches. The relatively huge size of the auto-
matically extracted elementary trees set is an ob-
stacle in annotating these structures with semantic
representation (Chen, 2001).

One of the negative aspects of using LTAGs
is their high computational complexity of pars-
ing algorithm, (0(n%)) (Kallmeyer, 2010). Re-
garding the work presented in (Sarkar, 2007), the
factors that affect the parsing complexity of such
lexicalized grammars are the number of trees se-
lected by the words in the input sentence and the
clausal complexity of the sentence to be parsed.
The first factor, named Syntactic Lexical Ambigu-
ity, directly addresses Supertagging, proposed by
Bangalore and Joshi (1999).

Supertagging is a robust partial parsing ap-
proach that can be applied for increasing up the
speed of LTAG parsing algorithm (Bangalore and
Joshi, 1999). In supertagging the flexibility of
linguistically motivated lexical descriptions are
integrated with the robustness of statistical ap-
proaches. The idea is based on extending the no-
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tion of ‘tag’ from the standard Part Of Speech to
a tag that represents a rich and complex syntac-
tic structure, called Supertag. In the lexicalized
grammars like LTAGs each elementary structure
of the grammar can be considered as a supertag.
Supertagging itself is the task of assigning the su-
pertags to each word of the processing sentence.
After supertagging the only thing that the LTAG
parser should do is to attach these selected su-
pertags for creating a forest of derived/derivation
trees.

Supertagging as a search problem can be mod-
eled by two major methods, generative model and
classification approach (Bangalore et al., 2005).
In the former method the problem is modeled by
a Hidden Markov Model and in the latter one it
is modeled by the discriminant approaches like
SVM and Maximum Entropy Estimation. Apply-
ing each of these methods in supertagging is sub-
ject to the availability of enough statistical infor-
mation about the problem. Hence, due to their
statistical nature, the automatically extracted LT-
AGs are more suitable to be used by supertag-
ging algorithm than the manually crafted LTAGs.
This characteristic of automatically extracted LT-
AGs caused the emergence of some powerful sta-
tistical parsers like MICA (Bangalore et al., 2009)
that works based on the supertagging approach.

The lack of an efficient LTAG parser for man-
ually crafted LTAGs beside the weakness of the
automatically extracted LTAGs in representing se-
mantic representation, encouraged us to rectify
these deficiencies by making an interface between
these grammars. The interface was established be-
tween individual elementary trees of each gram-
mars such that any elementary tree of the source
LTAG could be mapped onto an elementary tree of
the target LTAG. The idea is similar to the Hidden
TAG Model (Chiang and Rambow, 2006) that links
many spoken dialects of a language to benefit from
sharing rich resources. Here by relating two differ-
ent perspectives of a natural language presented in
the form of two LTAGs, we are going to share their
capabilities together.

The interface was modeled as a sequence tag-
ger that deals with the problem of how to map
each supertag sequence of the source LTAG onto
a supertag sequence of the target LTAG given the
local and non-local information of the source se-
quence. An unsupervised sequence tagger based
on Hidden Markov Model (HMM) was proposed
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that produces a target supertag sequence given a
source supertag sequence. The sequence tagger
was trained using the standard HMM training al-
gorithm called Baum-Welch. Due to this fact that
the algorithm convergence is tightly depending on
the HMM initial state, the initial state of the HMM
also was trained intellectually using an EM-Based
semi-supervised bootstrapping algorithm. The so-
lution was applied on the manually crafted English
XTAG grammar (XTAG-Group, 2001) as target
LTAG and the automatically extracted LTAG used
by MICA parser (Bangalore et al., 2009) as source
LTAG.

The significance of this work is as follow. First,
as a solution for enhancing the parsing efficiency
of the XTAG grammar, as it was done by Faili
(2009). Second, as a fully automated method for
bridging between grammars in order to share their
capabilities together.

2 Related Work

Bridging between grammars in order to share their
capabilities is considered by some researchers.
Improving the parsing quality in the resource-poor
languages (Chiang and Rambow, 2006), enriching
automatically extracted LTAGs with semantic rep-
resentation (Chen, 2001; Faili and Basirat, 2010;
Faili and Basirat, 2011), increasing the syntac-
tic coverage of lexicalized resources (Dang et al.,
2000; Kipper et al., 2000), and finding the overlap
between two grammars (Xia and Palmer, 2000) are
considered as the most important reasons for per-
forming this task.

In general, the proposed methods for perform-
ing such a task could be classified into two ma-
jor categories. The first category consists of the
methods that try to link the grammars using the
structural similarities of the grammar’s elements
regardless of the syntactic environments that the
elements may be placed. The approaches pro-
posed in (Chen, 2001), (Xia and Palmer, 2000),
and (Ryant and Kipper, 2004) are classified in this
category.

The second one consists of the methods that
try to make the connection regarding the statis-
tical information of the syntactic environments
where the grammar’s elements appear on. Chi-
ang and Rambow (2006) by introducing a novel
concept, namely hidden TAG model, proposed a
model analogous to a HMM for linking a resource-
rich language to a resource-poor language. In



(Faili and Basirat, 2010; Faili and Basirat, 2011)
also a statistical approach based on HMM for link-
ing the automatically extracted LTAG from Penn
Treebank (Chen, 2001) and English XTAG gram-
mar (XTAG-Group, 2001) was proposed. Here
by introducing two statistical models, we have
closely followed the approach presented in (Faili
and Basirat, 2011).

3 HMM-based LTAG mapping

The task of mapping a MICA elementary tree se-
quence onto an appropriate XTAG elementary tree
sequence could be formulated as below:

Given a sequence of MICA elementary
trees T = (t1,...,t,) assigned to sen-
tence S = (Wi,...,w,) by MICA, tag
each element of T with an elementary
tree t; € XTAG Grammar such that the
likelihood of T’ = (t’l,...,t;l) given T
and S be maximized.

This problem directly addresses a Hidden Markov
Model (HMM) that relates a MICA elementary
tree sequence as an observation sequence to the
most probable XTAG elementary tree sequence
as a hidden state path. Given such a model, the
Viterbi algorithm can be used for finding the most
probable hidden state path that generates the ob-
servation sequence. The rest of this part deals with
the problem modeling using HMM.

3.1 Problem Modeling Using HMM

Regarding the existence gap between XTAG and
MICA grammars (Chen, 2001), two possible map-
ping models were proposed. The M-1 model sim-
ply ignores this gap. It assumes every syntac-
tic structure in the MICA grammar has at least
one corresponding element in the XTAG grammar.
In this case, each hidden state is exactly corre-
sponded to a XTAG elementary tree. The MICA
supertags also are considered as the observation
symbols. Given any XTAG elementary tree #; and
t;., the state transition matrix (A = [a; ;]) contains
the probability of seeing t;. after 7/ in a sequence of
XTAG elementary trees. For each MICA elemen-
tary tree ¢; and XTAG elementary tree 7] the obser-
vation probability matrix (B = [b; ;]) also contains
the probability P(z;]z}).

On the other hand, the alternate model, M-2,
tries to model the relation between the grammars
with respect to the existence gap between them. In
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this model it is assumed that there are some syn-
tactic structures in the MICA grammar that are not
supported by the XTAG grammar. The main dif-
ference between M-1 and M-2 is in their hidden
states. In addition to the hidden states used in M-
1, a new symbolic state, namely UNKNOWN, is
added to the M-2 hidden states set. This new state
is the representative of all syntactic structures that
are modeled by MICA grammar but not by XTAG
grammar.

3.2 Training

Both of the M-1 and M-2 models were trained
by the Baum-Welch algorithm. As the other
HMM training algorithm, Baum-Welch algorithm
also cannot find the global optimum of the search
space. This weakness is inherited from the HMM
in which does not provide any clear solution to
use any extra information of the problem. In this
case, the initial state of the training algorithm pro-
vides a way to use a part of environment’s knowl-
edge that can largely cover the mentioned weak-
ness (Rabiner, 1989).

To lead the training algorithm to a better solu-
tion two methods was peoposed for estimating the
initial state of the models. Next part, introduces
these algorithms.

3.3 Initialization

The initial state of the models has been trained
using two novel semi-supervised EM-based train-
ing algorithms. The algorithms work based on the
available set of MICA and XTAG elementary tree
sequences achieved from parsing a set of English
sentences namely Initialization Data Base (IDB).

In the M-1 model, IDB must be selected so
that all of its sentences can be modeled in both
of XTAG and MICA grammars. This constraint is
due to the M-1 assumption about the problem.

In M-2 the only constraint over the IDB sen-
tences is that the sentences must be modeled in the
MICA’s grammar. In this case, IDB can be parti-
tioned into two parts. The sentences that can be
modeled by XTAG grammar, Parsable Initializa-
tion dataset (PI), and the sentences that cannot be
modeled by the XTAG grammar, NotParsable Ini-
tialization dataset (NPI). The partitioning enables
the model to consider the existence gap between
the grammars.



3.3.1 Initializing M-1

Let C and C’ be two sets of elementary tree se-
quences achieved from parsing IDB using MICA
and XTAG parsers, respectively. Due to the sta-
tistical nature of MICA parser, for any sentence
S; € IDB, C contains a set of scored elementary
tree sequences. Nevertheless, C’ contains an am-
biguity set of elementary tree sequences without
any clear way to disambiguate it.

Given C and C’, the simplest and most intuitive
way for estimating the initial values of the HMM is
MLE. Nevertheless, performing this application is
subject to disambiguating the output of the XTAG
parser stored in C’. This problem addresses a func-
tion that assigns a real value to each member of C’
as shown in eq. 1.

w:C" >R (1

Given such a weighting function w, the proba-
bility of transition (S; — S ;) in hidden states can
be estimated by taking weighted count from all bi-
grams (S;,§ ;) in C’ and normalizing by the sum
of all bigrams (S;, S¢) that share the same first el-
ements. A similar method also can be used for
computing the probabilities presented in the ob-
servation matrix (B) and IT.

Given C” = w(C”) and C, we define function
A for generating the HMM A using the aforemen-
tioned MLE (eq. 2).

AC’xC—> A 2)

The main problem here is to find an appropri-
ate function ®w. Function w was estimated using
a semi-supervised EM-based method. The algo-
rithm takes the C and C’ as input and attempts to
estimate some values for function w such that the
objective function J presented in eq. 3 is being
maximized. Function 3 shows the likelihood of
observing C given the HMM A achieved by A.

I =P(Cla=A(C”,0)) 3)

In the EM formulation, the E-step was defined
as the computing the value of A using A. In M-
step the algorithm attempts to update the w regard-
ing the earlier model resulted from E-step. Eq. 4
shows how to estimate the value of w for a XTAG
elementary tree sequences 7’ € C’. In this equa-
tion, ¢ shows the set of XTAG elementary tree se-
quences in C’ that are generated from the sentence
S, the generator of 7’. T; € C also represents the
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ith MICA elementary tree sequence in &. The in-

dex n shows the total number of sequences in C

generated from S (| £ |).

i1 PTHP(T, T'1A)
1 €1

o(T’) = “4)
3.3.2 Initializing M-2

In this part also for the sake of simplicity,
Cup, Cxp and Cyyp are used as the supertagging
result of PI in MICA grammar, Pl in XTAG
grammar, and NPI in MICA grammar, respec-
tively. Unlike the M-1 that uses all of the MICA
elementary tree sequences resulted from parsing
a sentence in IDB, here only the most proba-
ble MICA elementary tree sequence was used.
So, related to each sentence in PI and NPI, we
have a single MICA elementary tree sequence in
Cup and Cyyp respectively.

In this model, in addition to computing , ap-
plying MLE is subject to generating the set of
elementary tree sequences for the sentences in
dataset NPI. We name this set of elementary tree
sequences Cxyp. Each sequence in Cxyp consists
of XTAG elementary trees and have to contain at
least one UNKNOWN symbol regarding this fact
that NPI contains the sentences that couldn’t be
modeled in XTAG grammars. Given the paired
sets (Cynp, Cxnp) and (Cyp, Cxp) and an appro-
priate weighting function w as shown in eq. 5, the
initial values of HMM can be estimated using the
mentioned MLE method.

o:CxynpUCxp > R

&)

The w was estimated using a semi-supervised
boot strapping EM-based algorithm. Like the ini-
tialization algorithm proposed in sec. 3.3.1, this
algorithm also has an iterative nature that tries
to estimate some values for w (hence for HMM
parameters) in a greedy manner. The objective
function in this phase is to maximize the likeli-
hood of observing MICA supertag sequences in
Cune U Cyp (eq. 6). In the heart of the algo-
rithm, the Cyyp is bootstrapped by applying a cus-
tomized version of Viterbi algorithm on the Cyyp
using the earlier value of HMM.

I =PCypUCynp| ) (6)

The algorithm consists of four main stages as
below:

1. Pre Initializing: Initializing the HMM parameters with
out considering UNKNOWN hidden state.



2. Bootstrapping: Bootstrapping Cyyp by annotating
Cynp with hidden states labels.

3. Updating: Estimating the new value of HMM using
Maximum Likelihood Estimation (MLE) on the paired
sequences (Cywp, Cxyp) and (Cyp, Cxp)

Termination: Until the termination criterion is not sat-
isfied go to step 2.

In the rest of this part we will express each phase
in detail.

Pre Initializing: In this step, it tries to esti-
mate the HMM parameters from the related se-
quences in (Cyp,Cxp) using the MLE. Apply-
ing the MLE over these sets gives some approx-
imations about the probabilities presented in the
HMM parameters except the probabilities related
to UNKNOWN hidden state. The weighting func-
tion used in this phase gives a uniform distribution
of probability to each member of C;p that are gen-
erated from same sentence.

The probabilities related to UNKNOWN hidden
states also could be estimated using some heuris-
tics over the existence gap between the grammars.
For instance, the amount of uncertainty involved
in the HMM parameters resulted by the MLE is a
criterion for estimating the probabilities related to
the UNKNOWN.

Bootstrapping: In this phase it tries to anno-
tate each MICA supertag sequence in Cyyp with
a set of hidden state paths given the earlier value
of HMM. To do this, a modified version of Viterbi
algorithm, namely Forced Viterbi, was used. The
algorithm looks for the hidden state paths that have
the highest consistency with the earlier HMM and
pass through UNKNOWN hidden state.

Before applying Forced Viterbi over Cyyp, we
need some assumptions about the source elemen-
tary trees that are more likely to be corresponded
to UNKNOWN. A simple solution for making
such assumption is feasible via taking a differen-
tial between Cyyp and Cyp, and looking for the
n-grams in the former that are not presented in
the latter. The result of this process is a set of n-
grams of MICA elementary trees, namely Gap-set,
that their related n-gram in the original sentence
couldn’t be modeled in the XTAG grammar. For
any n-gram in Gap-Set that is observed in a MICA
elementary tree sequence member of Cyyp, by
considering all conditions that the UNKNOWN
can be assigned to the elementary trees of the ob-
served n-gram, the Forced Viterbi algorithm will
generate 2" XTAG elementary tree sequences.
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Figure 1: The HMM Initialization algorithm used
in M-2

Updating: In this step, the HMM parame-
ters will be updated regarding the paired sets
(Cynp,Cxnp) and (Cyp,Cxp). Having these
paired sets and a scoring function w, the HMM pa-
rameters can be updated using the mentioned MLE
method.

For each XTAG elementary tree sequence 7’ €
Cxp U Cxnp and its related MICA elementary tree
sequence T; € CypUC ynp, the scoring function o
can be defined as shown in eq. 7. £ in this equation
refers to the set of XTAG elementary trees that are
generated from the same sentence and 7’ € &.

_P(T',T | Q)

T/
o)==

(7N
Fig. 1 gives an outline over the HMM initial-
ization algorithm. Observing same values for the
probability presented in eq. 6 or exceeding the
predefined maximum number of iterations are two
candidates to be used as termination criteria.

4 Numerical Results

4.1 Experiments Description

To evaluate the accuracy of the proposed mod-
els, the models have been initialized and trained
with three real world data sets including ATIS ,
IBM Manual and Wall Street Journal (WSJ) cor-
pora. Some parts of these datasets were randomly
selected and divided into three distinct sections
as initialization dataset (IDB), training dataset
(TRDB) and testing dataset (TSDB). Table 4.1



No. Sentences
IDBy_ | IDBy_, | TRDB | TSDB
ATIS 904 991 1280 18
IBM 3463 4473 9742 102
WSJ 11913 16871 21709 197
No. words
ATIS 7726 9734 16917 209
IBM 32840 46833 | 154668 | 1547
WSJ | 102355 | 155879 | 221337 | 2029

Table 1: Statistical information about initializa-
tion, training and testing datasets used in M-1 and
M-2

Normalzed value of LOG P(C|L)

Figure 2: The values of the objective function pre-
sented in eq. 8 while initializing the M-1

shows some statistics about the datasets used in
initialization, training and testing the models.

4.2 Initializing

The results of applying each of the initializing
methods M-1 and M-2 over the IDBs are presented
in figure 2 and 3 respectively. These figures show
the value of ® presented in eq. 8. ‘O’ in this equa-
tion refers to all MICA elementary tree sequences
used in the algorithms. The observed progress in
the likelihood of observing the MICA elementary
tree sequences is an evidence on the successful of
the algorithms.

_ Sieolog P(T; | D)
0]

®)

As these show, while the values resulted from
M-2 are strictly ascending in a logarithmic man-
ner, increasing in the values resulted from M-1 has
no specific, predictable manner. It is due to the ob-
jective function shown in eq. 3 in which doesn’t
consider the score values of each MICA elemen-
tary tree sequences in C. In fact, related to any sen-
tence in each IDB, C contains many scored MICA
elementary tree sequences used in initializing al-
gorithm but in the value of the objective function.
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Normalized value of LOG P(O[).)

Iter

Figure 3: The values of the objective function pre-
sented in eq. 8 while initializing the M-2

M-1 M-2 Base Line
ATIS | 59.83% | 80.00% | 78.30%
IBM | 79.55% | 88.30% | 88.70%
WSJ | 87.75% | 91.50% | 88.96%

Table 2: The result of the tagging accuracy on the
test sets

4.3 Models Evaluation

The models were evaluated in two ways, tagging
accuracy and parsed sequences. The first criterion
originally introduced in (Faili and Basirat, 2011),
enables us to evaluate the models as XTAG su-
pertaggers. The latter one also, provide a way
to evaluate them when combining with a LTAG
parser. In parsed sequences the main focus is on
the number of resulted XTAG sequences that their
constituents elementary trees can be attached to
each other regarding the standard operations de-
fined in TAG formalism, Substitution and Adjunc-
tion.

Due to the lack of a gold annotated corpus, the
tagging accuracy has been done manually. Table
4.3 shows the result of the tagging accuracy over
the mentioned test sets (TSDBs). The base line
here is the result of tagging accuracy reported in
(Faili and Basirat, 2011). As it can be seen, M-2
gives the best accuracy in comparison to the M-1
and the base line.

The result of the alternate criterion, parsed sen-
tences, is given in table 4.3. As it shows, here also
the M-2 gives a better response in compare to the
M-1. An important point that should be noted is
that, not all of the sentences in the test sets are
covered by the XTAG grammar. In fact, our ex-
periments showed that of all sentences in each of
the ATIS-TSDB, IBM-TSDB, and WSJ-TSDB, all
but 6%, 13% and 24% of them could be parsed by
XTAG parser respectively.



M-1 M-2
ATIS 5% 33%
IBM | 12.74% | 43.10%
WSJ | 50.25% | 57%

Table 3: Number of the parsed sentences

5 Conclusion

Two Hidden Markov Models (HMM) were pro-
posed to make a bridge between the linguistic view
of the English XTAG grammar and the statistical
nature of the LTAG used by MICA parser (Banga-
lore et al., 2009). The models were trained by the
standard HMM training algorithm, Baum-Welch.
The initial state of the models also were estimated
using two semi-supervised EM-based algorithms.
The models can be used to combine the statistical
approaches with the grammar engineering.
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Abstract

We describe an open source computational
grammar for Punjabi; a resource-poor
language. The grammar is developed in GF
(Grammatical framework), which isatool for
multilingual grammar formalism. First, we
explore different syntactic features of Punjabi
and then we implement them in accordance
with GF grammar requirements, to make
Punjabi the 17th language in the GF resource
grammar library.

1.

Grammatical Framework (Ranta, 2004) is a
specia-purpose programming language for
multilingual grammar applications. It can be
used to write multilingual resource or
application grammars (two types of grammars
in GF).

Multilingualism of the GF grammars is based
on the principle that same grammatical
categories (e.g. noun phrases and verb phrases)
and syntax rules (e.g. predication) can appear in
different languages (Ranta, 2009a). A callection
of al such categories and rules, which are
independent of any language, makes the abstract
syntax of GF grammars (every GF grammar has
two levels. abstract and concrete). More
precisdy, the abstract syntax defines semantic
conditions to form abstract syntax trees. For
example the rule that a common noun can be
modified by an adjective is independent of any
language and hence is defined in the abstract
syntax, e.q.:

Introduction

Very big blue house

fun' AdJCN : AP —» CN - CN ;
However, the way this rule is implemented

may vary from one language to another; as each

language may have different word order and/or

'In GF code, cat and fun belong to abstract syntax. On
thecontrary, lincat and 1in belong to concrete syntax.

humayoun@gmail .com
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agreement rules. For this purpose, we have the
concrete syntax, which is a set of linguistic
objects (strings, inflection tables, records)
providing rendering and parsing. We may have
multiple paralle concrete syntaxes for one
abstract syntax, which makes the GF grammars
multilingual. Also, as each concrete syntax is
independent from others, it becomes possible to
mode the rules accordingly (i.e. word order,
word forms and agreement festures are chosen
according to language requirements).

Current state-of-the-art machine tranglation
systems such as Systran, Google Trandate, etc.
provide huge coverage but sacrifice precision
and accuracy of trandations. On the contrary,
domain-specific or controlled multilingual
grammar based trandlation systems can provide
a higher trandation quality, on the expense of
limited coverage In GF, such controlled
grammars are caled application grammars.

Writing application grammars from scratch
can be very expensive in terms of time, effort,
expertise and money. GF provides a library
called the GF resource library that can ease this
task. It is a callection of linguistic oriented but
general-purpose resource grammars, which try
to cover the general aspects of different
languages (Ranta, 2009a).

Instead of writing application grammars from
scratch for different domains, one may use
resource grammars as libraries (Ranta, 2009b)?.
This method enables to create the application
grammar much faster with a very limited
linguistic knowl edge.

The number of languages covered by GF
resource library is growing (17 including
Punjabi). Previously, GF and/or its libraries
have been used to devdop a number of
multilingual as well as monolingua domain-

This idea is influenced by programming language API
tradition in which, a standard general-purpose library is
supported by the language. It is then used by programmers
to write specific applications.

Proceedings of Recent Advances in Natural Language Processing, pages 70-76,
Hissar, Bulgaria, 12-14 September 2011.



specific  application grammars (see GF
homepage * for details on these application
grammars).

In this paper, we describe the resource
grammar deve opment for Punjabi. Punjabi is an
Indo-Aryan language widdy spoken in Punjab
regions of Pakistan and India. Punjabi is among
one of the morphologicdly rich languages
(others include Urdu, Hindi, Finish, etc) with
SOV word order, partial ergative behavior, and
verb compounding. In Pakistan it is written in
Shahmukhi, and in India, it is written in
Gurmukhi script (Humayoun, 2010). Language
resources for Punjabi are very limited
(especidly for the one spoken in Pakistan).
With the best of our knowledge this work is the
first attempt of implementing a computational
Punjabi grammar as apen-source software,
covering a fair enough part of Punjabi
morphology and syntax.

2. Morphology

Every grammar in GF resource grammar library
has a test lexicon, which is built through the
lexical functions caled the lexica paradigms;
see (Bringert et d, 2011) for synopsis. These
paradigms take lemma of a word and make
finite inflection tables, containing different
forms of the word, according to the lexical rules
of that particular language. A suite of Punjabi
resources including morphology and a big
lexicon are reported by (Humayoun and Ranta,
2010). With minor required adjustments, we
have reused morphology and a subset of that
lexicon, as atest lexicon of about 450 words for
our grammar implementation. However, the
morphological details are beyond the scope of
this paper and we refer to (Humayoun and
Ranta, 2010) for more details on Punjabi
morphol ogy.

3. Syntax

While morphology is about types and formati on
of individual words (lexicd categories), it isthe
syntax, which decides how these words are
grouped together to make wdl-formed
sentences. For this purpose, individua words,
which belong to different lexical categories, are

3 http://www.grammeati calframework.org/
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converted into richer syntactic categories, i.e
noun phrases (NP), verb phrases (VP), and
adjectival phrases (AP), etc. With this up-cast
the linguistic features such as word-forms,
number & gender information, and agreements,
etc, travel from individual words to the richer
categories.

In this section, we explain this conversion
from lexical to syntactic categories and
afterwards, we demonstrate how to glue the
individual pieces to make clauses. These are
then can be used to make well-formed sentences
in Punjabi. The following subsections explain
various types of phrases.

3.1

A noun phrase (NP) is a single word or a group
of words that does not have a subject and a
predicate of its own, and does the work of a
noun (Verma, 1974). Now we show the
structure of noun phrase in our implementation,
followed by the description of its different parts.

Noun Phrases

Structure: In GF, we represent the NP as a
record with three fidds, labdled as: ‘s’ , ‘a’ and

‘isPron’:

NP: Type={s : NPCase => Str ;

a : Agr ;
isPron : Bool } ;
The labd ‘s’ is an inflection table from

NPCase 10 string (NPCase => Str). NPCase
has two constructs (NPC Case, ahd NPErg) as
shown below:

NPCase
Case

NPC Case | NPErg ;
Dir | Obl | Voc | Abl ;

The construct (NPC case) stores the lexica
cases (i.e. Diredt, Oblique, Vocative and
Ablative) of a noun*. As an example consider
the following table for the noun “boy”:

s .NPC Dir => monda: e

s .NPC Obl => monde 2 ke
s .NPC Voc => mondi:a bdess
s .NPC Abl => muondeo:n Uﬁ&;

Other than storing the lexical cases of a noun
as shown in the above table, we also construct
the ergative case (i.e. NPErg in the code above).
We do it a the noun phrase levd for the

“Punjabi nouns have four lexical cases.



following reason: In Urdu, the case markers that
follow the nouns in the form of post-positions
cannot be handled at lexicd leved through
morphological suffixes and thus need to be
handled at syntax level (Butt and King, 2002)°.
It dso applies to Punjabi. So we congtruct the
ergative case of a noun by attaching ergative
case marker 'ne' to the oblique case of the noun
at np leve. For instance, the ergative form of
our running example “boy” is:

S.NPErg => MONAE NE 5,q = < &

It is used for the subjects of perfective
transitive verbs (see Section 3.5 for more
details).

The labd ‘a’ represents the agreement feature
(agr) and stores information about gender,
number and person that will be used for
agreement with other congtituents. It is defined
asfollows:

Agr

In Punjabi, the gender can be masculine or
femining; number can be singular and plural;
and person can be first, second casual, second
with respect and third person near & far. These
are defined as shown bel ow:

Ag Gender Number Person ;

Gender = Masc | Fem ;
Number = Sg | Pl ;
Person = Persl | Pers2 Casual |

Pers2 Respect |
Pers3 Near | Pers3 Far

Finally, the label ‘isPron’ is a Boolean
parameter, which shows whethe ~Np s
congtructed from a pronoun. Thisinformation is
important when dealing with the exceptions in
ergative behavior of verbs for the first and
second person pronouns in Punjabi. For
example consider the following constructions:

MizN ;1O preaq KPOAI:_are

GJQSgﬁﬁ)w

I ate bread.

tU:N you TUHE: pread K"OGI: ate

63%5g,35)u9§

You ate bread.

QUINE: pe FUH: pread KA _gte

&S ool

He ate bread.

5This also explains the reason for NPErg to be separate
from“NPC Case”.
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MONGE:_poy NE:_rgnarker TUTI pread K"AOE: are
63%5@3) = o de

The boy ate bread.

From the above examples, we can see that,
when we have the first or second person
pronoun as subject, the ergative case marker is
not used (first two examples). On the contrary,
it is used in al other cases. So for our running
example, i.e. the noun (boy, munda:), the labd
‘isPron’ isfase
Construction: First, the lexical category noun
(N) is converted to an intermediate category,
common houn (¢N) through the Usen function.

fun UseN : N - CN ; -- monda:, boy

CN is a syntactic category, which is used to
deal with the modifications of nouns by
adjectives, determiners, etc. Then, the common
noun is converted to the syntactic category,
noun phrase (Np). Three main types of noun
phrases are (1) common nouns with
determiners, (2) proper names, and (3)
pronouns. We build these noun phrases through
different noun phrase construction functions
depending on the congtituents of np. As an
example consider (1). We define it with a
function DetCN given bel ow:
Every boy, har e, monda: po,
fun DetCN : Det - CN — NP ;

Here (Det) is alexical category representing
determiners. The above given function takes the
determiner (Det) and the common noun (CN) as
parameters and builds the np, by combining
appropriate forms of the determiner and the
common noun agreeing with each other. For
example if ‘every’ and ‘boy’ are the parameters
for the above given function the result will be a
NP: every boy, har muonda:. Consider the
linearization of DetCN:
lin DetCN det cn = {

s=\\c => detcn2NP det cn c det.n;

a agrP3 cn.gdet.n ;

isPron = False } ;

As we know from the structure of xp (given
in the beginning of 83.1) ‘s’ represents the
inflection table used to store different forms of
NP built by the following line from the above

code
s = \\¢c => detcn2NP det cn ¢ det.n;



Notice that the operator (‘\\") is used as
shorthand to represent different rows of the
inflection table ‘s’. An aternative but a verbose
code segment for the above line will be;
table {
Dir=>detcn2NP det
Obl=>detcn2NP det
NPC Voc=>detcn2NP det cn Voc det.
NPC Abl=>detcn2NP det cn Abl det.

Where the hdper function detcn2np
defined as:
detcn2NP : Determiner — CN — NPCase
- Number - Str
\dt,cn,npc,n - case npc of

NPC ¢ => dt.s ++ cn.s!lnlc ;

NPErg => dt.s++cn.s!n!Obl++"ne"};

Also notice that the selection operator (the
exclamation sign 1) is used to sdect appropriate
forms from the inflection tables (i.e. cn.sin!c,
which means the form of the common noun
with number ‘n’ and case ‘c’ from the inflection
tablecn. s).

Other main types of noun phrases (2) and (3)
are constructed through the following functions.

fun UsePN Ali,
fun UsePron : ; he,

This covers only three main types of noun
phrases, but there are other types of noun
phrases as wdll, i.e. adverbid post-modified np,
adjectival modified common nouns etc. In order
to cover them we have one function for each
such construction. Few of these are given
bdow; for full details we refer to (Bringert et d,

S
NPC
NPC

cn Dir det.
cn Obl det.

n;
n;
n;
n}

is

ali:
ae:h

: PN - NP ;
Pron — NP

2011).
Paris today, Gj today Pi:rdS paris
fun AdvNP : NP - Adv — NP ;

Big house, 03dda: by g"ar house

3.2. Verb Phrases

A verb phrase (vp), as a syntactic category, is
the most complex structure in our constructions.
It carries the main verb and auxiliaries (such as
adverb, object of the verb, type of the verb,
agreement information, etc), which are then
used in the construction of other categories
and/or clauses.

Structure: In GF, we represent a verb phrase as
arecord, as shown below:
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VPH : Type = {
s:VPHForm => {fin, inf : Str};
obj {s : str ; a : Agr} ;

subj: VType ;
comp: Agr =>Str;

ad : Str ;
embComp : Str} ;
The labd ‘s’ represents an inflection table

which keeps a record with two string values, i.e.
{fin, inf str} for every vaue of
VPHForm, Which is defined as shown bd ow:
VPHForm
VPTense VPPTense Agr|VPInf|VPStem ;

VPPTense=
PPres|VPPast | VPFutr |VPPert;

The structure of vPHForm makes sure that we
preserve al inflectional forms of the verb. In it
we have three cases. (1) Inflectiond forms
inflecting for tense (vPPTense) and number,
gender, person with agr defined on page 3. (2)
The second constructor (vpInf) carries the
infinitive form. (3) On the contrary, vPStem
carries the root form. The reason for separating
these three cases is that they cannot occur at the
sametime.

The labd ‘inf’ stores the required form of
the verb in that corresponding tense, whereas
‘fin’ stores the copula (auxiliary verb).

The labd ‘obj’ on the other hand, stores the
object of the verb and also the agreement
information of the object. The labd ‘subj’
stores information about transitivity of the verb

with  vType, which include intransitive,
transitive or di-transitive:
VType = VIntrans|VTrans|VDiTrans ;

The labdl ‘comp’ stores the complement of
the verb. Natice that it aso inflects in number,
gender and person (with agr defined on page
3), whereasthelabd ‘ad’ storesthe adverb.

Finaly, ‘embComp’ stores the embedded
complement. It is used to deal with exceptions
in the word order of Punjabi when making a
cdlause. For instance, if a sentence or a question
sentence is a complement of the verb then it
takes a different position in the clause; i.e it
comes a very end of the clause as shown in the
example with bold-face:

00 she kehendi ., al aux keh thae
main ; roti preaq khanda cac walN aux



She says that I (masculine) eat
bread.

On the contrary, if an adverb is used as a
complement of verb then it comes before the
main verb, as shown in the following example:
00 she kehendi .., @i aux ke€h thae 00 spe
tez prickiy chaldi yaixs 81 aux

She says that she walks briskly

Consgtruction: Lexica category verb (v) is
converted to syntactic category verb phrase (vp)
through different vp construction functions. The
simplest is:

fun UseV : V - VP

lin UseV v

The function predv converts the lexica
category V to the syntactic category ve:

7

predv v ;

predV : Verb — VPH = \verb -> {
s = \\vh => case vh of {

VPTense VPPres (Ag g n p) => {
fin =copula CPresent n p g;
inf =verb.s!VF Imperf p n g} ;

VPTense VPPast (Ag g n p) => {

fin []
inf =verb.s!VF Perf p n g};
VPTense VPFutr (Ag g n p) => {

1

fin = copula CFuture n p g ;
inf = verb.s ! VF Subj pn g };
VPTense VPPerf (Ag g n p) => {
fin = [] ;
inf = verb.s!Root ++ cka g n} ;

vPStem => { fin = []

1

inf = verb.s ! Root };
_=> {fin = [1 ;
inf = verb.s!Root}};
obj = {s = [1 ; a = defaultAgr} ;
vIType = VIntrans ; ad =[] ;
embComp = [] ; comp = \\_ => []};

The lexica category v has three forms
(corresponding to  perfectivelimperfective
aspects and subjunctive mood). These forms are
then used to make four forms (vppres,
VPPast, VPFutr, VPPerf inthe above code) at
the vp level, which are used to cover different
combinations of tense, aspect and mood of
Punjabi at clauselevd.

As an example, consider the explanation of
the above code in bold-face. It builds a part of
the inflection table represented by ‘s’ for
vpPres and al possible combination of gender,
number and person (Ag g n p). As shown
above, the imperfective form of lexical category
v (VF Imperf p n g)isused to make present
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tense at VP-level. The main verb is stored in the
fidd labeled as ‘inf’ and the corresponding
auxiliary verb (copula) is stored in the labe
‘fin'.

All other parts of vp areinitialized to default
or empty values in the above code. These parts
will be used to enrich the vp with other
congtituents, eg. adverb, complement etc. This
is done in other vp construction functions
including but not limited to:

Want to run, dorng ., tfahna yan
ComplVV : VV - VP — VP;

Sleep here, aiit"e. pere SUNG sieep
AdvVP : VP - Adv — VP;

3.3. Adjectival Phrases

At morphological levd, Punjabi adjectives
inflect in number, gender and case (Humayoun
and Ranta, 2010). At syntax level, they agree
with the noun they modify using the agreement
information of the np. Adjectivd phrase (ap)
can be constructed simply from the lexica
category adjective (a) through the following
function:

PositA : A - AP (Warm, garam)

Or from other categories such as:

Warmer than I, mire:; tO:N than 83r9M ywarm
ComparA : A — NP — AP

1

3.4. Adverbsand Closed Classes

The construction of Punjabi adverbs is very
simple because “they are normdly unmarked
and don't inflect” (Humayoun and Ranta, 2010).
We have different construction functions for
Adverbs and other closed classes both at lexical
and syntactical levd. For instance, consider the
congtruction of adverbs with two functions (but
not limited to):

garam d3uxi:

: A - Adv H

Warmly,
fun PositAdvAdj

Very quickly, boht ey tizi gy de nal coupa
fun AdAdv : AdA - Adv - Adv ;

3.5. Clausses

While a phrase is a single word or group of
words, which are grammatically linked to each
other, a clause on the other hand, is a single
phrase or group of phrases.



Different types of phrases (eg. NP, VP, €C)
are grouped together to make clauses’. Clauses
are then used to make sentences. In GF tense
system the difference between a clause and a
sentence is. A clause has a variabl e tense while
a sentence has a fixed tense.

We first construct clauses and then just fix
their tense in order to make sentences. The most
important construction of aclauseis:

PredVP : NP - VP - Cl; -- Ali walks

The clause (Cl) has the following type:

Clause : Type =
{s VPHTense => Polarity =>
Order =>Str} ;
Where:
VPHTense = VPGenPres|VPImpPast

| VPFut | VPContPres | VPContPast

| VvPContFut | VPPerfPres |VPPerfPast
| vPPerfFut | VPPerfPresCont | VPSubj
| vPPerfPastCon|VPPerfFutCont ;
Polarity = Pos | Neg

Order = ODir | OQuest

The tense system of GF resource library
covers only eight combinations with four tenses
(present, past, future and conditional) and two
anteriorities (Anter and Simul). It does not
cover the full tense system of Punjabi, which is
structured around the aspect and the
tense/mood.

We make sentences in twelve different tenses
(vPHTense in the above given code) at clause
level to get a maximum coverage of the Punjabi
tense system. polarity is used to construct
positive and negative, while order is used to
congtruct direct and question clauses.

We ensure the SOV agreement by saving dl
needed features in Np. These are made
accessiblein the predve function.

A distinguishing feature of Punjabi SOV
agreement is ergative behavior where transitive
perfective verb may agree with the direct object
instead of the subject. Ergativity is ensured by
sd ecting the agreement features and noun-form
accordingly. We demonstrate this in the
following simplified code segment:

subj agr : NPCase * Agr
case vt of {

8V erb phrases alone can also be used as clause some times.
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VPImpPast => case vp.subj of {
VTrans => <NPErg, vp.obj.a>;
VDiTrans => <NPErg, defaultAgrs>;

=> <NPC Dir, np.a>}
_ => <NPC Dir, np.a>}

For perfective aspect (vPImpPast), if the
verb is transitive then it agrees with the object
and therefore the ergative case of NP is used
(vTrans in the above code).

For DiTransitive (i.e. VDiTrans in the
above code) the agreement is set to default but
the ergative caseis still needed.

Inall other cases, specified with thewild card
“ " above the agreement is made with the
subject (np.a), and we use the direct case (i.e.
NPC Dir).

After sdecting the appropriate forms of each
condtituent  (according to the agreement
features) they are grouped together to form the
cdause. For instance, consider the following
simplified code segment combining different
congtituents of a Punjabi dause:
np.s!subj ++ vp.obj.s ++ vp.ad ++
vp.comp!np.a ++ nahim ++ vps.inf
++ vps.fin ++ vp.embComp;

Where:

(1) np.s!subj isthe subject; (2) vp.obj.s
isthe object (if any); (3) vp.ad isthe adverb (if
any); (4) vp.comp !np.a isverb’s complement;
(5) nahim is the negative clause constant; (6)
vps.inf is the verb; (7) vps.fin is the
auxiliary verb; (8) vp.embComp is an embedded
compl ement.

7

4. Coverageand Limitations

The grammar we have deve oped consists of 40
categories and 190 syntax functions. It covers
only a fair enough part of the language The
reason for this limitation is approach of the
common abstract syntax defined for al the
languages in the GF resource library. Indeed it
is not possibleto have an abstract syntax, which
is common to, and covers al features of dl
languages. Consequently, the current grammar
does not cover all aspects of Punjabi.

However, this does not put any limitation on
the extension of a language resource. It can be
extended by implementing language specific
features as extra language-specific modules.
However these features will not be accessible



through the common API, but can be accessed
in the Punjabi application grammars.

5. Evaluation and Future Work

It is important to note that completeness is not
the success criteria for this kind of grammar
based resource but accuracy is (Ranta 2009b).
Evaluating a resource grammar is just like
evaluating a software library in generd.
However, this type of evaluation is different
from evauation of a natural language
processing application in general, where testing
is normaly done against some corpus. To
evaluate the accuracy, we use the Punjabi
resource grammar to translate, and observe, a
test suite of examples’ from English to Punjabi
and vice versa. We achieved an accuracy of
98.1%. The reason for not having 100%
accuracy is that our current grammar does not
cover al aspects of the language One such
aspect is compound verbs of Punjabi, formed by
nouns and the auxiliary verb ‘to be' (hona:). In
this case, its gender must agree with the
inherent gender of the noun. We have not yet
covered this agreement for compound verbs and
therefore, produce incorrect trandations. An
interesting (yet wrong) example would be

barif honda pe:.a ae: (It is raining)

Instead of “ honda pi.a”, it should be “ hondi: pai.”

Another such feature is the repetitive use of
verb in Punjabi (eg. monda pey, ru:nde: weping
ru:nde: weping SUN siept i@ couplay 2Ny 2Ny e
S s~ the boy slept weeping). Coverage of
such language specific details is one direction
for the future work.

6. Rdated Work and Conclusion

In general language resources for Punjabi are
very limited; espeddly for the one spoken in
Pakisan and written in  Shahmukhi.
Furthermore, most of the applications related to
Punjabi are designed only for the Punjabi,
written and spoken in India; hence, only support
the Gurmukhi script. A review of such
applicationsis givenin (Lehal, 2009).

There are some atempts to interchange
between these scripts with trandliteration

"See (Bringert et e, 2011) for thistest suite of examples.
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systems. However, the current systems only
seem to provide patia solutions, mainly
because of the vocabulary differences
(Humayoun and Ranta, 2010).

A transfer-based machine trandation system
reported in (Lehd, 2009) translates between
Punjabi and Hindi only. On the contrary, the
Punjabi resource grammar is based on
Interlingua approach, which makes it possibleto
translate between seventeen languages in
parald. With the best of our knowledge this
work is the first attempt to implement a
computational Punjabi grammar as open source.

We have described the implementation of the
computational grammar for Punjabi. It might be
a useful resource, and may encourage other
researchersto work in this direction.

As the resource grammar does not cover full
features of Punjabi, although it is not possibleto
use it for parsing and trandation of arbitrary
text, it is best suited for building domain
specific application grammars.
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Abstract

This paper proposes a method for automat-
ically generating summaries taking into
account the information in which users
may be interested. Our approach relies
on existing model summaries from tourist
sites and captures from them the type of
information humans use to describe places
around the world. Relational patterns
are first extracted and categorized by the
type of information they encode. Then,
we apply them to the collection of in-
put documents to automatically extract the
most relevant sentences and build the sum-
maries. In order to evaluate the perfor-
mance of our approach, we conduct two
types of evaluation. On the one hand, we
use ROUGE to assess the information con-
tained in our summaries against existing
human written summaries, whereas on the
other hand, we carry out a human readabil-
ity evaluation. Our results indicate that our
approach achieves high performance both
in ROUGE and manual evaluation.

1 Introduction

The amount of information currently available is
growing at an exponential rate. Information pre-
sented in different formats (text, images, audio,
video) needs to be carefully processed in order to
allow users to manage it efficiently and effectively.
Text summarization (TS) can provide many advan-
tages to users, since TS systems are able to gener-
ate a brief summary of one or several documents
by selection and/or generalization of what is im-
portant in the source (Spérck Jones, 2007).
However, TS is an especially challenging Nat-
ural Language Processing (NLP) task, since the
generation of summaries depends on a wide range
of issues, such as the summarization input, out-
put or purpose. In particular, the type of text
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or domain we deal with is of great importance
in TS, since each domain has its particular fea-
tures, and they need to be treated accordingly. For
instance, when summarizing newswire text, the
reader is mainly concerned about the who, what,
when, where and why of the fact reported in the
news item; when summarizing a research paper,
the reader is mostly interested in the problem be-
ing faced, the method proposed to solve it and
the results achieved. Therefore, being capable of
knowing what a user would like to read in a sum-
mary will allow the summaries to be biased to-
wards such information. The order in which this
information is shown in the source documents is
also important (Barzilay et al., 2002), and thus this
same order should be kept in the summary. Con-
tinuing with the newswire example, the informa-
tion in news articles may be presented in chrono-
logical order, in a cause-effect manner, etc., so that
this logical order ensures the coherence of the text.

In this paper, we suggest an approach to auto-
matically generate extractive summaries from a set
of documents. Our approach exploits the informa-
tion in existing model summaries to capture what
is salient regarding a certain document type or do-
main (in particular, documents describing tourist
places such as a church, bridge, tower or a moun-
tain). Then, this information is used to extract
the most important sentences from the input doc-
uments. Moreover, our approach also takes into
consideration the order in which the information
is usually presented in the model summaries and
reuse this information to order sentences in the au-
tomatic summary.

2 Related Work

A great number of techniques have been proven
to be effective for generating summaries auto-
matically. Such approaches include template cre-
ation (Oakes and Paice, 1999), statistical tech-
niques (Teng et al., 2008; Lloret and Palomar,
2009), discourse analysis (Marcu, 1999; Teufel

Proceedings of Recent Advances in Natural Language Processing, pages 77-83,
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and Moens, 2002), graph-based methods (Mihal-
cea, 2004; Plaza et al., 2008), and machine learn-
ing algorithms (Fattah and Ren, 2008; Schilder
and Kondadadi, 2008).

Moreover, new scenarios, such as the generation
of summaries that can be used as image captions
(Aker and Gaizauskas, 2009; Plaza et al., 2010;
Aker and Gaizauskas, 2010a), have recently drawn
special attention in recent years. In particular,
this image caption generation task has been auto-
matically approached by analyzing image-related
text from the immediate context of the image,
for instance, the surrounding text in HTML doc-
uments (Mori et al., 2000; Deschacht and Moens,
2007). In these approaches, named entities and
other noun phrases in the image-related text are
identified and assigned to the image as captions.

Similar to these approaches, our aim is to pro-
duce summaries capable of providing a brief de-
scription for an image of an object related to the
tourist domain, for instance the Eiffel Tower. In-
stead of analyzing the text surrounding the image
(which may be not available), we use documents
obtained from the web using the place name as
query. In order to achieve this goal, we rely on the
corresponding human written descriptions or sum-
maries to capture which information a user would
be interested in when describing an object of the
type shown in the image. This information is ex-
tracted in the form of dependency patterns, and
next used for selecting from the web-documents
the most suitable sentences to appear in the sum-
mary. To our knowledge, capturing the types of in-
formation people include in human summaries via
dependency patterns, and applying them on the in-
put documents to generate automated summaries
has not been previously investigated.

3 Dependency Pattern Models

Knowing the types of information humans use to
describe a specific topic can help automatic pro-
cedures to produce high quality summaries about
that topic. Our topics are place or object names
around the world, for instance Edinburgh Zoo (see
Section 3.1). We use dependency relational pat-
terns for capturing the types of information hu-
mans include when describing them. In Section
3.2 we describe the acquisition of these relational
patterns and in Section 3.3 we highlight the strat-
egy we followed to categorize those patterns by
the type of information they encode.
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3.1 Data

As corpus, we use the document’s collection de-
scribed in Aker and Gaizauskas (2010b). This
collection contains 310 images with manually as-
signed place names. Each image has up to 4 model
summaries (932 in total) which were created man-
ually from the information in an online social site,
VirtualTourist.com. The summaries contain a min-
imum of 190 and a maximum of 210 words and are
expected to contain the type of information a user
wants to know about an object.

Each image in the collection was associated to
the top 30 web-documents that were gathered us-
ing the Yahoo! search engine! and the place names
as queries. We use these web-documents to gen-
erate the automated image summaries/descriptions
(see Section 4).

3.2 Dependency Patterns

The model summaries were used to learn mod-
els for capturing the types of information users
include in descriptions of images. To construct
them we adopted the dependency relational pat-
terns extraction described by Aker and Gaizauskas
(2010a). As a result, we build what we call a De-
pendency Pattern Model (DpM). Our patterns are
derived from dependency trees. The dependency
trees are obtained using the Stanford parser.?

First, we pre-process each model summary by
applying sentence splitting, named entity tagging?
and replacing any occurrence of a string denoting
the object type (e.g. church, bridge) by the term
“OBJECTTYPE”.* Next, we apply the Stanford
parser to parse the sentences and extract patterns
where each pattern is composed of a verb and two
other words being in direct or indirect relation with
the verb.

For illustration consider the sentence shown in
Table 1. The first two rows of the table show the
original sentence and its form after named entity
tagging and replacing the string denoting the ob-
ject type (bridge) with “OBJECTTYPE”. The fi-
nal two rows of the table show the output of the
Stanford dependency parser and the relational pat-
terns identified for this example. For each verb
identified, we extracted two further words being

"http://search.yahoo.com/

Zhttp://nlp.stanford.edu/software/lex-parser.shtml

3For performing shallow text analysis the OpenNLP tools
(http://opennlp.sourceforge.net/) were used.

“There are in total 107 object types. This list is used as a
lookup when processing the sentences.



Original sentence: The bridge was built in 1876 by W.
W.

Input to the parser: The OBJECTTYPE was built in
DATE by W. W.

Output of the parser: det(OBJECTTYPE-2, The-
1), nsubjpass(built-4, OBJECTTYPE-2), auxpass(built-
4, was-3), prep-in(built-4, DATE-6), nn(W-10, W-8),
agent(built-4, W-10)

Patterns: The OBJECTTYPE built, OBJECTTYPE was
built, OBJECTTYPE built DATE, OBJECTTYPE built W,
was built DATE, was built W

Table 1: Example sentence for dependency pat-
tern.

in direct or indirect relation to the current verb.
Two words are directly related if they occur in
the same relational term. The verb built-4, for in-
stance, is directly related to DATE-6 because they
both are in the same relational term prep-in (built-
4, DATE-6). Two words are indirectly related if
they occur in two different terms but are linked
by a word that occurs in those two terms. The
verb was-3 is, for instance, indirectly related to
OBJECTTYPE-2 because they are both in differ-
ent terms but linked with built-4 that occurs in both
terms. For instance, for the term nsubjpass (built-
4, OBJECTTYPE-2) we use the verb built and ex-
tract patterns based on this. OBJECTTYPE is in
direct relation to built and The is in indirect rela-
tion to built through OBJECTTYPE. So a pattern
from these relations is The OBJECTTYPE built.
The next pattern extracted from this term is OB-
JECTTYPE was built. This pattern is based on
direct relations. The verb built is in direct rela-
tion to OBJECTTYPE and also to was. We con-
tinue this process until we cover all direct relations
with built resulting in two more patterns (OB-
JECTTYPE built DATE and OBJECTTYPE built
W).

3.3 Pattern Categorization

We next categorized the relational patterns by the
type of information they encode. For doing this
we first performed an analysis of the human writ-
ten model summaries and recorded for each sen-
tence the kind of information it contains about the
object. Then, we manually categorized this infor-
mation into the following categories:

e type: sentences containing the “type” infor-
mation of the object such as XXX is a bridge.

e year: sentences containing information
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about, for instance, when the object was built,
in case of mountains, for instance, when it
was first climbed.

location: sentences containing information
about where the object is located.

background: sentences containing some
general information about the object (e.g., its
history).

surrounding: sentences containing informa-
tion about what other objects are close to the
main object.

visiting: sentences containing information
about, e.g., visiting times, prices, etc.

We then assigned each relational pattern to one
of the above categories, provided the pattern oc-
curred five or more times in the object type cor-
pora. In total there were 800 relational patterns
that satisfied this restriction. We used three people
to assign these patterns to one of the categories de-
scribed above. Finally, we selected those patterns
in which the three humans agreed on the same cat-
egory they should belong to (400 patterns in to-
tal).

4 Generating Summaries

The proposed approach for generating summaries
takes as input the set of documents describing an
image’s location to be summarized and the query
used to retrieve them. The summaries are created
in a two step process: first, several features from
the document sentences are extracted, and they are
used to compute different scores for each sentence
(Section 4.1). Second, the sentences are assigned
to the categories their patterns are associated with
and ranked according to their scores. This ranking
is used to analyzed different strategies for build-
ing summaries, focusing on the type of informa-
tion users may be more interested in (Section 4.2).

4.1 Feature Extraction and Sentence Scoring

In the first step of our summarization approach, we
propose several features and functions for scoring
sentences. Given the set of documents to summa-
rize, we first obtain the dependency patterns for
each sentence along with the frequency of these
patterns in the model summaries (the so called
DpM). This information is then used to build the
two following vector representations for each sen-
tence:



e Binary vector (BinVec): A vector of six po-
sitions, each position representing one of the
pattern categories described in Section 3.3.
Each position gets a binary score depending
on whether or not a pattern from that category
is found in the sentence.

e Frequency vector (FreqVec): Each category
position is set to the number of pattern occur-
rences in the sentence belonging to that cate-

gory.

For example, the sentence “Karnak temple is the
biggest temple in Egypt owing its monumental size
to 1300 years of construction” contains the pat-
terns [is the OBJECTTYPE, is biggest OBJECT-
TYPE, is OBJECTTYPE location] as defined in the
DpM. The two first patterns belong to the category
“type”, while the third one belongs to the “loca-
tion” category. Thus, this sentence is represented
by the binary vector [/ 0 1 0 0 0] and the frequency
vector [2 0 1 00 0]. We next extract the following
features for scoring sentences:

o Pattern Frequency (PattFreq): is the sum
of occurrence frequencies of dependency pat-
terns in DpM detected also in the sentence S,
as shown in Equation 1.

PattFreq(S) = Z FreqDpM (p) M
peS

o Category Frequency (CatFreq): is computed
by multiplying each category position in the
frequency vector by the number of depen-
dency patterns in the DpM belonging to that
category and adding these partial results, as
shown in Equation 2.

6
CatFreq(S) = Z FreqVec(S,i) x FreqgDpM (Cat;)
- @

e Category Occurrence (CatOcc): is com-
puted in a similar fashion to CatFreq but us-
ing the binary vector instead of the frequency
vector, as shown in Equation 3.

6
CatFreq(S) = Z BinVec(S,1) X FreqDpM (Cat;)
- 3

o Object Similarity (ObjSim): Sentence simi-
larity to the object being described is derived
from two further similarities: Query Simi-
larity (QuerySim) and Object Type Similar-
ity (ObjTypeSim). QuerySim is calculated

as the normalized cosine similarity over the
vector representation of the sentence and the
query. ObjTypeSim is a binary value indi-
cating the presence of the object type name
(e.g., “temple”, “church”) in the sentence.
We combine these two similarities so that if
both are equal to ‘0’, then ObjSim is set to
‘0’; if only one of these similarities is higher
than ‘0’, then ObjSim is set to the non-zero
similarity value; otherwise, if both similar-
ities are higher than ‘0’, ObjSim is set to
QuerySim x ObjTypeSim.

Using the previous features, we compute three
different scores for each sentence. We refer to
these scores as Pattern Frequency Score (Pat-
tFreqScore), Category Frequency Score (Cat-
FreqScore) and Category Occurrence Score
(CatOccScore). To obtain these scores, we mul-
tiply, respectively, the sentence values for the Pat-
tFreq, CatFreq and CatOcc features by the ObjSim
feature value.

4.2 Sentence Selection

The goal of this step is to select the most relevant
sentences according to what users are interested
in and ordering them to build the final summary.
Since the dependency patterns are grouped into six
different categories of information, we can select
the sentences for the summary from these cate-
gories so that we ensure that the summary cov-
ers most relevant information while reducing re-
dundancy. We first assign each sentence to the
category its patterns are associated with. Since a
sentence may contain patterns from more than one
category, we test two strategies for assigning sen-
tences to categories:

o The sentence is assigned to its most frequent
category (as represented in its frequency vec-
tor). If several categories present the same
frequency, then the sentence is assigned to all
of them. We name this strategy the Most Fre-
quent Category (MostFreqCat).

o The sentence is assigned to all categories for
which a pattern has been found in it. We refer
to this strategy as All Categories (AllCat).

Using these two strategies, we generate sum-
maries by including the best scored sentence from
the category “type”, then “year”, then “location”,
then “background”, then “surrounding” and then
“visiting”. For the categories “background” and



“visiting”, respectively, the top three and two sen-
tences are included. If the summary does not reach
the desired summary length, we fill the summary
with additional sentences from the “background”
category. The reason why we fill in the summary
with “background” sentences is that they provide
general information about the topic, being useful
when user are interesting in additional facts about
the object to be summarized. Moreover, it is worth
noting that we make sure not to add to the sum-
mary any sentence that is already part of it.

5 Evaluation

According to the two sentence selection strategies
and the three scores computed for each sentence
(Section 4), we generated 6 different types of 200-
word summaries from the documents describing
each image in the corpus. Table 2 shows two
examples of summaries about the Vatican Muse-
ums. The one at the top is generated following the
All Categories strategy for selecting sentences af-
ter computing the Category Frequency Score for
each one, whereas the second one is an example of
human made summary for the same object.

We next evaluated the automatic summaries
both quantitatively and qualitatively.

5.1 Quantitative Evaluation

We use ROUGE (Lin, 2004) to assess the auto-
matic summaries in comparison to the human writ-
ten ones available in the image captioning cor-
pus. ROUGE is a well-known evaluation method
for summarization which is based on the common
number of n-grams between a peer and one or sev-
eral model summaries. The metrics taken into con-
sideration for this evaluation are ROUGE-1 (R-1),
ROUGE-2 (R-2) and ROUGE-SU4 (R-SU4). R-1
and R-2 compute the number of unigrams and bi-
grams, respectively, that coincide in the automatic
and model summaries. R-SU4 measures the over-
lap of skip-bigrams between them allowing a skip
distance of 4 words.

We first evaluate the automatic summaries in or-
der to analyze which strategy and feature is ca-
pable of obtaining the best results. These re-
sults can be seen in Table 3. A paired t-test
is used to account for the statistical significance
of the results with a 95% confidence interval.
Then, we select the best performing approach
(AllCat-CatFreqScore) and we set up a compar-
ative framework with current summarization ap-
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proaches that have been tested on the same data.
These results are shown in Table 4. In this frame-
work, we establish an upper bound consisting of
evaluating one human written summary against
the remaining human written ones for the same
place name. In addition, a semantic-graph based
summarizer and a statistical-based one are also
used for comparison because they have been suc-
cessfully tested within the image captioning do-
main in previous research (Plaza et al., 2010).

[ Summarization Approach [ R-1 | R-2 | R-SU4 |
AllCat-PattFreqScore 0.39960 | 0.09961 | 0.15463
AllCat-CatFreqScore 0.40239 | 0.10045 | 0.15600
AllCat-CatOccScore 0.40141 0.10041 0.15555
MostFreq-PattFreqScore 0.39982 | 0.09897 | 0.15371
MostFreq-CatFreqScore 0.40103 0.09976 | 0.15441
MostFreq-CatOccScore 0.39869 | 0.09742 | 0.15289

Table 3: ROUGE recall results for the summaries.

[ Summarization Approach [ R-1 | R-2 | R-SU4 |
Human 0.42083 0.11191 0.16655
AllCat-CatFreqScore 0.40239 | 0.10045 | 0.15600
Semantic-graphs 0.37971 0.08950 | 0.14290
Statistical summarizer 0.35875 0.08551 0.13371

Table 4: Comparison of summarization ap-
proaches (automatic vs. human summaries).

5.2 Qualitative Evaluation

We also performed a manual readability assess-
ment of a set of 50 randomly-selected summaries
from our best approach (AllCat-CatFreqScore).
We asked three people to evaluate the summaries
according to the following criteria: grammatical-
ity, redundancy, clarity, focus and coherence, fol-
lowing the evaluation guidelines in DUC confer-
ences (Dang (2006)). Then, these values were
mapped into a quantitative scale where the max-
imum value is 5 and the lowest is 1. The aver-
age scores for each criterion are shown in Table
5. For comparison we also show the readability
scores for the human written summaries of the im-
age descriptions reported in Aker and Gaizauskas
(2010b).

Criterion

[ AliCat-CatFreqScore [ Image Descriptions

Grammaticality 4.19 472
Redundancy 3.74 492
Clarity 441 4.90
Focus 3.81 4.88
Coherence 3.21 4.86

Table 5: Results for the readability evaluation.



AllCat-CatFreqScore summary: The Vatican Museums (Italian: Musei Vaticani), in Viale Vaticano in Rome, inside the
Vatican City, are among the greatest museums in the world, since they display works from the immense collection built up by
the Roman Catholic Church throughout the centuries. The building was used as a prison until 1870, but now houses a museum.
It is easy to find located across the street from the entrance to the Vatican Museum and a short walk from St Peter&’s Basilica.
The closest Metro stop to the museum entrance is Cipro-Musei Vaticani near Piazza Santa Maria delle Grazie, where there is
also a parking garage. The most popular areas open to tourists are the Basilica of St. Peter and the Vatican Museums. This
museum is named after Pope Pius VII (whose last name was Chiaramonti before his election as pope), who founded it in the
early 1800s. [...]

Human written summary: Not everyone who visits the Vatican is aware that it is a sovereign state and has been since 1929.
The Pope rules it as Europe’s only absolute monarch! It includes St. Peter’s Cathedral, The Vatican Gardens, The Vatican
Museums, and the famed Sistine Chapel. All of these should be on your agenda for a visit, especially the Sistine Chapel. Go
early because you will, no doubt, have to stand in line. The last person to enter is at 1:00 PM. So, it’s better to see it first and
then see the Cathedral. Michelangelo did the ceiling for Pope Julius II, and it shows the Creation of the World and The Fall of
Man. It was restored in the 1980s. [...]

Table 2: Examples of an automatic and a model summary fragments.

5.3 Discussion We plan to face this problem in the future.

It can be seen from Table 3 that the best approach 6 Conclusions and Future Work
for automatically generating summaries is the one
in which the score of a sentence is computed us-
ing the category frequency, and sentence selection
involves considering all categories of information
that the sentence includes (AllCat-CatFregScore).
This strategy obtains a recall value for R-1 of
0.40239. Moreover, this value is statistically sig-
nificant with respect to the other approaches ex-
cept for the AllCat-CatOccScore. Regarding R-2
and R-SU4, this approach also achieves the best
results compared to the others but the results in
these cases are not statistically significant, except
for MostFreqc-CatOccScore for R-SU4.

Concerning the comparison with other systems,
our approach significantly improves the results ob-
tained by the semantic-graphs and statistical based
summarizers for all ROUGE metrics.

This paper presented the analysis of several ap-
proaches to automatically generate summaries
from a set of documents related to tourist sites. For
generating such summaries, we took into account
the type of information users reflect when writ-
ing summaries of this particular domain. There-
fore, we analyzed a collection of model summaries
in order to determine which information would
be relevant to extract from the source documents.
In this manner, we performed dependency pattern
identification and categorization and then used this
information to suggest three score schemes to rep-
resent the sentences in the source documents, as
well as two strategies for automatically assign-
ing each sentence to a category. In order to build
the final summary, sentences pertaining to each of
the categories were selected in turn, taking also

On the other hand, it is important to stress  into account the order in which such sentences
upon the fact that the human written summaries  are placed in the summary. We used ROUGE
were generated from external sources and written  for evaluating all the proposed approaches, and
following an abstractive paradigm (i.e., they in-  we also compared the performance of our sum-
clude material that is not explicitly present in the  marjes with the human written ones. The results
source documents), whereas our proposed method  obtained are very encouraging, our summaries be-
is an extractive one (i.e., it selects sentences from  jng comparable to the human written ones. We
the source documents). As a consequence, the  pelieve that the differences of the results between
chances to have common sentences between our  gur summaries and the human written ones are
summaries and the human-made ones decrease, as partly due to the manner of generating summaries.
well as the corresponding ROUGE scores. While ours were produced following an extrac-

Regarding the readability assessment, Table 5  tive paradigm which selects sentences from doc-
showed that our approach obtains close results to  uments, the human written models are in fact ab-
the human performance in Aker and Gaizauskas  stracts, and this means that some of the vocabulary
(2010b). However, the coherence criteria is the  in them may not appear in the source documents or
poorest in performance and should be improved.  has been paraphrased. Furthermore, the readabil-
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ity evaluation also shows that our approach per-
forms well with respect to some criteria, such as
grammaticality, clarity and focus, but we have to
pay special attention to the coherence of the sum-
maries.

In the short term, it would be interesting to use
the same strategy to generate summaries in other
domains and analyze whether it is feasible and ap-
propriate. Furthermore, in the long term we plan
to improve our best approach by automating the
pattern categorization stage. Moreover, in order
to overcome the lack of coherence of the gener-
ated summaries, the benefits of anaphora resolu-
tion over the documents, as well as sentence fusion
or simplification should be analyzed in the future.
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Abstract

Aggregation is a sub-task of Natural Lan-
guage Generation (NLG) that improves
the conciseness and readability of the text
outputted by NLG systems. Till date,
approaches towards the aggregation task
have been predominantly manual (man-
ual analysis of domain specific corpus and
development of rules). In this paper, a
new algorithm for aggregation in NLG is
proposed, that learns context sensitive ag-
gregation rules from a parallel corpus of
multi-sentential texts and their underly-
ing semantic representations. Addition-
ally, the algorithm accepts external con-
straints and interacts with the surface re-
alizer to generate the best output. Ex-
periments show that the proposed con-
text sensitive probablistic aggregation al-
gorithm performs better than the determin-
istic hand crafted aggregation rules.

1 Introduction

Aggregation is the process in which two or more
linguistic structures are merged to form a single
sentence. It helps in generating concise and flu-
ent text and hence is an essential component in
any NLG system (Reiter and Dale 2000). Fig-
ure 1(a) presents an example of de-aggregated text
while Figure 1(b) shows its aggregated counter-
part. Clearly, the aggregated text is fluent while
the de-aggregated text is artificial with lot of re-
dundancy.

Reiter (1994) proposed a consensus pipeline ar-
chitecture for NLG systems with three stages:

e Content-Determination: Selects the informa-
tion (propositions) to be conveyed and orga-
nizes the information in a rhetorically coher-
ent manner.
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e Sentence-Planning: Generates referring ex-
pressions, combines multiple propositions,
selects appropriate lexical items and syntac-
tic structures for each (aggregated) proposi-
tion and adds cohesion devices (eg, discourse
markers) to make the text flow smoothly.

Surface-Realizer: Converts the lexicalized
linguistic structure into a linearized string
while ensuring grammaticality, proper punc-
tuation, correct morphology.

Bacteria are prokaryotic.
Bacteria are unicellular.

Bacteria have a cell wall.
Bacteria have DNA.

The shape of the DNA is circular.
The DNA is inside cytoplasm.

(a) De-aggregated text
Bacteria are prokaryotic and unicellular.
They have a cell wall, a plasma membrane

and a circular DNA within cytoplasm.

(b) Aggregated text

Figure 1: Example showing de-aggregated text
and its equivalent aggregated text.

The input to the process of aggregation, a sub-
module of Sentence-Planning in the consensus ar-
chitecture described above, is a set of propositions
selected by Content-Determination module which
are organized using rhetorical relations between
the propositions. Typical NLG systems use a two-
stage aggregation process (Wilkinson, 1995). In
the first stage, i.e., semantic grouping, the input set
of propositions are partitioned into multiple sets,
each of which is realized as a sentence. In the sec-
ond stage, decisions related to actual realization of
each set partition are taken.

Proceedings of Recent Advances in Natural Language Processing, pages 84—89,
Hissar, Bulgaria, 12-14 September 2011.



The essential idea behind semantic grouping is
that the propositions that form a set and get real-
ized as a meaningful sentence are related some-
how. For example in Figure 1, the first two propo-
sitions (Bacteria are unicellular.
prokaryotic.) are two assertive sentences about
Bacteria and hence are aggregated. But it is not
true that these two propositions will always be ag-
gregated into a single sentence as shown in Figure
2.

Bacteria are

Bacteria are unicellular while fungi can be either
unicellular or multicellular.

Bacteria are prokaryotic and hence lack a cell
nucleus.

On the other hand, fungi are eukaryotic and have
a true cell nucleus bounded by a membrane.

Figure 2: Example answer from a corpus of QAs
in Biology domain.

This shows that semantic grouping depends not
only on the similarity between propositions, but
also on the context (communicative goal of the
text). The issue of context in semantic group-
ing gains importance especially in systems that
present the same information in different views
(Example: QA systems). For example, the two
propositions (Bacteria are unicellular. Bacteria
are prokaryotic) occur in examples shown in Fig-
ures 1 & 2. In the example in Figure 1, these
propositions are aggregated while in the example
in Figure 2 they are not. If we look at the context
of these texts, the text in Figure 1 is a short de-
scription about Bacteria. On the other hand, the
text in Figure 2 talks about the fundamental differ-
ence between Bacteria and Fungi.

The problem that is considered in this paper
is as follows: Given a parallel corpus of multi-
sentential texts and their underlying semantic rep-
resentations along with the communicative goal
of the text, can we learn semantic grouping rules
automatically? The semantic representation as-
sumed in this paper is a conceptual graph (Fig-
ure 3 shows an example of a conceptual graph),
but the applicability of the approach is generic
and can be customised to accomodate any seman-
tic representation. A context-dependent discrim-
inative model is learned which, given a proposi-
tion set and the context, estimates the probabil-
ity of aggregation of the propositions. The prob-
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lem of semantic grouping is modelled as a hyper-
graph partitioning problem that uses the probabil-
ities outputted by the context-dependent discrim-
inative model. To address the problem of hyper-
graph partioning, Multi-level Fiduccia-Mattheyses
Framework (MLFM) is used (Karypis and Kumar,
1999).

l

j

DNA Cytoplasm
"\ / = A

Figure 3: Example of a conceptual graph.

The approach is evaluated in the biology do-
main against two alternatives, namely hand-
crafted rules (HC) and a greedy clustering ap-
proach (GC) using the probabilities outputted by
the context-dependent discriminative model. Ad-
ditionally, we also test the impact of context by
ignoring context while learning the discrimina-
tive model (Context-independent discriminative
model).

An overview of related work is presented in
Section 2. The corpus used in the experiments is
discussed in Section 3. Then, in Section 4, the ap-
proach is discussed followed by Section 5 which
presents the experiments done and their results.
Finally, Section 6 concludes the paper with dis-
cussions and future work.

2 Related Work

Aggregation has been employed since the early
NLG systems. In PROTEUS, a computer program
that generates commentaries on a tic-tac-toe game,
Davey (1979) used conjunctions to express SE-
QUENCE and CONTRASTIVE relations. Derr
and McKeown (1984) showed how focus of atten-
tion helps in taking decisions related to choice be-
tween a sequence of simple sentences and a com-
plex one. ANA (Kukich, 1983), used financial do-
main specific aggregation rules to generate com-
plex sentences upto 34 words. Logical derivations
were used to combine clauses and to remove eas-
ily inferrable clauses in (Mann and Moore, 1980).



Hand-crafted aggregation rules developed as a re-
sult of corpus analysis are employed by (Scott
and de Souza, 1990; Hovy, 1990; Dalianis, 1999;
Shaw, 1998). Walker et al. (2001) proposed
a overgenerate-and-select approach in which the
over-generate stage lists out large number of po-
tential sentence plans while the ranking stage se-
lects the top ranked sentence plan using rules that
are learned automatically from the training data.
Cheng and Mellish (2000) propose a genetic algo-
rithm coupled with a preference function. Barzi-
lay and Lapata (2006) view the problem of seman-
tic grouping as a set partioning problem. They
employ a local classifier that learns similarity be-
tween the propositions and then use ILP (Branch-
and-bound algorithm) to infer a globally optimal
partition.

This work is different from the earlier work in
two aspects. We use contextual information to ob-
tain better grouping that is applicable across differ-
ent systems (even QA systems) while their work
does not use the contextual information. Also, we
assume a more generic hypergraph representation
and use MLFM technique which works well even
with large number of propositions.

What is the nucleolus?
The nucleolus is a small and optically dense
region in the interior of the cell nucleus.

It is made of ribosomic RNA (rRNA) and proteins.

Context C = { Nucleolus }
Proposition set S = {

( Nucleolus is-region-of Cell-Nucleus )
( Nucleolus size small )

( Nucleolus density optically-dense )

( Nucleolus has-part RRNA )

( Nucleolus has-part Protein )

}

Figure 4: Example of a QA pair and its triple rep-
resentation.

3 Corpus

A total of 717 QA pairs are collected from vari-
ous sources in the biology domain. Concepts are
extracted from the question which acts as contex-
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tual information. For example, when the question
is What is a binary fission?, the concept Binary-
Fission becomes the context. The answer is con-
verted into sets of triples, each set corresponding
to a sentence. Each triple consists of two concepts
(or instances of concepts) connected by a relation.
For example, the triple (Mitosis next-event Cytoki-
nesis) contains two concepts namely Mitosis and
Cytokinesis connected by the relation next-event.
Figure 4 shows a QA pair and its triple representa-
tion. The context and sets of triples are extracted
from each QA pair manually. The manual annota-
tion process uses the component library described
in (Barker et al., 2001).!

A total of 6337 triples are collected correspond-
ing to 717 answers with each answer having 8.839
triples on an average. The highest number of
triples for an answer is 46 while the lowest is 1.
The total number of sentences in the answers is
1862, i.e., 2.596 sentences per an answer.

4 Approach

4.1 Hypergraphs

A hypergraph (H) is a generic graph wherein edges
can connect any number of vertices and are called
hyperedges. In other words, each edge is a set of
vertices. It is formally represented by a pair (V,E)
where V is the set of vertices and E is the set of hy-
peredges. Each edge e; € E has associated weight
w;. An edge with zero weight means that the the
edge does not exist.

4.2 k-way Hypergraph Partitioning problem

Let P be a k-tuple (pg , p1, p2...) where each p; is
a set of vertices from V such that ﬂéiéflpi 10}
and Uilgfl p; = V. The k-way Hypergraph parti-
tioning problem can be formulated as follows:

Given a hypergraph H = (V,E), find a k-way
partitionment § : V' — P that maps each of
the vertices of H to one of the k disjoint par-
titions such that some cost function v : P —
R is minimized.

4.3 Modelling Aggregation as hypergraph
partitioning problem

Relationships among the propositions are often
complex than pairwise. Assuming this complex
relationship as pairwise ones reduces the fluency

'The component library is available online at

http://www.cs.utexas.edu/ mfkb/RKF/tree/



of the verbalized text in some cases. To deal with
this complex relationship, it is better to directly
use hypergraphs instead of pair-wise approxima-
tion.

We view the problem of aggregation as a hyper-
graph partioning problem guided by a data-driven
context sensitive discriminative model. The input
to the algorithm is a conceptual graph which can
be alternatively represented as a set of proposi-
tions. The goal is to find optimal partitions of the
set of propositions given context, where each par-
tition represents an aggregated sentence. The set
of propositions is viewed as a graph where each
proposition represents a vertex as shown in Fig-
ure 5. Hyperedges are constructed on the graph
obtained from propositions. Each hyperedge of
this hypergraph connects one or more proposi-
tions. The weight w; of each hyperedge is given
by the context sensitive discriminative model dis-
cussed in section 4.4. The hypergraph along with
edge weights is the input to the multi-level k-
partitioning algorithm.

/( Nucleolus is-region-of Cell-Nucleus ) \

( Nucleolus has-part Protein )

( Nucleolus has-part RRNA ) —1 ( Nucleolus density optically-dense )\

Figure 5: Example of a proposition set and its view
as a graph

4.4 Context Sensitive Discriminative Model

The weight w; 4 of a hyperedge (A) in the hyper-
graph formed from the inputs (S) is the probability
of aggregation of propositions in A given contex-
tual information (C) and S.

wia = pa = P(A|C,S) (D

The contextual information include the commu-
nicative goal (the concepts in the question) The
features that are used to predict the probability of
aggregation of a proposition set are based on:

e Cohesion of the proposition set is the aver-
age score of similarities between each pair of
propositions in A:

—|Alj=|A| .
Zzzll,jlzjl’l';ﬁlj sim(A;, Aj)

Cohy =
Al

(@)

(Nucleolus size small ) | o
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The similarity between each pair is the
number of matches in the components of
triples. For example, since the triples (Mi-
tosis subevent Prophase), (Mitosis subevent
Anaphase) match in two slots, the similarity
score is 2/3.

Complexity of the realization is a cumulative
weighted score of number of words, number
of relative clauses, number of connectives,
etc. and this score depicts how difficult it
is to interpret the sentence corresponding to
the proposition set A (if it is generated using
the surface realizer). The score value is oo if
the propositions cannot be realized as a sin-
gle sentence because the surface realizer can-
not find suitable structure that accomodates
all the propositions.

Dissimilarity with rest of the propositions cal-
culates how dissimilar the proposition set A
is with the rest of the propositions (S-A). The
maximum distance (or minimum similarity)
of each proposition in S-A from A is calcu-
lated and averaged.

Similarity with context C is the score of the
extent of the cover of context by the triples.
It is the ratio of number of concepts in the
context C that occur in any of the triples in A
to the total number of concepts in C.

A number of boolean features and their conjunc-
tive features are generated using the above scores
with score bounds. Such feature structures are
generated for each hyperedge in the hypergraph
formed from S. All the subsets of S which are in
Z (the correct partitioning of S) are positive in-
stances and rest are negative instances. A max-
imum entropy model is employed to predict the
probabilities of aggregation of a set of proposi-
tions.

While using the maximum entropy model to
predict the aggregation probability, we can also
utilize pattern matching rules to group proposi-
tions as a pre-processing step. The pattern match-
ing rules can include domain specific rules, infer-
ence rules, etc. The motivations for this grouping
are: (1) propositions are a mere representation of
complex texts, (2) when the number of propositons
is very high, optimization on the level of proposi-
tions becomes intractable.



Any constraint on the output can be expressed
as features in the discriminative model. Transitiv-
ity constraint on set of propositions is automati-
cally captured in the usage of hyperedges. Exter-
nal constraints like complexity of sentence is ex-
pressed in the features of the discriminative model
(Complexity of the realization).

S Experiments

We use a n-fold cross validation on the corpus
described in section II. We use two baselines for
comparison: (1) Hand-Crafted rules (HC) and
(2) Greedy clustering of hypergraph (GC). Hand-
crafted rules are pattern matching rules on sets of
propositions. An example rule is to aggregate two
triples if they share atleast two slots. In the sec-
ond baseline, i.e., the greedy clustering of hyper-
graph, the graph is clustered using the probability
scores of hyperedges based on the context sensi-
tive model. The top scoring hyperedges that are
non-overlapping and cover the entire input set are
outputted. Also, in order to test the impact of con-
text, we build a context independent discrimina-
tive model but follow the same hypergraph parti-
tioning approach (HGP).

5.1 Evaluation metrics

Let Y be the output partition of our approach and
Z be the correct partitioning which is annotated
manually. We use the following evaluation met-
rics:

e Precision: the ratio of correct pair-wise ag-
gregations in Y and total pair-wise aggrega-
tionsin Y

e Recall : the ratio of correct pair-wise aggre-
gations in Y and total pair-wise aggregations
inZ

e F-score: the harmonic mean of Precision and
Recall

5.2 Results

The results are shown in Table 1. All the scores
are average scores on a 5-fold cross validation.
Hand-Crafted rules performed very poor because
there are very few rules covering aggregation of
more than five propositions while the corpus con-
sisted of many such proposition sets. The effect of
context is clear as the context dependent (HGPC)
model outperforms context independent model by
7.15%. This proves that the usage of context is
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very important if the model has to be generic and
adaptable to any kind of NLG system.

Model | Recall | Precision | F-Score
HC 32.5 21.6 25.9

GC 41.7 47.5 44 .4
HGP 40.02 | 58.8 47.6
HGPC | 49.6 61.1 54.75

Table 1: Results on pairwise aggregations; Com-
parison between Hand-Crafted rules (HC), Greedy
clustering (GC), Hyper-graph partitioning model
with context (HGPC) and without context (HGP)

6 Conclusions

The number of propositions in an answer in our
corpus varied from 1 to as large as 46. We
used an empirically proven scalable partitioning
framework that works well when the number of
propositions is huge. We presented a novel con-
text sensitive aggregation algorithm for NLG sys-
tems. Also we presented a much natural hyper-
graph approach to semantic grouping than other
methods that approximate the complicated rela-
tionships (among the entities that are checked for
aggregation) with pair-wise approximations. The
approach is adaptable to any domain and any rep-
resentation. With a small corpus of 717 QA pairs,
good results are obtained over the hand-crafted ap-
proaches.

In our future work, we would like to test the de-
scribed approach for scalability. The MLFM tech-
nique used in this work is proven to be the best
technique for partitioning a set of more than 200
propositions. Also, the evaluations in this paper
have been conducted in partial isolation from the
actual output of the surface realizer. In our future
work, we would also like to consider the impact of
aggregation on the final textual outputs.
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Abstract

In this paper, we present a new hybridisa-
tion approach consisting of enriching the
phrase table of a phrase-based statistical
machine translation system with bilingual
phrase pairs matching structural transfer
rules and dictionary entries from a shallow-
transfer rule-based machine translation sys-
tem. We have tested this approach on differ-
ent small parallel corpora scenarios, where
pure statistical machine translation systems
suffer from data sparseness. The results
obtained show an improvement in trans-
lation quality, specially when translating
out-of-domain texts that are well covered
by the shallow-transfer rule-based machine
translation system we have used.

1 Introduction

Statistical machine translation (SMT) (Koehn,
2010) is currently the leading paradigm in machine
translation research. SMT systems are very attrac-
tive because they may be built with little human
effort when enough monolingual and bilingual cor-
pora are available. However, bilingual corpora
large enough to build competitive SMT systems
are not always easy to harvest, and they may not
even exist for some language pairs. On the contrary,
rule-based machine translation systems (RBMT)
may be built without any parallel corpus; however,
they need an explicit representation of linguistic in-
formation whose coding by human experts requires
a considerable amount of time.

When both parallel corpora and linguistic infor-
mation exist, hybrid approaches (Thurmair, 2009)
may be followed in order to make the most of such
resources. We focus on alleviating the data sparse-
ness problem suffered by phrase-based statistical
machine translation (PBSMT) systems (Koehn,
2010, ch. 5) when trained on small parallel cor-
pora. We present a new hybrid approach which
enriches a PBSMT system with resources from
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shallow-transfer RBMT. Shallow-transfer RBMT
systems, which are described in detail below, do
not perform a complete syntactic analysis of the
input sentences, but rather work with much sim-
pler intermediate representations. Hybridisation
between shallow-transfer RBMT and SMT has not
yet been explored. Existing hybridisation strategies
involve more complex RBMT systems (Eisele et
al., 2008) which are usually treated as black boxes;
in contrast, our approach directly uses the RBMT
dictionaries and rules.

We provide an exhaustive evaluation of our hy-
bridisation approach with two different language
pairs: Breton—French and Spanish-English. While
the first one suffers from actual resource scarceness,
many different parallel corpora are available for the
second one, which allows us to test our approach
on different domains and check if it is able to im-
prove the poor performance of PBSMT systems
when translating texts from a domain not covered
by the bilingual training data.

The rest of the paper is organised as follows.
Next section overviews the two systems we com-
bine in our approach. Then, section 3 outlines
related hybrid approaches, whereas our approach
is described in section 4. Sections 5 and 6 present
the experiments conducted and discuss the results
achieved, respectively. The paper ends with our
conclusions and future research lines.

2 Translation Approaches

2.1 Phrase-Based Statistical Machine
Translation

PBSMT systems (Koehn, 2010, ch. 5) translate
sentences by maximising the translation probabil-
ity as defined by the log-linear combination of a
number of feature functions, whose weights are
chosen to optimise translation quality (Och, 2003).
A core component of every PBSMT system is the
phrase table, which contains bilingual phrase pairs
extracted from a bilingual corpus after word align-
ment (Och and Ney, 2003). The set of translations
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from which the most probable one is chosen is built
by segmenting the source sentence in all possible
ways and then combining the translation of the
different source segments according to the phrase
table. Common feature functions are: source-to-
target and target-to-source phrase translation prob-
abilities, source-to-target and target-to-source lex-
ical weightings (calculated by using a probabilis-
tic bilingual dictionary), reordering costs, number
of words in the output (word penalty), number of
phrase pairs used (phrase penalty), and likelihood
of the output as given by a target-language model.

2.2 Shallow-Transfer Rule-Based Machine
Translation

The RBMT process (Hutchins and Somers, 1992)
can be split into three different steps: analysis of
the source language (SL) text to build a SL in-
termediate representation; transfer from that SL
intermediate representation to a target language
(TL) intermediate representation; and generation
of the final translation from the TL intermediate
representation.

Shallow-transfer RBMT systems use relatively
simple intermediate representations, which are
based on lexical forms consisting of lemma, part
of speech and morphological inflection informa-
tion of the words in the input sentence, and simple
shallow-transfer rules that operate on sequences of
lexical forms: this kind of systems do not perform
a complete syntactic analysis. Apertium (Forcada
et al., 2011), the shallow-transfer RBMT platform
used to evaluate our approach, splits the transfer
stage into structural and lexical transfer. The lexi-
cal transfer is done by using a bilingual dictionary
which, for each SL lexical form, provides a sin-
gle TL lexical form; thus, no lexical selection is
performed. It is worth noting that multi-word ex-
pressions, such as on the other hand (which acts as
a single adverb), may be analysed to (or generated
from) a single lexical form.

Structural transfer is done by applying a set of
rules in a left-to-right, longest-match fashion to pre-
vent the translation to be performed word for word
in those cases in which this would result in an incor-
rect translation. Structural transfer rules process se-
quences of lexical forms by performing operations
such as reorderings and gender and number agree-
ments. For the translation between non-related lan-
guage pairs, the structural transfer may be split into
three levels in order to facilitate the writing of rules
by linguists. The first level performs short-distance
operations (such as gender and number agreement
between nouns and adjectives) and groups word
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sequences into chunks; the second one performs
inter chunk operations; and the third one gener-
ates a sequence of lexical forms from each chunk.
Note that, although this multi-stage shallow trans-
fer allows performing operations between words
which are distant in the source sentence, shallow-
transfer RBMT systems are less powerful that the
ones which perform full parsing.

3 Related Work

Bilingual dictionaries are the most reused resource
from RBMT. They have been added to SMT sys-
tems since its early days (Brown et al., 1993). One
of the simplest strategies, which has already been
put into practice with the Apertium bilingual dic-
tionaries (Tyers, 2009), consists of adding the dic-
tionary entries directly to the parallel corpus. In
addition to the obvious increase in lexical cover-
age, Schwenk et al. (2009) state that the quality of
the alignments obtained is also improved when the
words in the bilingual dictionary appear in other
sentences of the parallel corpus. However, it is not
guaranteed that, following this strategy, multi-word
expressions from the bilingual dictionary that ap-
pear in the SL sentences are translated as such by
the SMT decoder because they may be split into
smaller units by the phrase-extraction algorithm.
Our strategy differs from these approaches in that
we ensure the proper translation of multi-word ex-
pressions, but also add the dictionary entries to the
training corpus with the aim of improving word
alignment. Other approaches go beyond adding
a dictionary to the parallel corpus: dictionary en-
tries may constrain the decoding process (Langlais,
2002), or may be used in conjunction with hand-
crafted rules to reorder the SL sentences to match
the structure of the TL (Popovi¢ and Ney, 2006).
Although RBMT transfer rules have also been
reused in hybrid systems, they have been mostly
used implicitly as part of a complete RBMT en-
gine. For instance, Dugast et al. (2008) show how
a PBSMT system can be bootstrapped using only
monolingual data and an RBMT engine. Another
remarkable study (Eisele et al., 2008) presents a
strategy based on the augmentation of the phrase
table to include information provided by an RBMT
system. In this approach, the sentences to be trans-
lated by the hybrid system are first translated with
an RBMT system and then a small phrase table is
obtained from the resulting parallel corpus. Phrase
pairs are extracted following the usual procedure
(Koehn, 2010, sec. 5.2.3) which generates the set of
all possible phrase pairs that are consistent with the



word alignments. In order to obtain reliable word
alignments, they are computed using an alignment
model previously built from a large parallel corpus.
Finally, the RBMT-generated phrase table is added
to the original one. On the contrary, our approach
directly generates phrase pairs which match either
an entry in the bilingual dictionary or a structural
transfer rule; thus preventing them from being split
into smaller phrase pairs even if they would be con-
sistent with the word alignments. In addition, our
approach does not require a large parallel corpus
from which to learn an alignment model. Prelim-
inary experiments show that our hybrid approach
outperforms Eisele et al.’s (2008) strategy when
translating from Spanish to English.

Other strategies involving neither transfer rules
nor bilingual dictionaries may alleviate the data
sparseness problem in PBSMT. For example, para-
phrases may be derived from a SL monolingual
corpus (Marton et al., 2009) and verb forms may
be substituted by their lemma when translating into
highly-inflected languages (de Gispert et al., 2005).

4 Enhancing Phrase-Based SMT With
Shallow-Transfer Linguistic Resources

Our hybridisation strategy modifies two elements
of a standard PBSMT system: the word alignments
and the phrase translation model.

4.1 Improving Word Alignment with RBMT
Bilingual Dictionaries

As improving the quality of the word alignments
in a PBSMT system could lead to improvements in
translation performance (Lopez and Resnik, 2006),
in our approach we add to the original corpus all
the entries, after suitably inflecting them, from the
Apertium bilingual dictionary, to help the word
aligment process. Recall that some multi-word ex-
pressions are encoded as single lexical forms in
the Apertium dictionaries; therefore, the entries
generated from Apertium may contain multi-word
parallel segments. Once word alignments have
been computed and the probabilistic bilingual dic-
tionary used to compute the lexical weightings of
the phrase pairs has been learned, dictionary entries
are ignored and no phrase pair are extracted from
them. In contrast to Schwenk et al. (2009), we
avoid extracting phrase pairs which do not preserve
the translation of multi-word expressions as such
by including the dictionary entries directly in the
phrase table, as discussed next.
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4.2 Enriching the Phrase Translation Model

As already mentioned, the Apertium structural
transfer detects sequences of lexical forms which
need to be translated together to prevent them from
being translated word for word, which would result
in an incorrect translation. Therefore, adding to
the phrase table of a PBSMT system all the bilin-
gual phrase pairs which either match one of these
sequences of lexical forms in the structural trans-
fer or an entry in the bilingual dictionary ensures
that all the linguistic information of Apertium is
encoded with the minimum amount of phrase pairs.

4.2.1 Phrase Pair Generation

Generating a phrase pair from every entry in the
bilingual dictionary is straightforward: it only in-
volves the inflection of source and target lexical
forms. The generation of phrase pairs from the
structural transfer rules is performed by finding
sequences of SL words in the sentences to be trans-
lated that match a structural transfer rule. Each of
these sequences constitute the SL side of a bilin-
gual phrase pair; the corresponding TL phrase is
obtained by translating the SL side with Apertium.

It is worth noting that the generation of bilin-
gual phrase pairs from the shallow-transfer rules is
guided by the test corpus. We decided to do it in
this way in order to avoid meaningless phrases and
also to make our approach computationally feasi-
ble. Consider, for instance, a rule which is triggered
every time a determiner followed by a noun and
an adjective is detected. Generating phrase pairs
from this rule would involve combining all the de-
terminers in the dictionary with all the nouns and
all the adjectives, causing the generation of many
meaningless phrases, such as el nifio inaldmbrico —
the wireless boy. In addition, the number of combi-
nations to deal with would become unmanageable
as the length of the rule grows.

4.2.2 Scoring the New Phrase Pairs

State-of-the-art PBSMT systems usually attach 5
scores to every phrase pair in the translation table:
source-to-target and target-to-source phrase trans-
lation probabilities, source-to-target and target-to-
source lexical weightings, and phrase penalty.

To calculate the phrase translation probabilities
of the new phrase pairs obtained from the shallow-
transfer RBMT resources we simply add them once
to the list of corpus-extracted phrase pairs, and then
compute the probabilities by relative frequency as
it is usually done (Koehn, 2010, sec. 5.2.5). In this
regard, it is worth noting that as RBMT-generated
phrase pairs are added only once, if one of them



happens to share its source side with many other
corpus-extracted phrase pairs, or even with a single,
very frequent one, the RBMT-generated phrase pair
will receive lower scores, which penalises its use.
To alleviate this without adding the same phrase
pair an arbitrary amount of times, we introduce
an additional boolean score to flag phrase pairs
obtained from the RBMT resources.

To calculate the lexical weightings (Koehn, 2010,
sec. 5.3.3) of the RBMT-generated phrase pairs the
alignments between the words in the source side
and those in the target side are needed. They are
computed by tracing the operations carried out in
the different stages of the shallow-transfer RBMT
system. Only those words which are neither split
nor joint with other words by the RBMT engine
are included in the alignments; thus, multi-word
expressions are left unaligned. This is done for
convenience since, in this way, the number of lex-
ical probabilities to take into account is reduced,
and, as a result, phrase pairs containing multi-word
expressions receive higher scores.

S Experimental Settings

We evaluated our RBMT-SMT hybridisation ap-
proach on two different language pairs, namely
Breton—French and Spanish-English, and with
different small training corpus sizes. While the
Breton—French language pair suffers from actual
resource scarceness (there are only around 30 000
parallel sentences available), Spanish—English was
chosen because it has a wide range of parallel cor-
pora available, which allows us to perform both
in-domain and out-of-domain evaluations.

SMT systems for Spanish—-English were trained
from the Europarl v5 parallel corpus (Koehn, 2005),
collected from the proceedings of the European
Parliament. Its whole target side, except for the
Q4/2000 portion, was used to train the TL model
used in the experiments. We learned the translation
model from corpora of different sizes; more pre-
cisely, we used fragments of the Europarl corpus
consisting of 2000, 5000, 10000, 20 000, 40 000
and 80 000 parallel sentences. The sentences in
each training set were randomly chosen (avoiding
the Q4/2000 portion) in such a way that larger cor-
pora include the sentences in the smaller ones.

Regarding Breton—French, the translation model
was built using the only freely-available parallel
corpus for such language pair (Tyers, 2009), which
contains short sentences from the tourism and com-
puter localisation domains split in different sections
for training, tuning and testing. We also used dif-

93

[ Corpus [ Origin | Sentences |
Language model Europarl, Tyers (2009) | 1975773
2k Tyers (2009) 2000
5k Tyers (2009) 5000
10k Tyers (2009) 10000
Training | 20k Tyers (2009) 20000
~ 27k Tyers (2009) 26 835
In-domain tuning Tyers (2009) 2000
In-domain test Tyers (2009) 2000

Table 1: Description of the Breton—French parallel corpora
used in the experiments.

ferent training corpora sizes, namely 2 000, 5 000,
10000, 20 000, and 26 835 parallel sentences, the
last one corresponding to the whole training sec-
tion of the corpus. As in the Spanish-English pair,
sentences were randomly chosen and larger cor-
pora include the sentences in the smaller ones. The
TL model was learnt from a monolingual corpus
built by concatenating the target side of the whole
bilingual training corpus and the French monolin-
gual data from the Europarl corpus provided for
the WMT 2011 shared translation task.!

The weights of the different feature functions
were optimised by means of minimum error rate
training (MERT; Och, 2003). Breton—French sys-
tems were tuned using the funing section of the
parallel corpus by Tyers (2009) and evaluated us-
ing the devtest section of the same corpus. Note
that we can only perform in-domain evaluation for
this language pair.

Regarding Spanish—English, we have carried
out both in-domain and out-of-domain evaluations.
The former was performed by tuning the systems
with 2000 parallel sentences randomly chosen
from the Q4/2000 portion of Europarl v5 cor-
pus (Koehn, 2005) and evaluating them with 2 000
random parallel sentences from the same corpus;
special care was taken to avoid the overlapping
between the test and development sets. The out-
of-domain evaluation was performed by using the
newstest2008 set for tuning and the newstest2010
test for testing; both sets belong to the news do-
main and are distributed as part of the WMT 2010
shared translation task.> Tables 1 and 2 summarise
the data about the corpora used in the experiments.

We used the free/open-source PBSMT system
Moses® (Koehn et al., 2007) together with the

"http://www.statmt.org/wmt11/
translation-task.html
http://www.statmt.org/wmt10/
translation—-task.html

SRevision 3739, downloaded  from
//mosesdecoder.svn.sourceforge.net/
svnroot/mosesdecoder/trunk.

https:



[ Corpus [ Origin [ Sentences |
Language model Europarl 1650152
2k Europarl 2000
5k Europarl 5000
10k Europarl 10000
Training | 20k Europarl 20000
40k Europarl 40000
80k Europarl 80000
In-domain tuning Europarl 2000
In-domain test Europarl 2000
Out-of-domain tuning | WMT 2010 2051
Out-of-domain test WMT 2010 2489

Table 2: Description of the Spanish—English parallel corpora
used in the experiments.

SRILM language modeling toolkit (Stolcke, 2002),
which was used to train a 5-gram language model
using interpolated Kneser-Ney discounting (Good-
man and Chen, 1998). Word alignments from the
training parallel corpus were computed by means of
GIZA++ (Och and Ney, 2003). The Apertium (For-
cada et al.,, 2011) engine and the linguistic re-
sources for Spanish-English and Breton—French
were downloaded from the Apertium Subversion
repository.* The Apertium linguistic data contains
326 228 entries in the bilingual dictionary, 106 first-
level rules, 31 second-level rules, and 7 third-level
rules for Spanish-English; and 21 593, 169, 79 and
6, respectively, for Breton—French (see section 2.2
for a description of the different rule levels).
We ha