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Identification of Sympathy in Free Conversation

Tomotaka Fukuoka and Kiyoaki Shirai
Japan Advanced Institute of Science and Technology
1-1, Asahidai, Nomi, Ishikawa, 923-1292, Japan
{s1320010, kshirai }@jaist.ac.jp

the conversation (Anderson and Keltner, 2002; Hi-
gashinaka et al., 2008). The topics in free conver-
sation are not fixed but could be changed by the
speakers at any time. To make the conversation nat-

Abstract

Dialog systems are generally categorized into
two types: task oriented and non task oriented

systems. Recently, the study of non task ori-
ented dialog systems or chat systems becomes
more important since robotic pets or nursing
care robots are paid much attention in our
daily life. In this paper, as a fundamental tech-
nigue in a chat system, we propose a method
to identify if a speaker displays sympathy in
his/her utterance. Our method is based on su-

ural and smooth, however, a non task oriented dia-
log system can not arbitrarily change the topics. It
is uncomfortable for the user if the system would
suddenly change the topic when the user wants to
continue to talk on the current topic, or if the sys-
tem would keep the same topic when the user is

bored and does not want to talk on the topic any
more. If the system fails to shift the topic at ap-

propriate time, the user may break the conversation.
The sympathy of the user is one of the useful clues to
guess good timing for changing the topic. If the user
shows the sympathy for the current topic, the sys-
tem should continue the conversation with the same
topic. On the other hand, if the user does not display

Dialog systems could be broadly divided into two_the sympathy, the system should provide other top-

categories. One is a task oriented dialog system. IS Therefore, it is essential for the chat system to
focuses on a specific task such as guidance on sigﬁHeSS the sympathy of the user.
seeing, hotel reservation or promotion of products, This paper proposes a method to automatically
and communicates with a user to achieve a goal @idge whether the user displays the sympathy in
the task. The other is a non task oriented dialog sybis/her utterance as a fundamental technique in a
tem or chat system. It does not suppose any spren task oriented dialog system. In this paper,
cific tasks but can handle a wide variety of topicsve define ‘sympathetic utterance’ as the utterance
to freely chat with the user. Most of the past rewhere the speaker expresses the sympathy or ap-
searches focus on task oriented dialog systems. jmoval especially when he/she replies to subjective
recent years, however, non task oriented dialog syatterance of the other participant. Note that the utter-
tems become more important since robotic pets @nce just showing agreement is not defined as sym-
nursing care robots are paid much attention (Libipathetic. Various kinds of clues could be applicable
and Libin, 2004). for identification of the sympathy, such as facial ex-
One of important characteristics in free converpressions, gesture or the contents of the utterance.
sation is sympathy of a speaker for the topics ifsince we focus on a text based chat system, our

pervised machine learning. New features are
proposed to train a classifier for identifying the
sympathy in user’s utterance. Results of our
experiments show that the proposed features
improve the F-measure by 3-4% over a base-
line.

1 Introduction

1
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method only considers the content and detects tlamce, the length of the utterance and so on.
user's sympathy in a transcript of the utterance. In To identify the dialog acts of the sentences in
addition to ordinary n-gram features, new featuremicroblogging, semantic category patterns were in-
for the sympathy identification are introduced. Theroduced as the feature of Support Vector Machine
effectiveness of our proposed features will be prove(EVM) classifier (Meguro et al., 2013). The words
via empirical evaluation. in the utterance were converted into their semantic
The remaining parts of this paper are organizedategories (or abstract concepts) using a thesaurus,
as follows. Section 2 discusses related work for ththen n-gram of not words but semantic categories is
sympathy identification. Section 3 presents our praised as the feature. Results of this study showed
posed method. Section 4 reports results of evalughat n-gram of the semantic categories was more ef-
tion experiments. Finally, Section 5 concludes théective than word n-gram.

paper. This study also applies supervised learning for au-
tomatic identification of the sympathy. Especially,
2 Related work we investigate what are the useful features to infer

) ] the sympathy in the utterance. Therefore, we fo-
A consuderablg ”“mk_’er of studies ha_lve b_een Mag&s on identification of the sympathy only, although
on an automatlc tagging of utte_rance ina dla!og COhany previous work handled the sympathy as one of
pus. That is, each uttg rance in the d|a_1log IS a_Utcfhe dialog acts. Several studies reported that charac
matically annotated with some useful 'nformat'or}eristics of the sympathy could be found in an ex-
such as dialog act_s. Herea_fter_we call it ‘dialog tag', esgjon at the end of the utterance (Itoh and Na
Sup_er\_nsed_ rnac_hme Iegrnmg IS often- used for aut‘g'ata, 2007; Huifang, 2009). In addition, there might
matic identification of _dlalog tags. Since the SYMpe more linguistic features indicating the sympathy
pathy of the speaker Is also regarded as a kind 8ff the speaker. The main contribution of the pa-

dlalog' tags, we !nt.roduce severgl rela}ted work _a'”ber is that new features for the sympathy identifica-
tomatically classifying utterance into dialog tags iN%ion are proposed through manual analysis of a free

cIud.lng the sympattly conversation corpus. Furthermore, the effectiveness
Xioa et al. (2012) proposed a method to estipt ihege features is empirically evaluated by experi-

mate the sympathy speech using the language moggl s Note that the target language in this study is
learning tool SRILM (Stolcke, 2002). In their Japanese.

method, n-gram of words were used as the features
to classify if the utterance indicated the sympath® Proposed method

of the speaker. They reported that bi-gram was the

most effective feature and the accuracy of the synf2Ur Systém accepts a text of utterance in free conver-
pathy identification was around 60%. sation as an input, then guesses whether it indicates

A set of 29 dialog acts including ‘empathy’ Wasthe speaker’s sympathy. Support Vector Machine

proposed toward an open-ended dialog system (MiSYM) (Chih-Chung and Chih-Jen, 2001) is applied
nami et al., 2012). They performed the automatit? tral_n a binary cla_lssmer to judge if the given utter-
recognition of them using a weighted finite-statéc€ 1S sympathetft

transducer with the words in the utterance.

Sekino et al. (2010) tried to identify the dia—W desi he following 9 f ; h
log acts using Conditional Random Fields (CRF), e cesign the following 9 features for §ympat y
identification. Note that all features are binary, that

SWBD-DAMSL tag set (Jurafsky et al., 1997) were, th iahtin the feat toris 1 ifiti ¢
used as a set of dialog acts. Note that the tag ‘syrﬁsi’th N vztelg n Oe t?\a ure vectoris L Iitis presen
pathy’ is included in SWBD-DAMSL. The features " 1€ Utl€rance, O othenvise.

used for training CRF were the tag of the prewoug,ng: Word n-gram

utterance, the number of content words in the utter-
2Memory-based learning (TiIMBL) (Daelemanset al., 2010)
ISince we focus on the methods that handle Japanese uttiralso applied in our preliminary experiment, but SVM slightly
ance, some of the related papers are written in Japanese.  outperformed TiMBL.

3.1 Feature
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The word n-gram (n=1,2,3) is used as the fea- We introduce a feature indicating if the same
ture, since it represents the content of the utter-  word appears in the current and previous utter-
ance. This is the basic feature widely used for  ance.
identification of the dialog tags in the previous
work. Since the content of the previous utterFrw2: Repetition of word (2)
ance is also important, we use the word n-gram  Repetition of the words does not always indi-
of both the current and previous utterance. cates the sympathy. Let us consider the follow-
ing example.
Al WEEDEE | B [elof?
(seaweeddislike)
(Do you dislike seaweed?)

F.,: Length of utterance
Since the sympathetic utterance tends to be
short, the length of the utterance (the number
of characters) is considered. In the simple ap- ] s
proach, the length feature is defined according ~ B* < 9/?‘/%/7@“’;@/‘ I i g
to intervals, such ad'~5’, ‘ 6~ 10" and ‘more ((I\Sl(c)))t o mu(cnr? )seawet(;leiwee )
than 10’. However, it is rather difficult to deter- ’ '
mine the optimum intervals. In this study, the =~ The speaker B repeats the word} % (sea-
length features are defined as in (1) and (2) weed)’, but his/her utterance does not show the

0 i 1, isin[i — 2,7+ 2] @) sympathy:

(ong) . if 1, > 20 )

len

This feature is similar t@.,,1, but more strictly
checks the presence of repetition of the content
, Wherel,, stands for the length of the utterance. ~ words. The featurd-.,» is activated if either

We use 17 length featur#e?z (3<i<19)as condition below is fulfilled:
1l . . .

well as an extra featw¢l(62ng) indicating the e The last predicative word in the previous

utterance is long. This approach enables us to utterance is also found in the current ut-

incorporate the information of the length of ut- terance.

terance into SVM more flexibly. e There is only one content word in the cur-
Fy,,: Turn taking rent.utterance and it also appears in the

In our conversation corpus, the speakers may previous utterance.

give two or more utterance in one turn. This

feature indicates the presence of turn takingtrc1: Repetition of semantic class (1) _
i.e. whether the speaker of the current and pre- Repetition of not words but semantic classes is

vious utterance is the same. considered in this featur_e. In the folloyving ex-
ample, no content word is overlapped in two ut-
Frw1: Repetition of word (1) terance, but the speaker B express his/her sym-

The _speakers of_ten show_their sympathy by re-  pathy by saying% L 7>~ (fun)’ whose mean-
peating a word in a previous utterance of the  ing is similar to i 47>~ (interesting)’ in the
other. For example, in the simple conversation  speaker A's utterance.

3
below?3, the speaker B repeats the wori{E A o) B N1 E Do [

(fine work)’ to agree with A's comment. (that) (movie)  (interesting)
A HOI WE 13 BEE T2 (That movie was interesting.)
(that) (mow'e). (f|r.1e work) (be) B: 35 7o /7- 1A
(That movie is a fine work.) (fun)
B: f#E /7217 (It was fun.)
(fine work) (be)

(itis a fine work.) This feature is activated if the same seman-

3Note that /' stands for the word segmentation, and a word tic class appears in both current and previous

or a sentence in parentheses is an English translation. Thewords  Utterance. A Japanese thesaurus ‘Bunruigoi-
without translations are function words that have no meaning. hyo’ (National Institute for Japanese Language
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and Linguistics, 2004) is used to obtain the se-  speaker. Based on the above observation, the
mantic classes of the words. If one word has  expression at the end is introduced as the fea-
two or more semantic classes in the thesaurus, ture. In this paper, it is represented by a se-
all of them are used to check repetition in two quence of function words at the end of each
utterance. That is, we build the lists of all pos- sentence in the utterance.
sible semantic classes of all content words in o
the current and previous utterance, and check #2 Combination features
there is an overlap between them. In the preliminary experiment, we investigated sev-
N _ eral types of kernels of the SVM classifier: linear
Fy.c2: Repetition of semantic class (2) ~ kernel, polynomial kernel, radial basis function and
Similar o Fy., repetition of the semantic g5 on5 \We found that the kernels except for the
classes are strictly checked as follows: linear kernel performed very poorly on our data set.
e The semantic class of the last predicalherefore, we chose the linear kernel. However, the
tive word in the previous utterance is alsondividual features are regarded as independent each
found in the current utterance. other in the SVM with the liner kernel, although the

« There is only one content word in the cur-dependency between the features should be consid-

rent utterance and its semantic class als§'€d- . .
appears in the previous utterance. To tackle this problem, we introduce a feature

composed by combination of the existing features.
F4,: Dialog act When a feature set = {... f; ...} is derived from
Dialog act is also a useful feature to identifyone utterance, wherg is one of the features de-
the sympathy. When we hear the other’s assescribed in Subsection 3.1, all possible pairs of fea-
tion or opinion, we sometimes show our sym+iures|f;, f;] (i # j) are also added to the feature
pathy with it. However, we seldom express theset. Hereafterf;, f;] is referred to as a combination
sympathy for a simple yes-no question. In thigeature. The combination features enable the clas-
study, we define a set of dialog acts in free consifier to consider the dependency between two fea-
versation as in Figure 1. tures. Since the number of this feature are increased
combinatorially, feature selection is applied as de-
scribed in the next subsection.

self-disclosure, question(yes-ng
guestion(what), response(yes-no),
response(declarative), backchannel, 3.3 Feature selection

filler, confirmation, request A simple feature selection procedure is introduced.
We apply the feature selection only for the word
n-gram feature K,,,) and the combination feature,
) since the numbers of these features are extremely
We manually annotate the conversation coerﬁigh
with the dialog acts and use them as the fea- e correlation between a sympathy class and a
tures. Infuture, the dialog acts should be autg ¢ e 1. is measured by? value. The features are
matically identified to derive this feature. discarded whe? value is less than a threshold. We
F,,.4: End of sentence denote the threshold of? value for the n-gram and

The speakers often show their sympathy in aRombination feature ag,,; andTeoms, respectively.
expression at the end of their utterance. Fdih the experiment in Section 4, these thresholds will

example, in Japanese/>[dd] / #2 [nd” or be optimized with a development data.

“ X [yol/ 7a[ng”# at the end of the sentenceg 4 Filtering of negative samples

strongly indicates the sympathetic mood of the ) i ) o )
In supervised machine learning, it is inappropriate

T - o
Parentheses show pronunciation of each word. '/ Sta”dgaat the numbers of positive and negative samples in
for word segmentation. Note that these words are particles a

have no meaning. SWe used LIBSVM (Chih-Chung and Chih-Jen, 2001).

~—

Figure 1: Dialog act
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the training data are extremely imbalanced, since the Input : U = {uy, ug, - -, up}
trained classifier may display strong bias for the ma- Output: Uy, Uy
jority class. In general, however, the sympathetic ut- Uy < 0, Uy 0
terance does not frequently appear in free conversa-co. - . 1 ton do
tion. Actually, the ratio of the sympathetic utterance
is 1.1% in our conversation corpus as will be shown
in Table 1. To tackle this problem, a filtering pro-
cess to remove the negative samples is introduced to
correct imbalance of the training data. sim — cos(ug, u;)

The basic idea of our filtering method is that we if sim > Sy t7hejn
try to remove redundant negative samples. Here ‘re- | Uy «Uyu {u;}
dundant’ sample stands for a sample that is similar end
to other samples in the training data. Similar neg- end
ative samples might be redundant and could be re- Uy < Uy U {u;}
moved from the training data without any significant end
!oss of the classification performance_z. The 3|m|lar-Algorithm 1: Search for redundant negative sam-
ity between two samples (utterance) is measured b)f)les
cosine similarity of the vector consisting of the word
n-gram feature only.

Itis time consuming to calculate the similarity be-F-measure of the identification of sympathetic utter-
tween all possible pairs of the utterance in the traingnce.
ing data. Instead, we reduce the computational cost
by constructing clusters of the utterance as the préd-1 Data

possessing. First, the clusters are constructed fromfeidai conversation corpu$ is used to train and
the set of the negative samples. A fast clusteringvaluate our proposed method. It is a collection
algorithm ‘Repeated Bisections’ is used, where thef transcription of actual conversation or chat in
number of the cluster is set to 1600 Japanese. Two to four participants joined free con-
For each cluster, the redundant negative samplegrsation. Dialogs where the number of the partic-
are detected by Algorithm 1. Given a set of utteripants is two are chosen from the corpus, then each
ance in a clustet/, the algorithm divides the utter- utterance is manually annotated with ‘sympathy tag’
ance into a set of non-redundant utterabgeto be indicating whether it expresses the sympathy of the
kept and redundant utteranthg to be deleted. For speaker or nét
each utterance;, if the similarity between; and We randomly divide the conversation corpus into
the rest of the utteranas; is greater than the thresh- three sets: 80% training, 10% development and 10%
old Sy;;, u; is added to the séf;. Thenu; is added test set. Table 1 shows the number of the dialogs,
to Ug. Intuitively, if several similar utterance are sympathetic utterance (sym) and non-sympathetic
found, only the first appeared one is remained in thetterance (non-sym) in each data. The ratio of the
training data. Note that the threshofig;; controls positive and negative samples stands at 1 to 86, that
the number of the removed negative samples. It is, the number of sympathetic utterance is much
optimized on a development data. fewer than non-sympathetic. A balanced data in-
"https://dbms.ninjal.ac.jp/nuc/index.php

?mode=viewnuc

. . . 8Each dialog in the corpus is annotated by one person. To

This section reports experiments to evaluate our Preseasure inter-annotator agreement, another annotator put sym-

posed method. In this experiment, the systems apathy tags to only three dialogs. Cohen’s kappa was 0.27. It

evaluated and compared by the precision, recall aritflicates the difficulty of the sympathy identification task. In

future, the definition of sympathetic utterance should be more

SWe used the clustering tool CLUTitp://glaros clarified to make a better annotation guideline for consistent an-

.dtc.umn.edu/gkhome/views/cluto notation.

if u; € Uy then
| next
end
for j < i+ 1tondo

4 Evaluation



PACLIC 29

on the test data, while Table 3 shows the results

Table 1: Statistics in the conversation corpus .
s on the balanced test data. In these tables, the fil-

da'Fa. dialog Sym _ non-sym tering of the negative samples is not applied. Our
training & 861 73378 proposed method outperformed the baseline on the
developmenf 10 103 8882 whole, although the precision was comparable on
test 10 99 8598 the balanced data. In the imbalanced test data, the

F-measure was not so high. This is because the sym-

uding th ber of th it q %athetic utterance does not frequently appear in the
cluding the same number of he posItive and Ne9a,  arsation corpus. Since the participants of some
tive samples is also used for evaluation. It is mad

by keeni I " : drandomiv ch Sialogs were strangers, they might hesitate to ex-
vy keepinga positive samples an i randomly Ch00sso 5 their sympathy. On the other hand, in the bal-
ing the equal number of the negative samples in t

traini devel ¢ and test data. Wi ‘ ced test data, the results were reasonably high. If
raining, development and test data. Ve repea té)ur method is applied for the conversation between

tcr? nstrutc t the. b?rl]ancefq da:jtatflve ?m?\l&tantf] ivt?]luaé?ose friends where they frequently show their sym-
€ systems In these five data sets. Note that the | athy, it will achieve better performance than the re-

sults on thg balanced data shown belowiare the aveliits in Table 2.
age precision, recall and F-measure of five trials.

4.2 Results and discussion Table 2: Results on the imbalanced test data
P R F
Baseline £,,) 0.23 0.11 0.15
Proposed method 0.28 0.13 0.18

4.2.1 Parameter optimization

First, the parameter;,, for selection of n-gram
feature was optimized on the development data. Fig-
ure 2 shows a change in precision(P), recall(R) and Table 3: Results on the balanced test data
F-measure(F) on the development data. We chose ) R =
T,g = 0.9 as the best parameter where the precision, Baseline f,,) 080 073 076
recall and F-measure were the highest. In this case, Proposed mgetho 40.81 0.76 0.80
4378 features, which are 1% of all n-gram features,
were selected.

4.2.3 Effectiveness of features

Next, to investigate the effectiveness of our pro-
posed features, the models with several feature sets
are compared. We train the classifiers with the ba-

035
03 , R
‘ F

0.25

02 o 4 e sic word n-gram feature and one of the other fea-
0.15 tures (denoted a8}, + F), and compared it with
01 the baseline modek,,). We also compare the clas-

sifier with all features (denoted ds477). Table 4
and 5 show the results on the imbalanced and bal-
anced test data. Note that the combination features
are not used in this experiment.
Figure 2: Optimization of},, On the imbalanced test data, adding the feature
Fien, Frea, Fy, and F,,,4 caused a decline of the F-
measure. Furthermore, the classifier using all fea-
tures were comparable with the baseline. However,
on the balanced data, almost all types of the features
4.2.2 Results contributed to gain the F-measure. In addition, pre-
We define the baseline as the classifier with theision, recall and F-measure &4, were better
word n-gram feature only. Table 2 reveals the pethan the baseline.
formance of the baseline and our proposed method From the results in Table 4 and 5, turn takirg,()

0.05

0
010203040506070809 1 2 3 4 5

Another parameters,,,,,, andS; were also op-
timized. The details will be reported later.
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Table 4: Effectiveness of the features on the imbalanced_-réIble 6 and 7 _conjpare the C!aSSIer.I'S with and
test data without the combination feature in the imbalanced

Feature set| P R = and balanced test data, respectively. In Table 6, the
F, 023 011 015 combination feature improves both precision and re-
an +F,, | 018 008 0.11 call in Far; feature set. While, combination of
an +F, |025 012 0.16 the n-gram features increases the precision but de-
an +F. | 025 011 0.15 creases recall and F-measure. Therefore, the combi-
an + F. | 026 011 0.15 nation of our proposed features worked well, but the
an +F. | 023 011 015 combination of n-gram not.

an +F., | 021 010 0.14 In the balanced test data (Table 7), the models
FnZ +F, |019 008 0.11 with and without the combination feature are com-
Fog+ Fong | 019 010 0.13 parable. _

Farr 024 0.11 0.15 ComparingF,,+COM B and F 4., +COM B in

Table 6, incorporation of the proposed features im-
Table 5: Effectiveness of the features on the balanced tgstoved the F-measure with a loss of the precision.

data In the same comparison in Table 7, all three crite-
Feature set| P R F ria were improved by using the proposed features.
Fog 0.80 0.73 0.76 Therefore, it can be concluded that our proposed fea-
Fny+ Fen, | 081 073 0.77 tures are effective for identification of the sympathy,
Fng+Fy,, |081 075 0.78 especially when the dependency between two fea-
Fog+ Frn | 081 073 0.77 tures is considered.
Fog+ Fry2 | 081 073 0.77
Fog+ Frear | 081 0.72 0.76 Table 6: Evaluation of the combination feature on the im-
Fog+ F.o | 081 0.73 0.77 balanced test data
Fny+Fy; |081 073 0.77 Feature Set P R F
Fog+ Feng | 0.82 0.74 0.78 Fog 0.23 0.11 0.15
Farr 0.83 0.77 0.80 Fog+COMB 0.31 0.09 0.14
Farr 0.24 0.11 0.15
Farp+COMB | 0.28 0.13 0.18

and repetition of word £,.,,; and F}.,,2) seem the
most effective features. Since the increase or ddable 7: Evaluation of the combination feature on the bal-
crease caused by adding one feature is inconsistéced test data

for several features on the imbalanced and balanced Feature Set P R F
data, however, the effectiveness of them are rather Fhg 0.80 0.73 0.76
unclear. F,y+COMB | 080 0.73 0.77
Farr 0.83 0.77 0.80
4.2.4 Effectiveness of combination feature Far;+#COMB | 0.81 0.76 0.80

In this subsection, we evaluate the combination
feature. Two sets of the features are investigated: the
word n-gram featurd,, and all proposed features 4.2.5 Evaluation of filtering of negative samples
F4r1,. For each feature set, the combination features The method of negative sample filtering was eval-
are added to the feature vector of the utterance. uated using the imbalanced data set. First, the pa-
Recall that we introduce feature selection for theameterS; was optimized as 0.5 that achieved the
combination feature. The paramefgy,,,, was op- highest F-measure on the development data.
timized on the development datd,,,,, was set as  Three methods are compared in this experiment:
140 for both feature sets,, andF,; on the imbal- a model without the negative sample filtering (w/o
anced data. While, it was set as 280 and 2604gr  Filtering), a model with the filtering by our proposed
andF,; on the balanced data, respectively. method (Proposed Filtering) and a model where the
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negative samples are randomly removed (Randofrom long previous utterance.

Filtering). In Proposed Filtering, 25,174 negative Many errors were also found when both the cur-
samples were removed from the training data. Inent and previous utterance were too short. We
Random Filtering, the same number of the negativguessed that the classification errors were caused by
samples were randomly removed. We repeated thiee lack of the features. Due to the feature selection,
training of the classifier with random filtering five even the word n-gram feature was sometimes not ex-
times and compared the average with the other mettracted from short utterance. One of the solutions is

ods. to apply feature selection only for bi-gram and tri-
gram while remaining all uni-gram features, in order
Table 8: Evaluation of filtering methods to prevent from extracting no n-gram feature.

P R = We also found that several false negatives were
wio Filtering 028 013 018 caused by the featur€.,,;. Some of the expressions
Proposed Filtering 0.23 0.16 0.19 at the end of the sentence indicate the speaker’'s sym-
Random Filtering | 0.25 0.18 0.22 pathy, but not always. Let us suppose such an ex-

pression appeared in non-sympathetic utterance and

the lengths of both current and previous utterance
Table 8 reveals the results of three methods. Bwere short. In such cases, since only a few fea-

the filtering, the recall was improved, while the pretures were extracted, the end of the sentence feature

cision declined. It is natural because the classifiestrongly worked to classify the utterance as the sym-

tends to judge the utterance as sympathetic (pogathetic. The way to incorporate the end expression

tive) when the number of the negative samples in thiato the classifier should be refined.

training data is reduced. Since F-measure was im- _

proved, the filtering of the negative samples seems & Conclusion

contribute toward improvgmgnt of the performancerig paper proposed a method to identify the sym-

However, our proposed filtering method was Worsgaihetic utterance in the free conversation. The main
than the random sampling. Itis still uncertain Why,ohtripution of the paper is to propose novel features
the idea to remove the redundant negative samplgs sympathy identification. Results of the experi-

is inappropriate in this task. In future, we will in- ans indicate that (1) the proposed features are ef-
vestigate the reason and refine the algorithm of the ie especially when the pairs of these features
negative sample filtering. are considered as the additional features, (2) among
the proposed features, turn taking and repetition of

_ _ _the content words show strong correlation with the
We have conducted an error analysis to find majafympathetic utterance, and (3) the filtering of nega-

causes of the errors. First, we found many falSgye samples is important to improve the F-measure.
p_o_smves (the sympathetl_c utterance is Wrongly clas- F.measure of the proposed method was still low
sified as non-sympathetic) and false negatives (thg the extremely imbalanced positive and negative
non-sympa_lthetlc utterance is wrongly classified aSample data. We proposed the filtering method to
sympathetic) when the previous utterance was longamove the redundant negative samples, but it was
In such cases, the previous utterance consisted gfse than the random filtering. However, since the
many sentences, but only one sentence was usuglysits on the balanced data were promising, we be-
related to the current utterance. Although many fegjeye that the filtering of negative samples is a right

tures were derived from the previous utterance, ”Way to improve the performance. In future, we will

most of them were irrelevant. Such noisy featuregontinue to explore a better way of negative sample
might cause the classification error. To overcomgyiering.

this problem, the coherence between the current and
previous utterance should be considered. In other
words, it is required to introduce a method to choose
only the sentence relevant to the current utterance

4.3 Error Analysis
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Abstract

The information explosion in modern days
across various media calls for effective
opinion mining for timely digestion of
public views and appropriate follow-up

actions.  Current studies on sentiment
analysis have primarily focused on
uncovering aspects like subjectivity,

sentiment and credibility from written data,
while spoken data are less addressed. This
paper reports on our pilot work on
constructing a corpus of Cantonese verbal
comments and making use of multi-
dimensional analysis to characterise
different opinion types therein.
Preliminary findings on the dimensions
identified and their association with
various communicative functions are
presented, with an outlook on their
potential  application in  subjectivity
analysis and opinion classification.

1 Introduction

Nowadays there are numerous channels for
expressing personal opinions. Views expressed in
written forms are no longer confined to
newspapers and magazines but are found
everywhere in social media on the almost
boundless internet. Meanwhile, the boom in all
kinds of talk shows and phone-in programmes on
radio and television have allowed both experts and
non-experts to voice their views on many different
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subjects such as politics, finance, entertainment
and leisure, just to name a few examples.

The challenge in such information explosion has
to be met by effective opinion mining, which has
so far focused on the subjectivity, sentiment,
credibility, etc. from written data. Spoken data
and the sub-types of opinions are relatively less
addressed, which motivated our current work.

Opinionated utterances, or verbal comments, are
likely to form a specific informal spoken genre as
social media text has made a specific type of
written language. They are distinct for utterance
lengths, incompleteness, presence of speech errors,
self-repairs, and speech planning evidence,
amongst others. The comments may also be
further  categorised  according to  their
communicative functions, such as presenting the
speaker’s stance, giving advice to someone,
providing information, making prediction, and
evaluating or judging something. The effective
classification of these different functions will be
essential. This paper thus reports on a pilot study
on the construction of a corpus of Cantonese
verbal comments and the use of multi-dimensional
analysis for characterising different types of
opinions expressed therein, and discusses the
potential application of the results in subsequent
opinion mining work.

Section 2 reviews related work. Section 3
introduces our corpus of Cantonese verbal
comments.  Section 4 discusses the linguistic
features used in the preliminary multi-dimensional
analysis done in the current study and the initial
results, while Section 5 concludes with future
directions.

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 10 - 18
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Oi Yee Kwong
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2 Related Work

Opinion mining often involves subjectivity and
sentiment analysis. Subjectivity analysis aims at
distinguishing opinionated sentences from factual
statements, where the former is also known as
private states, referring to one’s mental and
emotional states which may express one’s attitude,
feeling, beliefs, evaluation, speculation, etc.
Sentiment analysis attempts to classify the polarity
of subjective views as positive, neutral, or negative.
A comprehensive survey can be found in Pang and
Lee (2008), and Liu (2010).

Past studies have mostly been concerned with
written data, typically first-hand opinions like
movie reviews (e.g. Pang et al., 2002), product
reviews (e.g. Hu and Liu, 2004), or debates on
web forums (e.g. Somasundaran and Wiebe, 2009),
and second-hand opinions reported or quoted in
news articles (e.g. Wiebe and Wilson, 2002; Tsou
et al., 2005; Ku et al., 2006).

Systems often leverage some sentiment lexicons
(e.g. Wilson et al., 2005; Esuli and Sebastiani,
2006) and are thus primarily lexically based (e.g.
Pang et al., 2002; Turney, 2002; Polanyi and
Zaenen, 2006; Li et al., 2012), although tasks
requiring more fine-grained information like
opinion holders and targets would require more
than simple lexical clues (e.g. Kim and Hovy,
2006; Lu et al, 2010; Zirn et al, 2011).
Approaches using multi-lingual data are also
gaining attention (e.g. Banea et al., 2010).

Subjectivity may be associated with various
communicative functions, such as presenting one’s
stance, giving advice, making prediction,
evaluating and commenting, etc. Such functions
are achieved with a combination of rhetorical
devices including but not limited to lexical choices.
Corpus-based discourse analysis has thus often
relied on multiple linguistic patterns to
characterise register variations (Biber, 1988;
Kaufer and Ishizaki, 2006).

Multi-dimensional analysis, as explained and
applied in Biber (1988) as well as Conrad and
Biber (2001), makes use of multivariate statistical
techniques like factor analysis to identify salient
linguistic ~ co-occurrence  patterns  (called
“dimensions”) from a wide range of linguistic
features. The dimensions are functionally
interpreted and then used to characterise various
spoken and written registers. Biber (1993), for
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instance, identified five dimensions for the texts in
the LOB corpus and London-Lund corpus based
on 67 linguistic features. The first dimension has
been labelled as “informational vs involved
production”, where the former is marked by
features like word length, nominalizations,
prepositions, etc. and the latter by present tense
verbs, contractions, first and second person
pronouns, etc.

The current work forms part of our project in
which we investigate Cantonese verbal comments
made in various domains and intend to use multi-
dimensional analysis to characterise the comments
and their respective communicative functions.
Some preliminary results on corpus construction
and the pilot study involving multi-dimensional
analysis are reported and discussed in this paper.
Our plan is to further employ the identified co-
occurrence patterns of linguistic features for
opinion mining in the future.

3 Corpus of Verbal Comments

3.1 Data Collection

The corpus compiled contains transcribed spoken
Cantonese data from television and radio
programmes broadcasted in Hong Kong during
late 2013 to early 2014. They cover various
domains (politics / current affairs, economics /
finance, and food / entertainment) presented in
different styles (such as interviews, phone-in
programmes, singing contests, and food/film
critics). Table 1 shows the data sources.

3.2 Pre-processing and Annotation

The transcription was done in verbatim with
respect to individual speaker turns. The start time
and end time for each turn were recorded. The
role of a speaker within the programme (such as
host, guest, reporter, and caller) was also noted.
Self-repairs, hesitations, and pauses in the speech
were indicated in the transcription accordingly.
Table 2 shows an example, where the symbols //,
M and -- indicate intonational pause, self-repair
and lengthening (by second) respectively.
Transcription in Jyutping (for Cantonese) and an
English translation for the content is given for
reference. The talking speed for a given speech
sample was calculated by the average number of
syllables per minute.
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Domain

Content and Programmes

Politics /
Current Affairs

Interview programmes on TV/radio by host(s) with a guest, sometimes with phone-in

sessions

o EHA/NF 15 (Face to Face): A one-to-one interview programme on TV, produced by
RTHK

o EHA/NHIE (Accountability): An interview programme (with two hosts and one guest)
broadcasted on radio, containing phone-in sessions, produced by RTHK

o iEk%E (On the Record): A one-to-one interview programme on TV, produced by TVB

Economics /
Finance

TV programmes with discussions between host and financial analysts, sometimes with

phone-in sessions

o HiHHZ (Finance Blog): A financial analysis programme on TV, usually with one host
and one guest analyst, plus phone-in sessions, produced by ATV

o FEFHHTEIE (Wall Street Express): A financial analysis programme on TV, with one
host and one guest analyst, containing phone-in sessions, produced by Cable TV

o X (Property): A real estate commentary programme on TV, with two or more
hosts, reporters and interviewees, produced by Cable TV

Food /
Entertainment

TV/radio programmes with critics on food/film, and singing contests on TV with judge

comments

o —firgEE A% (One Hour So): An entertainment programme with a main host
introducing food and restaurants with critics, sometimes with cooking demonstration,
may have co-host in some episodes

o B/ EEEEZ (The Voice): A series of singing contests on TV with instant
comments from adjudicators, produced by TVB

o THE A (Asian Million Star): A series of singing contests on TV with instant
comments from adjudicators, produced by ATV

o FEZM RS (Movie World): A film critics programme broadcasted on radio, usually
with three hosts, produced by RTHK

Table 1: Data Sources

Programme | EHH /5T 5 (Face to Face)

Date 2013-10-12

Start time 00:02:09

End time 00:02:16

Role Guest

Content BF BB/ (BN ek Bf 0 7l ME /1 Bk

aa3 m4dhai6 keoi5dei6 coeng3ji5 ge3 jeb mo5 man6tai4 daan6hai6
ah no they propose ’s thing have-not problem but
Well, no, there is no problem with what they proposed, but

BB % ok WE # A M /i Rl I

keoi5dei6 ge3 zou6faat3 nel zau6 jau5 man6tai4 gam2 so2ji5  nel
they s method PAR ADV have problem so therefore PAR
the way they did it was problematic, and so

Bifs & L Big - Btk oM oE | 3
ziklhai6 ngo5 zau6 gok3dakl ziklhai6  jiu3 jiu3 ceotllai4 gong2
that is I  ADV feel thatis needto needto come out speak
I mean, | feel that ... well ... Thaveto ... have to speak out.

Table 2: Example of a Speaker Turn
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Sentiment annotation mainly follows the way
explained in Wiebe et al. (2005). Annotators were
asked to identify any opinions and other private
states (e.g. beliefs, sentiment, speculation, etc.)
expressed in the transcribed speech. First, the
speech content may contain objective factual
information as well as subjective opinions, as in
the following examples respectively:

SEEINFE 5/ IVE S B
(Our guest today on Face to Face also
participated [in the event].)

RIAIRFTELHHUE eh HeAURTaR Bk fan b 18k
(That means you have no reason to skip the
steps and jump the gun.)

Second, opinions and other private states may be
expressed explicitly with private state verbs or
specific polar elements or implicitly with different
styles of language, as in the following examples
respectively:

WEfEE e NEE

(This situation is worrying.)

ITFF 45 0 L e W s sy S AR e W {1
TS PRI

(The consultation documents eventually
come out this week. [implies the documents
come out late])

Third, opinions may be from sources other than
the speaker, especially when the speaker quotes
someone else who is the source of the opinion.
Fourth, opinions may be expressed with different
strengths, which may have to be judged in context.
Fifth, different attitudes may be conveyed in
opinionated speech, which may typically be
neutral, positive or negative. Sixth, the opinions
or attitudes may be expressed with respect to
certain things, people or events, which we call the
target.  Finally, opinionated speech may serve
various communicative purposes, as demonstrated
by the examples in Table 3.

For the annotation, the transcribed speech was
first split into speech segments. In general the
intonational pauses (marked with //) were taken as
segment boundaries. Hence each speaker turn may
contain one or more speech segments, and these
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segments may make up one or more speech events.
A speech event is considered to correspond
roughly to a full sentence in written text.

For each speech event, as well as any private
state expressed in a speech event, the following
fields are to be filled: From (the starting segment),
To (the ending segment), Word span (for events
with explicit speech verbs), Subjective (whether it
is an opinionated segment), Source (speaker by
default or otherwise indicated), Target (the object
of the opinion), Strength (how strong the opinion
is: low, medium, high), Polarity (positive, neutral,
negative), and Function (purpose of the speech
event).

Polar elements, or expressions in the speech
conveying positive or negative sentiments, are also
identified. For each polar element, the following
information is to be provided: From (the starting
segment), To (the ending segment, usually the
same as From), Word span (the expression
conveying polarity), Source (speaker by default,
otherwise indicate nested sources), Strength (how
strong the expression is: low, medium, high), and
Polarity (positive, neutral, negative).

Function Example
Stance 26 U 2 P A 1
(The owner should not further
raise the rent.)
Evaluation/ | IEgEIEFFIEFE/ME & EEH)
Comment (The singing is not bad, but the
poise is not good enough.)
Speculation | Fe4E5ETE BRI AR E
(I really doubt the truth of this
case.)
Prediction P e 2, oy I I
(Property prices will probably fall
a little.)
Elaboration/ | (A& o] RERLEAILE FTLA---
Justification | (The interest rate will probably go
up, therefore ...)

Table 3: Communicative Functions of Opinions

3.3 Materials for Pilot Study

The current pilot study made use of a subset of the
corpus from two domains: current affairs and
finance. Speaker turns by host or guest were
selected. Only those turns which last at least 10
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seconds were included. Each speaker turn was
considered one speech sample. Drawn from about
150 minutes of transcribed speech from current
affairs programmes and about 230 minutes of
transcribed speech from finance programmes, a
total of about 340 minutes of speech containing
495 samples with over 117K syllables were used
in the analysis. The breakdown for individual
domains and roles is shown in Table 4.

Domain Time (mins) Syllables Samples
Host | Guest | Host | Guest | Host | Guest

Current 51 01| 101.64 | 10,434 | 32,593 | 86 | 154

Affairs

Finance 72.80|134.10 | 25,367 | 49,164 | 129 | 126

Table 4: Data Size for Current Study

4 Multi-dimensional Analysis

4.1 Linguistic Features Used

The following linguistic features were extracted
and counted from the annotated materials
described above. The quantitative data were then
used in the current pilot analysis:

e Pronouns, including first person pronouns
(F 1, Fmt we), second person pronouns (i
you, {Rit you), and third person pronouns
({E helshe, {E: they).

e Modals, including modal verbs likes =]4E
may, &% should, 574 can, € will, etc.

e Private verbs, including verbs indicating
private states such as z& think, &5 feel, 5%
&y think, #H{Z believe, etc.

¢ Yes/No question words, including 7577 have
or have not, 145k did or did not, etc. and
other A-not-A patterns.

o Wh-question words, including what (17, "
...), why (BLfg, Et7...), who (3&{#...),
when (£&0%, 4119...), and how (ELiE.. ).

e Discourse connectives, including words
indicating concession (&ft#% although, {H{4%
but...), causal relation (X% because, frlL
therefore...), conditions (f&JE unless, ‘N
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whether...), and hypothetical situations (41
Bif, & even if..)).

e Speech planning features, including
common fillers like E[{4 that is, H &
actually, etc., as well as speed and number
of self-repairs, hesitation, lengthening and

pauses in a speech sample.

4.2 Procedures

The frequency data obtained for the above
linguistic features were tabulated and subject to
Factor Analysis, following the process of multi-
dimensional analysis discussed in Biber (1988,
1993). Factor Analysis is a kind of multivariate
analysis which reduces a large number of features
to a smaller set of factors based on their co-
occurring patterns. In this study, SPSS was used
as the tool to do this. With reference to the factors
identified and the loadings associated with their
component features, dimensional scores were
computed for each type of text (in this case, speech
produced by a certain role in a certain type of
programme) with respect to each factor/dimension.
These scores were based on the average of the sum
of normalized frequencies for positively loaded
features less that for negatively loaded features
under a particular dimension for a given text type.

4.3  Preliminary Results

Four factors, corresponding to the dimensions in
multi-dimensional analysis, were identified in the
process. As demonstrated by Biber (1993), each
dimension could be functionally interpreted
according to the positive features and negative
features associated with it. For example, the
abundance of personal pronouns, especially first
and second person pronouns, might indicate a high
degree of interaction and involvement. Individual
text types, or genres, could be characterised by not
just one but many features which often co-occur or
are simultaneously absent. Given the relatively
small set of features of limited variety used in this
pilot study, not all dimensions were found to
associate with negative features. The possible
functional interpretations of the identified
dimensions with the corresponding positive and
negative features are shown in Table 5.
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Dimension Positive features Negative features Involvement

D1: Private verbs
Interaction,  |1st person pronouns 2
Involvement, |Wh-questions
Stance 2nd person pronouns 1s
D2: Speed ' X Guest (Fin)
Uncertainty, |Speech fillers
Prediction Modals 1 -

'Yes/No questions B Guest (Cur)
D3: Speech planning features |2nd person pronouns 05
Elaboration, |Causal connectives Yes/No questions )
Explanation |1st person pronouns Concession words
D4: 3rd person pronouns 0 -
IArgumentative|Concession connectives

Hypothetical connectives -05 -

Causal connectives

Table 5: Dimensions Identified -1 # Host (Cur)
The speech samples were divided into four -13 1 Host (Fin)

categories (or registers) by the two domains
(current affairs and finance) and two roles (host 2 -
and guest). The dimensional scores for each Neutral

category along each dimension were computed.

Figure 1 shows the comparison of the categories Figure 1: Comparison along D1
along the first dimension (D1) and Figure 2 shows
their comparison along the second dimension (D2).

In ‘the figures, “Cur” stands for current affairs and Uncertain
“Fin” stands for finance.
It can be seen that guests and hosts in both 2.5 1
domains are quite clearly distinguished by D1,
which is characterised by private verbs, first and 2 4 X Guest (Fin)
second person pronouns, and wh-questions. These
are indicative of interaction, involvement and 1.5 -
stance. Guests in interview programmes are often
asked for their views on certain subjects, while 1
hosts are expected to remain as neutral as possible.
D2, which is characterised by faster speed and 0.5 -
abundance of speech fillers, modals and yes/no
questions, reflects the uncertainty of the speakers o
and is likely to be associated with predictions
rather than factual statements. This dimension 05 4 Host (Fin)
thus singles out guests in financial programmes, 4 Host (Cur)
who usually make predictions on financial matters 1 - B Guest (Cur)
and give investment advice. Table 6 shows a guest
speaker turn from each domain of similar duration 15 |
for a quick visualisation of the features found for '
D1 and D2. The relevant features are bolded and Normal
underlined.

Figure 2: Comparison along D2

15
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Dimension

Guest (Current affairs)

Guest (Finance)

D1

R e AR R R Ry R 4
% e - TSRO 2 25 (18 T T — S
T HOEEETE R S I ZI M E e 5%
T VB (A et I B 5 1) - bt o e
—E i = EERTA SRR /e
NG BRI A 2% R R E
TERZ s EACAEGE — 8 A B B ERRT
I V{8 (A B A W T TR R VER ahal ITH 7L
eh PRt WE BRIt 1T 2 i 25 LR e RE I
FERIRI Nt

NS VR SR E R, B H B (A I IR
AT (R P8 A T WE PR (/B (BB
MR BRI R (R RII I (A {E
HERIE/leh Rk B kintsE SUV HIMEER TS
T {228 (5 LA (8 E e 1 KR — 0 eh 52
HEE RS e (A 52 REDER/H Py LA e
—HRLY eh. R BE AR AT DA 4
IH B B H B A SR (A {82k 3 (i 3
WE{E SRR P da (R R R A R e L E
B DAURAPUE — S IR {73 1

D2

- E A e AR R RN Ry A 4
2 Tl TSR A 2 2518 5 T T —
I PRI R SRR R AN [ e {1E §%
F IR/ (I Pt EL T S - sl Pl
—IE AT AERTE AR/ N
B S EL T R A 25 o Bek e B Rk
FERZ A E AT R — B B E R T
EE S WE IWE I8 (5 B U8 5 V2 RO, aha /T 5t
eh PRIEEIEFR 7 #H H 7 25 LRk RE Y
FERI Nt

N T T 2 EL B (O
T2 (A EE 0 A U R 2 (s
ISR F 1 L (R o B
% ELIR/leh B A iEteE SUV iR 1
T3 24 (LA (B s A 08— 89 eh 32
7 ST (5 SR i D L R
S eh LB (R E T AT
1T B 5 B B (B 2 B P P
(BISRARBEAB (4 BT A B IR/ LB
LA AR (5315

Table 6: Comparison on D1 and D2 Features

Figure 3 and Figure 4 show the comparison of
the categories along the third and fourth
dimensions (D3 and D4) respectively. D3, with
the abundance of causal connectives and speech
planning features, is characteristic of guests in both
domains who often need to elaborate and explain
the views, especially in current affairs discussions.
Hosts in current affairs programmes often pose
concise questions and let the guest respond,
whereas those in financial programmes may pose
more elaborated questions, or may even express
some of their personal views with considerably
more interaction with the guest. The
differentiation of the categories along D4, for
argumentation, suggests that guests tend to speak
with more logical reasoning than hosts, and this is
more evident for guests in financial programmes
than those in current affairs programmes.
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Elaboration

1.5 +

1 B Guest (Cur)

05 X Guest(Fin)

0.5 - Host (Fin)

-1.5 -
4 Host (Cur)

-2 -

Conciseness

Figure 3: Comparison along D3
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Argumentative
3 —
X Guest(Fin)
2 |
1 -
O -
m Guest (Cur)
-1 -
Host (Fin)
# Host (Cur)
-2 -
Descriptive

Figure 4: Comparison along D4

4.4  Potential Application

Given the feature co-occurrence patterns identified
and their association with specific communicative
functions, they can potentially be used as the
features in a variety of approaches, including those
based on rules or machine learning, for automatic
subjectivity  recognition and opinion type
classification. Larger-scale data annotation is in
progress, for opinions and other private states. The
resulting annotated corpus is expected to provide
more data as well as more variety of linguistic
features for a more comprehensive multi-
dimensional analysis. The relevant features for
characterizing different categories of verbal
comments will be applied in experiments on
opinion mining.

5 Future Work and Conclusion

The preliminary study reported here suggested that
multi-dimensional  analysis is a promising
approach to characterise opinionated speech
samples and differentiate their sub-types based on
communicative functions.
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The immediate next step will expand the
analysis to include more speech samples, possibly
with a greater variety of domains and roles, to
obtain more reliably distinguished dimensions, and
to account for a wider range of opinion types and
functions. So far we have relied mostly on lexical
features, and more types of features will be
necessary for a fuller picture of the genre
characteristics of verbal comments. In particular,
for lexical features we plan to add parts of speech,
aspect markers, and sentence-final particles (which
is very characteristic of Cantonese), and more
importantly, for lexico-grammatical features we
plan to include nominalisations, assertions,
negation, and as far as possible, some discourse
level features would be favoured. More tests on
grouping and de-grouping the various features will
be conducted and a more comprehensive analysis
of the dimensions (with expanded datasets) will be
done, for a descriptive account of Cantonese verbal
comments as a specific spoken genre.

Another important direction will certainly be the
application of the dimensions (and the features
therein) and dimension scores for opinion mining.
We have outlined their potential uses and
experiments will be done when more annotated
data for training and testing are ready. This future
work is expected to showcase the synergy between
corpus-based discourse analysis and opinion
mining applications.
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Abstract

Recent researches on EL(Entity Linking) have
attempted to disambiguate entities by using a
knowledge base to handle the semantic
relatedness and up-to-date  information.
However, EL for tweets using a knowledge
base, leads to poor disambiguation
performance, because the data tend to address
short and noisy contexts and current issues
that are updated in real time. In this paper, we
propose an approach to building an EL system
that links ambiguous entities to the
corresponding entries in a given knowledge
base through the news articles and the user
history. Using news articles, the system can
overcome the problem of Wikipedia coverage,
which does not handle issues in real time. In
addition, because we assume that users post
tweets related to their particular interests, our
system can also be effectively applied to short
tweet data through the user history. The
experimental results show that our system
achieves a precision of 67.7% and
outperforms the EL methods that only use
knowledge base for tweets.

1 Introduction

Recent development of the internet and
computing technologies makes the amount of
information increasing rapidly. Therefore, many
long-term studies have been conducted on
retrieving the needed information from the huge
data. Named entity recognition(NER) and entity
linking(EL) to specific entities as a part of
information extraction now are actively attempt to
extract meaningful knowlege in the huge
information. The EL is the task of linking entity
mentions int text to entities in a knowlege base.

As shown in Figure 1, the goal of entity linking
is to map an ambiguous entity to its corresponding
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Candidate Entities

Text in Knowledgebase
(PSTEcEpr=—T i o[22t 7Ha)
SOLX O] M HSHOE i Sora Lee (singer)

£ 9oH T2 32010
A2t ZRER SN [~ ol+2H(2E)
ot 1 Sora Lee (model)
(Sora Lee hosted the

{ PEITERES) ]

program ‘SoraLee’s Sora Lee (volleyball player)

propose’ which
demonstrated the musical
talent of famous singers)

Figure 1: An example of entity linking. The bold
type indicates an ambiguous named entity is in the
text; the correct mapping entity is linked with the
solid arrow

entity in knowledgebase. By leveraging the context
information around an entity and knowledge base,
‘o] 12} (Sora Lee)’ in the left box ‘Text’ in
Figure 1 can be identified as the singer ‘°]4:2}
(7}47) (Sora Lee (singer))’. Context information
can be a noun phrase; for example, ‘©]A2}2]
M ENY* (Sora Lee’s propose)’, which is the
name of a music program hosted by ©] A2} (7}7)
(Sora Lee (singer))’, can be known by
knowledgebase.

Researchers have recently begun studying the
problem of addressing named entities in informal
and short texts. For example, Twitter, a popular
microblogging platform, is updated and posted by
users succinctly describing their current status
within a limit of 140 characters. Java et al. (2007)
showed that tweets address contents ranging from
daily life to current events, news stories, and other
interests. EL on Twitter has been used to identify
entities from a structural knowledge base, e.g.,
Wikipedia, to enrich the task with additional
features. To consider the characteristic of Twitter,
state-of-the-art researches collectively link all
entities in all tweets posted by a user via modeling
the user’s interest (Shen et al., 2013; Bansal et al.,

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 19 - 26
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Soyun Jeong, Youngmin Park, Sangwoo Kang and Jungyun Seo
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2014). However, such methods cannot cover a EL
for tweet task completely, because the posting the
latest issues on tweet mentions, the most important
characteristic of Twitter, cannot be applied.

In this paper, we first propose an EL method that
considers Twitter contents addressing current
issues and user interests through news articles and
user history tweets besides knowledge base. In
section 2, we describe recent EL studies. Section 3
provides our improved EL model with user history
and news articles. Next, in section 4 we describe
an experimental analysis in which we generated a
Korean Twitter corpus and compared the
contributions of each feature of our proposed
method. Finally, we summarize our study with
some concluding remarks in section 5.

2 Related Works

Traditional approaches have addressed the EL by
dividing the task into two steps. The first step is
NER, and the second step is entity disambiguation.
Knowledge-based NER problem is different from
the traditional NER. In the Traditional NER, while
defining a class of such “PER” or “ORG” to entity,
knowledge-based NER is to extract candidates of
the fully qualified names of entities in knowledge
base. For example, when recognizing the entity
“o] A2} (Sora Lee)”, a common NER classifies it
into classes such as “PER”, while knowlege-based
NER links it to specific entity such as “o|A2}
=4 (Sora Lee (model))”. Early models of EL
had tried a method of extracting only those
corresponding to the named entity existing in
knowledge base of all possible n-gram terms
within document(Mihalcea and Csomai, 2007).
Milne and Witten (2008) tried to utilize machine
learning methods to recognize entities. Kim et al.
(2014) wuses hyperlinks within the Korean
Wikipedia and a small amount of text manually
annotated with entity information as training data.
It employs a SVM model trained with chracter-
based features to recognize entity. Liu et al. (2011)
proposed an alternating two-step approach that
alternates between the KNN classifier and CRF
labeler in tweets. The KNN classifier models
global features which span over long range of
words. The CRF models the localized features
among consecutive words. After recognizing
entities in document, the next step is entity
disambiguation. In section 2.1, we describe
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previous works about entity disambiguation based
on Wikipedia as knowledge base. Next, in section
2.2 describes state-of-the-art researches on EL via
user modeling on tweets.

2.1 Entity Linking based on Wikipedia

Approaches leveraging Wikipedia for entity
disambiguation started with Bunescu and Pasca
(2006) and have been proposed in Cucerzan (2007),
Han and Zhao (2009), Milne and Witten (2008) ,
Charton et al. (2014). Bunescu and Pasca (2006)
defined a sematic relatedness by similarity measure
using Wikipedia categories. Later studies
developed methods using richer structural features
from the Wikipedia. The semantic relatedness is
measured through the co-occurrence of links in
Wikipedia articles. Milne and Witten (2008) have
proposed to compute the mention to entity
compatibility by leveraging the interdependence
between EL. The system proposed that referent
entity of a name mention should be coherent with
its unambiguous contextual entities. Han and Zhao
(2009) demonstrated how to leverage the semantic
knowledge in Wikipedia, so the performance of
named entity disambiguation can be enhanced by
obtaining a more accurate similarity measure
between name observations. Charton et al. (2014)
built a representation of named entities that do not
appear same as the knowledge base named entities.

2.2 Entity Linking via User Modeling

For EL on tweets aimed at short and noisy texts,
the system should cover the insufficient context
information contained in a tweet. To overcome
such a problem, Shen et al. (2013) and Bansal et al.
(2014) proposed an EL system via user modeling.
Shen et al. (2013) suggested the KAURI system, a
graph-based framework to collectively link all
named entity mentions in all tweets posted by a
user via modeling the user’s topics of interest.
They assumed that each user has an underlying
topic interest distribution owver various named
entities. Bansal et al. (2014) attempted to combine
contextual and user models by analyzing a user’s
tweeting behavior from previous tweets. This
approach can be used for modeling users and
disambiguating entities in other streaming
documents. EL applied through user modeling
systems outperforms systems wusing only a
knowledge base.
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In this paper, we adopted the traditional method
that extracting only those corresponding to the
named entity existing in knowledge base of all
possible n-gram terms within document in the
NER step. By proposing three models considering
characteristics of the tweets, we focus on entity
disambiguation step.

3 Entity Linking System with User History
and News Articles

3.1 Notation Framework

Our system is applied based on the user’s interest
and current issues, and by considering which
contents their Twitter mentions address. In this
section, we introduce our proposed system, which
consists of three scoring model systems, a Context
modeling system, a User modeling system, and an
Issue modeling system, as well the Linking model
as shown in Figure 2. We adopted an existing
method into the Context modeling system, by
considering the context information around an
ambiguous entity. The User modeling system uses
the history mentions of user who posted the
targeted mention. Targeted mention means the
tweet mention with ambiguous entity, which we
have to disambiguate. The Issue modeling system
enriches the information from news articles, and
can extract information that Wikipedia does not
handle. The following section focuses on how our
User modeling system works well in comparison to
a Context modeling system. Furthermore we
describe how the Issue modeling system improves
the entire system to obtain a high level of
performance.

e E — Target entity that should be linked

/ j-th  non-ambiguous entity,
corresponds to an Wikipedia entity

e ;—j-th candidate entity for entity mention E that
can be linked

o (D) — Sets of all entities in a document D

o Dcij — i-th news article that includes c; as a topic,
D, means the set of all D¢,

o [e] — Sets of all links in Wikipedia article whose
title corresponds to entity e

® 5:(¢), Sulcj), Si(cj) — j-th candidate entity score
of the Context modeling system, User modeling
system, and Issue modeling system respectively

o o) — which
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o Wikipedia article(page) title — Synonym of
Wikipedia entity. Each article(page) in
Wikipedia describes a specific entity and its title
can be used to represent the entity it describes.
Each article includes links which have semantic
relation to its title. In other words, Wikipedia
entities are considered to be semantic related if
there are links between them.

Targeted Tweet (User ID : pl)

Lt o|a2t7t 2|8 FsiM 7ol

(I'm glad to see Sora Lee cooks well!)

(ID p1’s history
Tweets)

User Context Issue
modeling modeling
system system

modeling
system

Linking model

“Linked
Entity

Figure 2: EL system

3.2 Context Modeling System

The Context modeling system uses contextual
information, meaning the non-ambiguous entities
in a tweet including an ambiguous named entity.
Most researches use this feature with Wikipedia
category information, but we found that categories
are often noisy(Milne and Witten, 2008) and that
Korean Wikipedia pages provides insufficient
category information compared with English
Wikipedia pages. We therefore we adopted Eric
Charton’s scoring method “mutual relation score”
(Charton et al., 2014) without category information,
as defined by the following formula :

Se(e) = _ ,
d dsrscore(e]' Cf) + a- a)C.STSCOTe (e]' Cj) 1)
dsrscore(e],cj) = |eJ n [c]-]| 2

. I[e/1n[c;]|
cSticore(e), ) = oot ©
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31713}

o] 22}

o

S o] SIAE

(<F ]

0| A2k 024 At

Figure 3: Korean Wikipedia disambiguation page

of named entity “O|A2} (Sora Lee)” which

appeared in user pl’s tweet mention shown on
Figure 1

A Context modeling system fundamentally
addresses the contextual features and links with a
specific entity in Wikipedia. In Wikipedia, there is
a “disambiguation page” that describes entities
with the same name. As shown in Figure 3, the

disambiguation page for ©] 2~} (Sora Lee) lists
three other people with the same name. The first
o] A2} (Sora Lee) listed is a famous Korean
model. The second ©] A2} (Sora Lee) is a famous
Korean singer. The last ©] 42} (Sora Lee) is a
member of the Korean national volleyball team. In
this paper, we use the term S. to indicate the
“calculate score” in (Charton et al., 2014), which
we use as our baseline system, as compared to
systems with other added features. S. implies
simply exploiting a tweet as a context, not
considering the properties of the tweet.

3.3 User Modeling System

As attributes of Twitter mentions, tweet contents
range from daily life to current issues. Because the
User modeling system understands the above
property, it handles the user’s behaviors and
interests. To address this concept, we utilize the
past tweets of the user. We assumed that if a
particular named entity is mentioned in a tweet, the
user tends to have an interest in this named entity.

Su(cj) = Zeie(D) 0 dsTscore (ej: Cj) + .
. (1 - a)csrscore (ef, Cj) (4)
(D) ={e’|j ranges from user’s past tweets
to the present tweet} (5)
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Targeted Tweet (User ID : p2)

ojA2t §A2[7 YL A8 E0H
(Sora Lee’s voice raised my hair on my neck!)

E =

User ID p2’s history Tweets

e —
‘ Entity

» Integration
‘ module

Lt o= Lt $SWIIELe2 MBC
CHARITH—
(I visited MBC to be part of the audience | —
jury for Na-ga-su today~~)

— B 4
— User e
- scoring [+ | Wikipedia
model —

[ s |

Figure 4 : User Modeling System

Figure 4 describes the process of the User
modeling system. When the User modeling system
detects a certain tweet of a user that includes an
ambiguous entity, then we extract the user’s tweet
history. The Entity Integration module then detects
whether the feature e/ exists in Wikipedia entity
by using the left-longest-match-preference method
with eojeol uni-gram and bi-gram, then generate
(D). j ranges from user’s past tweets to their last
present tweet which to be disambiguated as shown
in (5). We exploit the left-longest-match-
preference method with eojeol uni-gram and bi-
gram because tweet mentions tend to be
grammatically incorrect and because in Korean, a
noun always appears on the left-side in an eojeol,
which consists of one or more morphemes
comprising a spacing unit (Kang et al., 2014).
Finally, S, in the User scoring model is evaluated
as in (4) and (5). In the example shown in Figure 4,
the system has detected an ambiguous entity
co] At} (Sora Lee)’ in user p2’s tweet and
extracted p2’s tweet history. The Entity Integration
model then collect entities such as “1}7}~ (Na-
ga-su)”, the TV program, and “MBC”, which is the
broadcast station from p2’s tweet history. These
features enhance the S, (°142F (7F47)), because
[]124~2} (7}4%) (Sora Lee (singer))] includes
“u7}4= (Na-ga-su)” and “MBC”.

3.4 Issue Modeling System

The model described in section 3.3 has a
disadvantage in that it cannot consider current
issues, which is one of the characteristics of
Twitter. A knowledge base focuses on major issues
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Targeted Tweet (User ID : pl)
Dews LhE o|22b7t 70| HAoM 228 F
linking < s A 7|t of!
module (I'm glad to Sora Lee cooks well on Table of
salvation program!)
News Article
‘R YA HE Yo oY Entity
O|AztE @a2|3tct. - »  Generative

(“Table of salvation” Cultwo module

Chanwoo Jung and Model Sora Lee B
cooks. -+-) rs

e Issue So——
_— scoring | Wikipedia
—_— module == ~

[ sieh )

Figure 5: Issue Modeling System

and cannot provide all current issues in real time,
for example, the recent events of a celebrity or
trivial real-time events, which tend to be
mentioned by Twitter users. Our Issue modeling
system solves this problem by leveraging news
articles. Because news articles address issues and
events in real time, the Issue modeling system can
extract current information.

As shown in Figure 5, when the Issue modeling
system detects the ambiguous entity, “o]A2}
(Sora Lee)”, the news linking module extracts
current news articles issued in within k days from
the date of the tweet posted. The news articles have
title included the detected entity E, o] 42} (Sora
Lee). The module links the news articles to c; by
applying a cosine similarity between the article and
Wikipedia page contents. In this example, c;, ¢,,
and c; are “o] &2} (7}5°) (Sora Lee (singer))”,
“ol A2} (X9) (Sora Lee (model))” and “o] A2}
(Ml +4<7) (Sora Lee (volleyball player))”
respectively. Accordingly, the Issue modeling
system exploits the news articles as Wikipedia
articles. Each article can be a DC"]., which means the

i-th news article which addresses c; as a topic. The
Entity Generative model generates the Wikipedia
links in each news article. Single quotes in
newspaper articles has the ability to display title or
name. For example, the title of the book, the title
of the movie, the title of the album and the title of
the drama can be placed in single quotes[13].
Therefore we assume that news articles include

important entities explicitly notated by punctuation.

The Entity Generative model recognizes phrases or
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words in single punctuation marks and nouns as
entities, similar to Wikipedia links.

Table 1 describes the generation rules of the
Entity Generative model and the example news
article from Figure 5. Because the entity “7-¢1 2]
vk} (table of salvation)” is not actually included
in the Wikipedia page on “o]A2} (X 2) (Sora
Lee (model))”, it can be important information to
link E, “o]AZ}” to the correct answer, c,,
“ol A2} (EH) (Sora Lee (model))”. The second
generation rule, extracting entities that exist in
Wikipedia article titles, the Entity generative
model exploits a morpheme analyzer to extract
nouns from news articles. This model uses a noun
uni-gram and bi-gram to match the entity in
Wikipedia article titles. Finally Issue scoring
module determines the score S;, as shown in (6).

Si(¢j) =

D! j pi j pi
i 0 dsrswre(e ,ch)+(1—6)csrscore(e ,ch)

[Djl

(6)

Generation Rule Extracted Example

phrases or words in
single punctuation
marks and nouns

“elo| g

(“table of salvation™)

entities that exist in
Wikipedia article
titles

“924 _%_”, “Io-{ E_?_”, “E l.:;l_l”
(“Cultwo”, “Chanwoo
Jung”, “model”)

Table 1: Generation rule of the Entity Generative
Model in Issue Modeling System

3.5 Linking Model

The Linking model finally disambiguates the
entities based on the three models above, computes
the Total Relatedness score, TR, and combines the
scores S¢(c;), Sy(cj) and S; (c;) with parameter a, B,
and y, which are defined empirically. Equation (7)
shows how this works.

TR(E,cj) = aSc(¢)) + B Su(c)) +v Si(c;) (7)
(a+B+y=1)
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4  Experiments

4.1 Dataset and Framework

In the experiments, we evaluate our proposed
method on the disambiguation of personal names,
which is the most common type of named entity
disambiguation. We created data set by collecting
50~60 tweets per 300 users who use twitter
actively. Finally we collected 16,367 tweets in
total. Then we selected tweets that contain the one
person entity which exists in the list of entities in
the Wikipedia’s disambiguation page. Finally we
selected 248 tweets annotated same entity by 3
different annotators to verify reliability. The data
set consists of 248 tweets including 248
disambiguous entities and they represent 33
ambiguous PERSON named entities. 33
ambiguous entities have 4.75 disambiguation pages
on average in Wikipedia, 3.45 in data set. We
conducted our experiments using k = 3. We
defined o,B, and y empirically because they depend
on the dataset. We used Korean Wikipedia as a
knowledge base, the contents of which can be
downloaded from http://download.wikipedia.org/
kowiki. In our experiment, we dumped the latest
Korean Wikipedia dump file, kowiki-2015-6-2-
pages-articles. In the Issue modeling system, we
adopted a Korean morpheme  analyzer,
“Jhannanum” * . In addition, we constructed a
Wikipedia PER entity dictionary using the
category information.

4.2 Experimental Result

Table 2 shows the performance of our proposed
system. In the first row, the system is evaluated
using only the Context modeling system. For the
second row, we applied the User modeling system
along with the Context modeling system. The
system with the complete entity linking system
obtained the results provided in the third row. We
applied the accuracy score(number of true
positives + number of true negatives/number of
data set) to evaluate the system. We observe that
the results of complete entity linking system are
shown in the third row. We applied a precision
score to evaluate the system. We observed that the
complete algorithm provides the best results for

1. Semantic Web Research Center , JHannanum,
http://semanticweb.kaist.ac.kr/home/index.php/HanNanum
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our created test set. Considering that the 33 PER
entities in our test set have 4.75 disambiguation
pages on average, our proposed system performed
well within a 67.7% level of accuracy. We also
measured how precisely the Issue modeling system
linked between news articles and Wikipedia pages.
A 70.2% level of precision was achieved using
only the cosine similarity. We showed that the
complete system improves the performance of the
Context modeling system when using user history
and news articles.

System Accuracy

Baseline

(Context Modeling 31.5
System)

Baseline _ 58.9
+User Modeling System

Baseline

+User Modeling System 67.7

+Issue Modeling
System

Table 2: Experimental Results

Table 3 shows the performance of News Linking
module in Issue Modeling system. Ambiguous
entity in collected news articles’s title were
annotated by 2 different annotator. The Linking

module performed within a 70.2% level of
accuracy.
#news #entity  #same # same Accuracy
article  type name name

in news in

article  Wikipedia
836 20 1.4 3.35 0.72

Table 3: Performance of News Linking module in
Issue Modeling system

Table 4 shows the extracted entities from each
systems.  First example shows improved
performance by extracted entities from User
Modeling System. This tweet user likes baseball
as usual because he mentioned “}+*d (Samsung)”,
“Fe(Lotte)”,  “oFT(ballpark)”,  “ZAJFH
(sunghwan Cho)” in previous tweets. Among them,
“2Fd (Samsung)” and 34| (Lotte)” appear in
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Tweet Extracted entities
@DooBoo_2 - Context modeling system
He ol "ZVEf 2 (Taegyun Kim)”

SR OENEEEE
(“Same line with
Taegyun Kim kkk”)

User modeling system

"¢ & (Samsung)”, "Z O (Lotte)",
"Of 7+ & (ballpark)”, "Z= A =k(sungh

wan Cho)” ...
Issue modeling system
"SK wyverns”, “ Samsung Lions”,

" & (victory)”, "t X 2 OFR(K
orean Baseball )"...

@myhomenamsan -
of Al 2145 #rh.
sl X A
e, 27
Arp7h A (e
saw Insung Cho
yesterday. After | saw
my face in the mirror.

Context modeling system

"Z= 214 (Insung Cho)”

User modeling system

"ZTt(soccer)”, " (Japan)’, &
=+(China)"...

Issue modeling system

"E 2}0k(drama)”, " 3}Hmovie)","

My mother’s fault.” .
y UL sps “Hjo (actor)”, “Ef=(Thailan

d)"...

Table 4: Extracted entity examples from three
modeling systems

“ZVEN1F(1971) (Taegyun Kim (1971))”. Further,
entities extracted by Issue Modeling System
enhance the system to resolve into “7! Ell 7#(1971)
(Taegyun Kim (1971))”. User Modeling system
extracted entities in second example does not
support the “Z=21/d (W§-$-) (Insung Cho(Actor))”.
Instead, Issue Modeling system extracted
“Z= 2}vl(drama)”, “% 3H(movie)”, “SBS”, “ull-$-
(actor)” that support the system can link to
“Z 214 (W] %-) (Insung Cho(Actor))”.

5 Conclusion

In this paper, we propose an entity linking system
that, consists of three scoring model systems, a
Context modeling system, a User modeling system
and an Issue modeling system, along with a
Linking model to integrate the three systems. We
adopted an existing entity linking method as a
baseline for Korean tweets, and by applying the
User modeling system and Issue modeling system,
it outperforms the baseline system, just using
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knowledge base. Our system handles the
characteristics of tweet mentions, such as current
issues or trivial events that not described in a
knowledge base, by using the User modeling
system and Issue modeling system effectively.
However, because our work is the first to link
entities with three different scoring model systems,
the User modeling system does not use the
additional features such as Twitter hashtag
information. Furthermore, because only the left-
longest-match-preference  model and a noun
unigram and bigram were used to detect entities in
news articles in this experiment, the accuracy was
not very high and should be improved later.
Further analysis is required for the user modeling
and Issue modeling aspects of the system. Future
work will also involve applying statistical methods
to identify entities in news articles and using
additional features appearing in Twitter for the
User modeling system. Furthermore, we will adopt
an efficient method to link news articles with
tweets. We also plan to experiment on larger
datasets and adopt our system to English tweets
such as TAC_KBP.
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Abstract

With the development of social media and
online  forums, users have grown
accustomed to expressing their agreement
and disagreement via short texts. Elements
that reveal the user’s stance or subjectivity
thus becomes an important resource in
identifying the user’s position on a given
topic. In the current study, we observe
comments of an online bulletin board in
Taiwan for how people express their stance
when responding to other people’s post in
Chinese. A lexicon is built based on
linguistic analysis and annotation of the
data. We performed binary classification
task using these linguistic features and was
able to reach an average of 71 percent
accuracy. A linguistic analysis on the
confusion caused in the classification task
is done for future work on better accuracy
for such task.

1 Introduction

The wide spread of social media has given
organizations and individuals new channels to
understanding public opinion. Opinions are
expressed via public debate forums and on various
platforms, such as Facebook, Twitter, and even
Youtube. These opinions reveal how users feel
about an event, a person, or any focus of
discussion. One expression in Taiwan, JHIJE [ ce
fengxiang “to test the direction of the wind” is used
by netizens when an article online inquires how the
public feels about a topic. The phrase perfectly
demonstrates how online discussions reflect the
public’s reaction to certain event or certain
individual, often a political figure. In Taiwan, the
mass media often resort to online forums as a
source of understanding how the public responds
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to political events like new policy and candidates
running for elections.

Online discussion forums and social media give
citizens an easier access to information and more
power in shaping what information or idea gets
passed on. Users of these online forums participate
in a process of framing discussions and forming
opinions. As Walker et al. (2012) pointed out,
these debates involve not only the expression of
opinions but also the formation of opinions.
Through posting articles online, users talk about
their beliefs on what is true or not, what is
important, and what should be done. Their shared
opinions thus stimulate more discussions. These
users play an important role on how the
discussions are framed and shape the form of the
arguments.

One characteristics of these forums is that users
usually have to express their position in a very
short text. This implies that stance classification on
short text would be different from identifying
stance on a document level. Thus, we find it
important to identify “elements” that reveal user’s
subjectivity in these short texts. Such resources
would assist in identification or classification of
attitudes and is applicable in all tasks that involves
differentiating between factual information and
opinionated utterances.

In the current study, we observe stance-taking
language and arguing behavior from online
comments and from previous studies in both
English and Mandarin. The hope is to provide
linguistic patterns and analysis that would assist in
automated classification on stance. In the
following sections, we will introduce previous
works done on related topic of interest, discuss our
work on tagging and classifying PTT comments,
present the result of our classification task, and an
analysis on classification errors that could shed
light on future tasks on short text stance
classification.

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 27 - 36
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Ju-Han Chuang and Shu-Kai Hsieh
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2 Related work

The importance of social media has been captured
in Shirky’s study on the political power of social
media. He asserts that regular citizens,
nongovernmental ~ organizations, firms, and
governments are all actors in social media. Social
media has become an active part in political
movements all over the world (Shirky, 2011).

This increasing importance and the accessibility
of online data have triggered interests in related
research to achieve automated methods in
understanding affections and opinions. Previous
research has made efforts on differentiating factual
information  from  opinionated  information.
Opinionated information reveals a person’s private
states through the use of subjective language.
Private state is a term that covers a person’s overall
attitude, including opinions, evaluations, emotions,
and speculations (Quirk et al., 1985). Identifying
these cues could assist automatic tasks on detecting
attitudes online by providing resources (Wiebe et
al., 2005).

Wiebe et al. (2004) extracted subjective cues by
combining manually annotated subjective elements
and expanding it with collocations and clustering
method. Somasundaran et al. (2007) inspected
dialogues in meetings to detect arguing and
sentiment. In the annotated data, sentiment
includes emotions, evaluations, judgements,
feelings, and stances. Arguing refers to cues that
indicate the speaker’s attempt to convince one
another.

The extracted subjective cues are utilized in
classification of texts online for users’ stance,
defined as “an overall position held by a person
toward an object, idea, or proposition”
(Somasundaran et al., 2009). Stance classification
deals with two sided debates and seeks an
automated approach to categorization whether a
person is for or against the topic discussed (Hasan
and Ng, 2013).

In Somasundaran and Wiebe’s study in 2010,
they tested a combined feature set of arguing based
features and sentiment based features. Arguing
based features included arguing trigger expressions
and modal verbs. Sentiment lexicon compiled by
Wilson et al. in 2005 was used as sentiment based
features. They reached an average accuracy of 64
percent classifying online debates based on the
lexicon.
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Anand et al. (2011) combined the feature set
with metalinguistic features like word length and
number of characters and approach arguing
language with dependency parsers that capture
words and its modifying targets. An average
accuracy of 65 was reached. Hasan and Ng (2013)
takes into account features like the author’s
position towards other issues and the stance of the
immediate preceding post as predictors for stance
classification and raised the accuracy up to 74%.

Faulkner (2014) incorporated generalized stance
proposition subtrees and “Wikipedia Link-based
Measure” to capture the relations between topics.
The combined feature set was able to achieve an
average accuracy of 80 percent on students’
argumentative essays.

Although  previous studies on  stance
classification has proven that classifier trained on
unigrams could be a baseline that is hard to defeat
and that identification on stance could be difficult
for human annotators, adjustment according to the
nature of the data set could help improve the
results of the classification. Previous studies have
mainly focused on document-level stance
(Faulkner, 2014) or online debate forums (Anand
et al., 2011; Hasan and Ng, 2013). Less attention
has been placed on short text comments. However,
we believe subjective elements is important in
these texts full of sarcasm, typing errors, and
colorful use of language (Malouf and Mullen,
2008). The aim of the current study is to establish
related resources in Mandarin from short text
comments online and to examine whether these
linguistic cues assist in stance classification.

3  Methodology

3.1 Data collection

The corpus in the current study was collected from
an online forum used in Taiwan, PTT. PTT is the
most popular online bulletin board in Taiwan
(Shea, 2006). It allows users to share their opinion
by posting articles and responding to other’s posts.
The platform is divided into boards with different
topics. Each board is centered on certain field of
discussion. For example, the board “Boy Girl” is a
board users discuss relationships between boys and
girls.

In PTT, users give response to other users’ posts
with comments. Comments are tagged by the users
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with their own attitude, whether towards the issue
discussed, the author of the post, or previous
responses comments left by other users. Three tags
are available, including “push”, “boo”, and
“arrow”. “Push” indicates that the author has a
positive attitude towards either the original post or
previous comments; “boo” is used when
expressing a negative or opposing view; “arrow” is
used when no certain attitude is chosen.

The data collected are extracted from three
boards that are popular on PTT, including
“Gossiping”, “Boy_Girl”, and “WomenTalk”. The
boards are chosen with consideration to the amount
of data and to the nature of discussion. Some of the
boards, though popular enough, may only allow
“push” and “arrow” comments or may not be
discussion-oriented. In order to identify the
patterns used in push comments and boo comments,
boards with more opinionated discussions are
preferred.

Each line of comment in PTT is limited to 27
Chinese characters. Comments that exceeds 27
characters would be shown in a second line with an
automatically assigned “arrow” at the beginning of
the line. As a result, for comments that lasts more
than one line, only the beginning line would be
shown with the original tag while the rest of the
lines would begin with an arrow. Since comments
are extracted line by line with its tag at the
beginning of each line and categorized as such, we
cannot distinguish comments tagged with “arrows”
by the original user from comments that exceeds
one line. In order to avoid confusion between
opinionated comments over one line and neutral
comments that are originally tagged with arrows,
the current study extracts only comments that are
tagged with “push” and “boo” and focus on binary
classification on opinionated sentences. Table 1
shows the details of the corpus used in the study.

Number of Number of tokens Number of token
comments types

Gossiping Push 3786034 28341656 11538420

(6 months) Boo 1222735 9000728 493926

Boy Girl Push 998327 10006638 462780

(12 months) Boo 53376 508778 66186

WomenTalk Push 167473 1655771 121794

(12 months) Boo 36381 354672 47904

Table 1. Corpus information

3.2 Annotation criteria

Since comments on these forums are used as a
way for users to express their opinion, to oppose to
others’ ideas, and to justify their reasons for
believing in or not believing in something (Wilson
and Wiebe, 2005; Wilson, 2008; Somasundaran et
al., 2007), the lexicon used in the classifier is
compiled with a set of categories that are related to
stance-taking and arguing. Following previous
studies, we look for linguistic cues that indicate the
author’s opinion or position on the discussed topic.
The following are categories included in the
annotation. In the tagging process, the identified
“element” is not restricted to the word level.
Considering the fact that subjectivity is often
revealed in a common phrase or expression,
function words are also included in the tagged set.
For example, expression like £%#%F & zuthdoshi
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“it’d better be” is treated as an element used to
reject other people’s opinion.

3.2.1 Arguing cues

Phrases and syntactic patterns that are indicative of
opinionated sentences are manually identified from
5000 random comments tagged with push and boo,
individually. Reynolds and Wang’s (2014)
categorized comments on PTT into 9 categories,
including  questions,  reply, clarification,
interpretation, etc. We narrowed the categories

down to 6 categories, including question-
answering, confirmation, counterargument,
clarification, suggestion, and encouragement.

Expressions that carry one of these six functions
would be included as an arguing cue. The
annotated outcome is combined with the sixteen
categories of arguing cues in MPQA opinion
corpus (Wiebe et al., 2005; Somasundaran et al.,
2007) as features for arguing cues.
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Neutral question answering usually happens when
users enquire information on something and is
often non-opinionated. It often contains only a
proper noun and with no specific cues. Sometimes
users would include example-giving as part of their
answer. Markers used at such circumstances would
include phrase like f{%& /& xiangshi “like”.
Confirmation contains expressions used to agree
with previous propositions, such as [E]Z tongyi
“agree”. Counterargument is used when the user
opposes to or challenges either the original post or
previous comments. An example cue of
counterargument would be {/R/EEERIE ni zénme
zhidao “how do you know”. Clarification is used
when the focus of the comments shifts from one
part to another and is sometimes used for similar
purpose as a counterargument. An example of a
comment used to clarify is shown in example (1)
below, with the arguing cue underlined.

o x B8 EEE

ni baba zhéyangshi

your  father thisis

5550 G A

gian nu, bushi

miser not

S ...

qiyejia

entrepreneur

“Your father is a miser, not an

entrepreneur.”

Suggestion is used when the user provides a
solution or advice for the poster or other users. It is
similar to neutral question answering but it usually
involves more personal point of view. A typical
cue in this category would be 7 3 jianyi
“suggest”. Encouragement refers to the expressions
of sympathy and support, which is very common
on some boards. Users may use cues like #97FH
paipai “patting” or fJ[I;iH jiayou “cheer up” to show
their understanding of what the poster is going
through.

3.2.2 Subjective elements

Following previous studies, words that are
indicative of the author’s stance on the discussed
topic are included in the lexicon. Our definition of
subjective elements is similar to the one brought up
by Wiebe in 1994, which identifies a subjective
element as an element that is potentially subjective,
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meaning that it can subjective in a certain context.
Most of the words included are noun phrases and
verb phrases that are evaluative, including both
explicit subjective elements and expressive
subjective elements (Wiebe et al., 2005; Wilson,
2008). Criticism and appraisal are given as tags to
each of the phrases, indicating positive and
negative evaluation.

Explicit subjective elements refer to phrases that
explicitly show the attitude of the speaker, such as
=T Bk tdoyan “hate” and [Z ¥} fandui “against”.
Expressive subjective elements refer to expressions
that reveal one’s attitude without explicitly naming
that attitude. For example, in the sentence “the
report is full of absurdities”, the phrase full of
absurdities is used to express negative evaluation
on the report (Wiebe et al., 2005).

In this category, expressive subjective elements are
considered more interesting because some of the
words might not be negative when it occurs
individually or in other contexts. However, users
on PTT form their habitual use of language to
express their attitudes towards something without
directly giving an evaluation. For example, the
original definition of the word .\ & gongzhu
“princess” refers to a member in the royal family,
but in PTT, it is a negative evaluation which refers
to girls who rely on their boyfriends to take perfect
care of them, cater to their every need, and gets
mad over trivial matters. These expressions
involve users’ world knowledge and is often used
in sarcasm and irony (Wiebe et al., 2005).
Identifying these elements would help us identify
whether a comment or an evaluation towards the
posted article contains positive or negative attitude.

3.2.3 Metadiscourse markers

Metadiscourse has been included in previous
studies (Vande Kopple, 1985; Hyland, 1998;
Hyland, 2002; Hyland and Tse, 2004; Dafouz-
Milne, 2008) as a crucial part of persuasive writing.
It reveals the author’s strategic arrangement of the
text base on his intention to persuade and his
understanding of the potential readers. According
to Halliday (1973), the three macrofunctions of
language include ideational function, interpersonal
function, and textual function. The categorization
of metadiscourse markers corresponds to two of
the three functions, interpersonal and textual.
Textual metadiscourse refers to the structure of the
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text. How the author arranges his text might affect
the readability persuasiveness of the text.
Interpersonal metadiscourse, on the other hand,
refers to how the author positions himself in the
text and how he includes his readers. Following
Hyland’s study (1998), ten categories are included

as metadiscourse markers: logical connectives,
frame markers, endophoric markers, evidentials,
code glosses, hedges, emphatics, attitude markers,
relational markers, and person markers. Examples
and definition of each category is given in the
following table.

Textual Metadiscourse

Logical
connectives

Express semantic relation between main clauses

Fift Asuoyi ‘therefore’

Frame markers

Explicitly refer to discourse acts or text stages

sexian “first’

Endophoric
markers

Refer to information in other parts of the text

IRMIAERHY wo gangcedi shuo
de ‘what I just said’

Evendentials

Refer to source of information from other texts

5 zhichi ‘pointed out (in
the show)’

Code glosses

Help readers grasp meanings of identical material

¥A= > huanydanzhi ‘in other
words’

Interpersonal Metadiscourse

Hedges

Withhold writer’s full commitment to statements

H]HE kénéng ‘possibly’

Emphatics

Emphasize force or writer’s certainty in message

4g¥fjuédui ‘definitely’

Attitude markers

Express writer’s attitude to prepositional content

[E] & tongy1 ‘agree’

Relational markers

Explicitly refer to or build relationship with reader

R ni ‘youw’

Person markers

Explicit reference to author(s)

BeAM women ‘we’

Table 2. Categories of Metadiscourse Markers

During the annotation process, we find that there
may be overlapping categories for arguing and for
metadiscourse. One element could also have more
than one function in comments. Our approach is to
keep all categorization as part of the resources.
Examples showing the arrangement of the data can
be found in Table 3. The second column shows its
category in metadiscourse, and the third column
shows its category in MPQA arguing lexicon. The

fourth column shows its category in the six types
of comments. The fifth column shows its annotated
prior subjectivity, which is the polarity of the word
when it stands alone. The last column show its
polarity in the extracted corpus, which is acquired
by comparing the element’s relative frequency in
push and boo comments. The combined annotated
lexicon includes a total of 4582 entries.

entry metadiscourse arguing commenting prior sub calculated sub

_ uestion-answering;

R assessment |3 g neu pos
encouragement

. . . " counterargument;

IR logical connectives  |conditional arg neu pos
suggestion

s . . confirmation;

IR emphatics emphasis neu pos
counterargument

TG hedges counterargument neu pos

Table 3. Examples of the subjective lexicon

3.3 Building the classifier
The combined lexicon is used as feature set for
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identifying the stance of comments. In the
current study, three sets of features are used in
building the classifier. The first set of features
contains subjective elements acquired through
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manually annotating the data. For subjective
elements, we assume negative evaluation
reflects negative attitudes that more likely
occur in boo comments while positive
evaluation is associated with push comments.
The second set of features includes the C-
LIWC wordlist of positive and negative
emotions (Huang, 2012). In this set, positive
emotion words are associated with push
comments while negative emotions are
associated with boo comments. As for the rest
of the cues, which may occur in both positive
and negative context, we use relative
frequency as a way of deciding whether it is
representative for a certain position or not.
Using the following calculations, if the
number is higher than 0.70, the expression
(which could be a subjective element, an entity,
or even a disclaimer) would be judged as a
feature for identifying that particular stance.

Relative frequency of the segment
in boo/push comments

accuracy of Gossiping data dropped by 2 percent.
Table 3 shows the results of the classifier.

Table 3. Results using the combined feature set

Baseline SVM Classifier
Gossiping 0.69 0.67
Boy_Girl 0.57 0.70
WomenTalk 0.55 0.75
Average 0.60 0.71

Relative frequency of the segment in all
comments

The calculation is done after all of the scarce
words are removed from the data. We used the
third quantile of frequency as the threshold for
scarce words. Thus, in all three sets of data,
words that occur only once are removed.
Relative frequency of data from each board is
calculated individually. The combined wordlist
is then used as features for an SVM classifier®.

4  Result and discussion

In order to make a comparison, a baseline was
done using segmented words as features for the
SVM classifier. The feature set raises the accuracy
on WomenTalk from 55 percent to 75 percent. The
classification on Boy_Girl data also improved by
13 percent. What’s worth noticing is that the

! The classifier used here is released by CLiPS, Computational
Linguistics and Psycholinguistics Research Center and is
available on http://www.clips.ua.ac.be/pages/pattern-
vector#classification
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The numbers show that the feature set can
successfully assist in the classification of texts in
Boy_Girl and WomenTalk. However, the accuracy
of classification on Gossiping data perform two
percent lower than baseline. There are a few
possibilities to why there would be a difference
between these three sets of data.

1. The degree of diversity of the topics

The three boards, though all discussion oriented,
involves the exchange of information in different
topics. For Boy_Girl board, most of the topic is
centered on romantic relationships. As for
WomenTalk board, most of the discussions focus
on things that girls care about, such as products for
women, boyfriends, etc. These two boards might
have a clearer group of users than Gossiping,
where all kinds of questions could be relevant. The
topics cover from debates on international political
events to opinions on superhero characters. In
previous studies in English (Hasan and Ng, 2013;
Hasan and Ng, 2014; Faulkner, 2014), domains are
usually selected and separated so that the
classification is performed on one central idea,
such as gay rights or death penalty. The variety of
topics might be a reason why classification on
Gossiping data is less accurate than the others.

2. Different language use due to the
different culture of the board

Since each board on PTT has its own purpose of
discussion, every board attracts different group of
users and forms its unique “culture”. In general,
speakers on Gossiping board is more direct and
more quick to criticize than users on the other two
boards, as indicated by the different proportions of
push comments and boo comments in the three
boards. The difference might suggest that boo
comments on WomenTalk and Boy_Girl would


http://www.clips.ua.ac.be/pages/pattern-vector#classification
http://www.clips.ua.ac.be/pages/pattern-vector#classification
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have a higher degree of disagreement than the ones
on Gossiping, which makes it harder to

differentiate push and boo comments on Gossiping.

Other than possible differences among the boards,
error analysis is also done by randomly selecting
comments that are mistakenly tagged by the
classifier. The result shows that the following
mistakes are most common.

1. Context dependent comments
Since comments on PTT are usually left very short
so that people can grasp the idea at a quick glance,
a lot of words are often omitted in comments. The
other users would have to judge the stance of the
comment by combing the information they get
from the original post and the self-tagged stance.
Thus, two kinds of confusion might arise when we
have to judge the stance of the comment without
its context, including the original post and previous
comments.
First type of error occurs when the target of the
comment is not the original poster but the person
or event of which the poster is attacking. For
example, when a boyfriend complains about his
girlfriend who always threatens to break up with
him whenever they have a fight, other users might
leave comments criticizing that girlfriend. But
since they agree with the original poster’s position,
which is a negative attitude towards the girlfriend’s
behavior, the tags they give to their comments are
usually “push”. For our classifier, this would cause
confusion because the linguistic behavior
corresponds to negative evaluation, which is
usually associated with “boo” comments. As a
result, these comments would be categorized as
“boo” comments. The following is an example of
this type of error.

@ ® A ZE A
hén bu xthuan nazhong
very  not like  those.kind
Tl BAE & AR
hiingian jiuzai  shuo  lihin
before.marriage already say divorce
% EREEEE i A
hou zényangzényang de rén
after  how DE people

“I really don’t like those people who already starts
talking about what would happen when they get a
divorce before even getting married”

In example (2), the comment expresses a negative
attitude towards people who appears to be planning
their divorce before even getting married.
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Confusion may result because the target of the
comment could be the person the original post was
criticizing or it could be the original poster
him/herself. That target could only be identified
with consideration of what was originally written
in the post.
The second type of error involves comments that
are very short and give very little clue on their
stance. The expressions that occur in these
comments can be either positive or negative,
depending on the speaker’s intention. An example
of this type of expression would be K tian a
“Oh my goodness”, which could be used to express
surprise in both positive or negative context. Since
we cannot examine “how” the user says it in
his/her mind and can only rely on the relative
frequency of these phrases in comments, it also
results in confusion.

2. Sarcastic comments
It is not uncommon for users to use sarcasm to
express their stance online. On PTT, users might
use very positive sentences and give it a negative
tag to indicate that the comment was sarcastic.
These negative comments might be mistaken by
the classifier as “push” comments. The following
example illustrates how a negative comment might
be mistakenly tagged as “push” comment.

® HT WK B %

dangle xiangmin zheme duo

be PTT.user this many
FoRK & BEl
nian  wo zhongyu gidngdao
year | finally get
TN g & JEUEd)
tou xi le hdo  gdndong
first.oooLE S0 touched

“After being a PTT user for so many years, [ am
finally the first one to leave a boo comment in an
article! I am so touched.”

The comment includes the emotion #F (&) Ado
gdndong “so touched”, which appears to be a
positive emotion. But human readers would be able
to tell that the comment was sarcastic because of
the mention of A& #duxi, which is used in PTT to
refer to the first boo comment in an article. Thus,
this comment was tagged with “push” by the
classifier.

3. Intentionally vague comments

On PTT, in order to avoid directly referring to a
person name or avoid directly saying swear words
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or negative expressions, users sometimes use
characters that have similar pronunciation or
similar form to replace the original characters.
These would result in segmentation errors and it
would be very difficult to categorize because each
user might has his/her own choice of characters
and there isn’t an exhaustive list of such words.
They may also use underlines or spaces to replace
the original negative expressions when the rest of
the sentence makes it clear what the word should
be in that position. This omission would also make
it harder to categorize the comment.

Example (4) includes the phrase T 15 [
ganyinniang, which does not exist in Chinese
vocabulary but the sounds of these words are
similar to the swear words §¢#5 4% ganlinniang
“you mother fucker”. The person who left this
comment chose to use these words instead of the
conventional characters. Other users, when reading
this comment, would still be able to judge what the
comment intends to express. However, the
classifier might judge this new “word” to be a
proper noun and this may cause some mistakes.

In example (5), the underlined part is an omission
of the original word 1 — zhong ér. This term is
used as a negative representation for juvenile
behavior and mindset common among teenagers.
The word could not be identified by the classifier
because the omission results in segmentation error.
4  HomE Y N

ganyinniang  de gian
ganyinniang DE asking.for
g~~~

xu

boo

G) B B J& PO

wéijin chou yuadn PO

scarf ugly  original poster

_ - e

. er jié'an
(underline) two  case.close

The other type of vague comments are produced
because of the structure of PTT comments, users
sometimes try to complete other people’s
comments by positioning their comments at certain
position. These comments would only make sense
when processed in combination with the rest of the
comments, also known as “floors” on PTT.
4. Others
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Sometimes it is very difficult to identify why the
original poster would choose certain tag. This
could be a result of the user’s own tagging mistake,
or it could also be individual differences. In
example (6), the comment was tagged with “boo”
while the beginning of the sentence is the word
push. Both the classifier and human readers would
consider this sentence to be a push comment rather
than a boo comment. This could be a result of the
user’s own tagging error. Thus would not be
considered a very important issue in the current

study.

€  HE s 2k
tut toubkhi nliyou
push  coin-op girlfriend

“I agree with coin-operated girlfriend”

To further improve the classifier, the following
approaches could be taken into consideration.
According to Riloff and Wiebe (2003), it is
important to incorporate large amount of data
because infrequent words can sometimes be strong
subjective clue. Thus, it might be helpful to expand
the coverage of annotated data. Context of the
comments should also be taken into account. If the
classifier is able to capture the relationship
between the target and the comment being given,
the errors caused by context dependent comments
could be solved.

5 Conclusion

The purpose of this study is to compile lexical
resources in Mandarin on arguing and stance-
taking and to test the applicability of these
resources in  machine training on stance
classification. We explored related linguistic
categories on how users express their stance in
online comments and established three sets of
features that we believe reveals speaker’s
subjectivity. An experiment on classifying online
comments shows that the annotated wordlist could
assist in the classification by raising up to 20
percent of accuracy. In order to further improve
automatic classification, an analysis on the errors
of our classification task in provided. Possible
linguistic issues such as identifying the targets of
the comments, the overall culture on the boards
discussed, sarcastic comments, and problems
resulting from vague comments requires further
studies.
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Abstract

We introduce a new method for extracting rep-
resentative sentential patterns from a corpus
for the purpose of assisting ESL learners in
academic writing. In our approach, sentences
are transformed into patterns for statistical
analysis and filtering, and then are annotated
with relevant rhetoric moves. The method in-
volves annotating every sentence in a given
corpus with part of speech and base phrase
information, converting the sentence into for-
mulaic patterns, and filtering salient patterns
for key content words (verbs and nouns). We
display the patterns in the interactive writing
environment, WriteAhead, to prompt the user
as they type away.

1 Introduction

The British Council estimated that roughly a billion
people are learning and using English around the
world (Graddol, 1997), mostly as a second language,
and the number has been growing. For advanced
learners in university, English for Academic Pur-
poses (EAP) plays an important role in English Spe-
cific Purposes (ESP) study. More and more Com-
puter Assisted Language Learning (CALL) systems
have been developed to help learners in academic
writing, including concordancers, grammar check-
ers, and essay raters. Typical CALL systems assist
learners before and after the writing process by pro-
viding corpus-based reference services, or returning
a grade and corrective feedback (e.g., Cambridge
English Write & Improve).

However, researchers have shown that non-native
student writers may have difficulties in compos-
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ing sentences and lack knowledge at discourse level
(Hinds, 1990; Swales, 1990 or Connor,1996) in aca-
demic writing. For example, (Antony, 2003) indi-
cated that many Japanese scientists and engineers
lack sufficient knowledge of commonly used struc-
tural patterns at the discourse level.

The rhetorical organization has been considered
to be one of the most effective strategies of teach-
ing technical writing and reading. The American
National Standard Institute (ANSI) recommends ed-
itors or writers to state the purpose, methods, results,
and conclusions in the document (Weil, 1970). That
is, an article usually begins with a description of
background information, and is followed by the tar-
get problem, solution to the problem, evaluation of
the solution, and conclusion, by analyzing annotated
dictionary examples and automatically tagged sen-
tences in a corpus. As will be described in Section
4, we used the information on collocation and syntax
(ICS) for example sentences from online Macmillan
English Dictionary, as well as in the Citeseer x cor-
pus, to develop WriteAhead. Along the same line,
the second edition of the Macmillan English Dictio-
nary provides a 29-page Improve your Writing Skills
Writing Section with instruction on how to write flu-
ently by : adding information, comparing and con-
trasting, exemplifying, expressing cause and effect,
expressing personal opinions, possibility and cer-
tainty, introducing a concession or introducing top-
ics, listing items, paraphrasing or clarifying, quot-
ing and reporting, summarizing and concluding.

Although there are much information (such as
dictionary examples) that could help to write a pa-
per, learners may fail to generalize from examples

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 37 - 45
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Jim Chang, Hsiang-Ling Hsu, Joanne Boisson, Hao-Chun Peng, Yu-Hsuan Wu and Jason S. Chang
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WriteAhead

Even though many studies have reported an increased use of computers in education, there has been very
little research reported on the effectiveness of such use. AIM

less more patterns less more examples

[MOVE] In this PAPER , we PROPOSE 100607
In this paper , we present/propose/introduce
In this paper , we describe

[MOVE] In this PAPER we PROPOSE 48354
In this paper we present/propose/introduce
In this paper we describe/discuss

[MOVE] The AIM of this PAPER 20725

The purpose/aim/goal of this paper
The aim/purpose of this study

write edit

English #E &M

Figure 1: Example WriteAhead session where an user typed “pp”.

and apply to their own situations. Often, there are
too many examples to choose from and to adapt
to match the need of the learner writers. Learn-
ers could be more effectively assisted with a tool
that provides concise, relevant, genre-specific sug-
gestions as learners type away, when writing a draft.
In our research, we automatically extract rhetorical
patterns to assist learners in academic writing. For
example, in Figure 1, the learner has already typed
a sentence describing the background and problem,
and then the learner types the move tag AIM.

Figure 2 shows the implementation of WriteA-
head in the Google Doc environment. With this
Google Docs Add-on, the user can conveniently ac-
cess the WriteAhead functionalities, as well as com-
mon editing functions. According to the informa-
tion, WriteAhead displays the appropriate sentential
patterns and examples for the “method” extracted

from a corpus, to help the learner continue writing:
e Our ALGORITHM be BASE on (Our ap-

proach/method is based on),

e We ILLUSTRATE the ALGORITHM (We

illustrate the approach/method/technique),

e The ALGORITHM be BASE on

method/approach/model is base on).

In this paper, we present a prototype system,
WriteAhead, that extracts patterns that cover exten-
sively most semantic categories in academic writ-
ing (e.g. Teufel, 2000) from an academic corpus.

(The
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Writing suggestions are given to assist student writ-
ers. WriteAhead extracts these sentential patterns
and examples automatically by tagging and analyz-
ing sentences in a corpus. As will be described
in Section 3, we used the Citeseer” corpus as our
source to extract sentential patterns.

These patterns are then used at run-time in
WriteAhead for assisted writing. WriteAhead takes
the move tag the user types in, and then retrieves,
and displays patterns related to the tag to help the
user write or edit a draft (Figure 1). We present
a new methodology for automatically deriving pat-
terns. WriteAhead is also the first interface that sug-
gests patterns for learners while they type.

The rest of the paper is organized as follows. The
related work is reviewed in the next section. Then
we present our method for automatically extracting
sentential patterns and examples (Section 3). As part
of our evaluation, we measured the accuracy rate
of suggestions generated by WriteAhead using pub-
lished research papers unrelated to the training data
(Section 4). Section 5 reports on the experiment re-
sults and we summarize our conclusion in Section
6.

2 Related Work

Researchers have shown that non-native student
writers may have difficulties in composing sentences
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Normal text Arial 1 B

1 2 3 4 5

in this paper, we propose a new method |
method of something
method of doing something
method for something
method in something

More

WriteAhead

GENERAL

less more patterns

less more examples

write edit

[N] method of something 1698
with effective methods of
commonsense crime control

method of analysis does

[N] method of doing something

562
with rather less permanent
methods of limiting the
Woodvilles ' power

[N] method for something 161
word , a different method for
each child

[N] method in something 160
of the method in the USA was

Figure 2: WriteAhead implementation for Google Doc.

and lack knowledge at discourse level (Connor, 1996
& 1999) in academic writing.

English for Academic Purposes (EAP) plays an
important role in Specific Purposes (ESP) study,
focusing on English of academic writing (EAW).
EAW consists in numerous academic genres, includ-
ing grant proposal (Connor, 1999), research articles
(Swales, 1990), and reviews, which involve manual
structure analysis in the academic texts for teach-
ing academic writing. Among them, research ar-
ticles (RAs) play the most significant role. In our
work, we use RAs as our corpus to generate senten-
tial patterns, which can assist learners in academic
writing. We also adopt a set of semantic categories
to generate patterns, which were manually identified
in Teufel (1999).

2.1 Analysis of the Structure of Research
Articles

More specifically, we focus on the structure of re-
search articles, namely, automatically analyzing the
abstracts based on series of moves. The sentences
are classified to match the predefined structure. The
most related body analyzing research article was
Hill et al. (1982). The scheme he proposed was a
starting-point for the analysis of the macrostructure
of research articles. The graphical illustration of his
proposed structure is like an hourglass.

Several research indicate that RAs, defined by
Swales (1990), have a simpler and more clear picture
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of the organizational pattern — the IMRD structure:
Introduction, Method, Results and Discussion. Ad-
ditionally, Swales (1981, 1990) proposed the CARS
model ("Create a Research Space”) which describes
the structure of the typical introductions of scientific
articles according to prototypical rhetorical building
plans.

The unit of analysis is the argumentative move,
which represents “a semantic unit related to the
writer’s purpose”, typically, one clause or sentence
long. There is a finite number of such moves, and
they are subdivided into “steps”. The model is
schematically depicted in Figure 3. The model has
been used extensively by discourse analysis and re-
searchers in the field of discourse structure. Many
studies adopted his theory to analyze the introduc-
tion section (e.g. Cooper, 1985; Hopkins, 1985;
Crookes, 1986; Samraj, 2002, 2005). Additionally,
Thompson (1993) applied it to analyze the result
section while others applied it to investigate the dis-
cussion section (e.g. Hopkins and Dudley-Evans,
1994). More researches have been done to study
RAs in recent years.

2.2 Identifying Moves for Text Classification

In the search area of automatic analysis of the dis-
course structure of research articles, in recent years,
much work has been done viewing the task as a
text classification problem that determines a label
(move name) for each sentence. Various classi-
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Move 1: Establishing a territory Step 1 Claiming centrality and/or

Step 2 Making topic generalization(s) and/or
Step 3 Reviewing items of previous research

Move 2: Establishing a niche Step 1A Counter-claiming or
Step 1B Indicating a gap or
Step 1C Question-raising or
Step 1D Continuing a tradition

Move 3: Occupying the niche Step 1A Outlining purposes or
Step 1B Announcing present research
Step 2 Announcing principal findings
Step 3 Indicating RA structure

Figure 3: Structure of research article introduction

(Swales, 1990)

fiers were applied to text categorization, including
Naive Bayesian Model (NBM) (Teufel and Moens,
2002, 2004, 2006; Anthony 2003), Support Vector
Machines (SVM) (McKnight and Arinivasan, 2003;
Shimbo et al., 2003; Yamamoto and Takagi, 2005),
Hidden Markov Model (HMM) (Lin et al., 2006),
and Conditional Random Fields (CRFs) (Hirohata et
al. 2008). Table 1 summarizes these approaches.

Table 1 shows the set of labels commonly used
in most studies: background (B), objective (O), pur-
pose(P), gap (G), method (M), result (R),and con-
clusion (C). We did not compare directly the perfor-
mances of these studies, which used a different set
of classification labels and evaluation data.

Anthony (2003) has developed a system which
could offer a move analysis to assist students in writ-
ing and reading. He used the CARS model to an-
alyze the abstracts of RA, using hand tagged RA
abstracts. Shimbo et al. (2003) presented an ad-
vanced text retrieval system for MEDLINE that pro-
vides zone search specific sections in abstracts. The
system classifies sentences in each Medline abstract
into four sections: objective, method, results, and
conclusion. Each sentence is represented by words,
word bigrams, and contextual information of the
sentences (e.g., class of the previous sentence, rela-
tive location of the current sentence). They reported
91.9% accuracy (per-sentence basis) and 51.2% ac-
curacy (per-abstract basis) for the classification with
the best feature set for quadratic SVM.

Similarly, Yamamoto and Takagi (2005) devel-
oped a system to classify abstract sentences into
five moves, background, purpose, method, result,
and conclusion. They trained a linear-SVM classifier
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with features of unigram, subject-verb, verb tense,
relative sentence location, and sentence score. Hiro-
hata et al (2008) presented another system for Med-
line abstracts into four moves. They trained a CRF
classifier with features of n-grams, sentence loca-
tion, and features from previous/next sentences.

3 Method

Writing academic paper by referencing examples
(e.g., We illustrate the method ...) often does not
work very well, because learners may fail to general-
ize from examples and apply them to their own situa-
tions. Often, there are too many examples to choose
from and to adapt to match the need of the learner
writers. To help the learner in writing, a promising
approach is to extract a set of representative senten-
tial patterns consisting of keywords and categories
that are expected to assist learners to write better.

3.1 Problem Statement

We focus on the extracting process of sentential pat-
terns for various rhetoric functions: identifying a set
of candidate patterns with keywords and categories.
These candidate patterns are then statistically ana-
lyzed, filtered and finally returned as the output of
the system. The returned patterns can be directly ex-
amined by the learner, alternatively they can be used
to annotate rhetoric moves. Thus, it is crucial that
the extracted patterns cover all semantic categories
of interest. At the same time, the set of extracted
patterns of a semantic category cannot be too large
that it overwhelms the writer or the tagging process
of the subsequent move. Therefore, our goal is to re-
turn a reasonable-sized set of sentential patterns that,
at the same time, must cover all rhetoric moves. We
now formally state the problem that we are address-
ing.

Problem Statement: We are given a raw corpus
CORP (e.g., Citeseer™) as well as an annotated cor-
pus TAGGED-CORP in a specific genre and domain,
and a list of semantic categories (e.g., PAPER = {
paper, article}, PRESENT = { present, describe, in-
troduce }). Our goal is to retrieve a set of tagged sen-
tential patterns, p1 , ... , pm, consisting of keywords
and categories from CORP. For this, we convert all
sentences in CORP and TAGGED-CORP into can-
didate patterns (e.g., In this PAPER, we PRESENT
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Table 1: Approaches of previous studies

Researchers Model Moves Data
Macmillan English Dictionary — 12 moves™  general writing
Teufel and Moens (2002, 2004, 2006)  Naive Bayes 7 movest scientific papers
Anthony (2003) Naive Bayes BPGMRC  scientific papers
McKnight and Srinivasan (2003) Support Vector Machine OMRC MEDLINE
Shimbo et al. (2003) Support Vector Machine OMRC MEDLINE
Yamamoto and Takagi (2005) Support Vector Machine BPMRC MEDLINE

Wu et al. (2006) Hidden Markov Model BPMRC Citeseer

Lin et al. (2006) Hidden Markov Model OMRC MEDLINE
Hirohata et al. (2008) Conditional Random Field OMRC MEDLINE

* ADD, COMPARE, EXAM, CAUSE, OPIONION, HEDGE, TOPIC, LIST, REPHRASE, REPORT, SUM-UP
+ AIM, TEXTUAL, OWN, BACKGROUND, CONTRAST, BASIS and OTHER

- Procedure ExtractPatterns(Sent, Categories, Corpus)

1. Extract candidate patterns from sentences in CORP (Sec-
tion 3.2.1)

2. Group patterns by semantic categories in the given corpus
(Section 3.2.2)

3. Generate sentential patterns by statistically analyzing and
filtering candidate patterns (Section 3.2.3)

4. Output characteristic patterns for each category

Figure 4: Outline of the pattern extraction process

WORK), such that these candidates can be statisti-
cally analyzed and filtered to generate common and
representative patterns.

In the rest of this section, we describe our solu-
tion to this problem. First, we define a strategy for
transforming sentences from academic corpora into
candidate patterns (Section 3.2.1). This strategy re-
lies on a set of candidate patterns derived from sen-
tences of patterns (which we will describe in detail
in Section 3.2.3). In this section, we also describe
our method for extracting the most representative of
the candidate patterns for each semantic category of
interest. Finally, we show how WriteAhead displays
patterns at run-time (Section 3.3).

3.2 Transforming Sentences into Patterns

We attempt to find transformations from sentences
into patterns, consisting of keywords and categories
expected to characterize rhetoric moves in academic
writings. Our learning process is shown in Figure 4.
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Procedure SPs&Examples (Sentences, Templates)
(1) taggedCorpus = ChunkParser(Sentences)

(2) candidates = GenPatternCandidate(taggedCorpus)
(3) patterninstances = ReplaceTeufel(candidates)

4) Pats,  Categories,
gory(patterninstances)

Instances = GroupByCate-

(5) Pats, Counts = Counter(Patterns, Instances)
(6) Avg, STD = CalStatics(Pats, Counts)
For each Pat, Count pair in (Pats, Counts)
If Count > Avg + MinSTDThreshold x STD
@) Emit Tuple = (Word, Pat, PatTuples)
(8) Pats = Annotate(Word, Pat, PatTuples)

Figure 5: Process for extracting SPs and examples.

3.2.1 Extracting Candidate Patterns.

In the first stage of the extracting process (Step
(1) in Figure 5), we tokenize sentences in the given
corpus, and assign to each word its syntactic infor-
mation including lemma, part of speech, and phrase
group (represented using the B-I-O notation to mark
the beginning, inside, and outside of some phrase
group).

See Table 2 for an example of tagged sentence. In
order to identify the head of a phrase, we convert the
B-I-O notation to I-H-O notation with H denoting
the headword of a phrase. Using the I-H-O nota-
tion allows us to directly identify the headword of
a phrase chunk. Then, we convert every word in a
sentence into elements of a candidate pattern. The
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Table 2: A tagged sentence, pattern elements for each word, and anchored pattern candidates

Word Lemma POS B-I-O I-H-O Element Pattern candidate anchored at each word
In In IN B-PP I-PP in (In)

this this DT B-NP H-NP this (In this)

report report NN I-NP H-NP PAPER (In this PAPER)

, , , o o , (In this PAPER ,)

we we PRP B-NP I-NP we (In this PAPER , we)

propose propose VBP B-VP H-VP PRESENT (Inthis PAPER , we PRESENT)

a a DT B-NP I-NP ) (In this PAPER , we PRESENT )

method  method NN I-NP H-NP WORK (In this PAPER , we PRESENT _ WORK)

Table 3: Example Teufel category of sentential patterns

Teufel category  Gloss and examples

PAPER article, draft, paper, project, report, ...
WORK analysis, approach, method, ...
PURPOSE aim, goal, purpose, task, theme, topic, ...
DEVELOP accomplish, achieve, answer, prove, ...
PRESENT describe, introduce, present, propose, ...
EVALUATE compare, compete, evaluate, test, ...

elements consist of three types of information:
e Semantic categories (See Table 3) : typical do-

main specific concepts and words,
e Lexical symbols: a list of common preposi-

tions, pronouns, adverbs, and determinants,
e Noun phrase and verb phrase: head words

that are not classified in a category are repre-
sented as something or do.

Note that determinants (e.g., the, an, a) or adjec-
tives need to be represented in a pattern. For those
words, we add ”_” (ignored) to the element list. The
ignored elements will be deleted before patterns are
analyzed and filtered (as shown in Table 2). We de-
sign the scope of extracted patterns, as from the be-
ginning of the sentence, to the object phrase after the
main verb.

Finally, we combine elements for a sentence to
generate pattern candidates (Step (2) in Figure 5).
Table 2 shows those elements associated with words
and how they combine to form pattern candidates.

In Step (3), we use semantic categories to gener-
alize words and generate formulaic patterns. As will
be described in Section 4, we used a Teufel manually
analyzed research article to device a set of categories
of words (Teufel, 1999).
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For example, in Table 2, the sentence ”In this pa-
per, we propose a method that accurately reports
timing information by accounting for intrusion in-
troduced by monitoring.” will be transformed into
the candidate pattern “’In this PAPER, we PRESENT
WORK”.

The input to this state is a set of sentences. These
sentences constitute the data for generating the can-
didate patterns, that can be used in the next step.

The output of this stage is a set of candidate pat-
terns that can be statistically analyzed and filter in
a later step. See Table 4 for example candidate pat-
terns extracted from some sentences.

3.2.2 Grouping Patterns by Categories.

In the second stage of the process (Step (4) in Fig-
ure 5), we filter candidate patterns to generate rep-
resentative patterns. Once patterns and instances are
generated, they are sorted and grouped by category.

Then, we count the number of instances of each
pattern within the category (in Step (5)), and the av-
erage and standard deviation of these counts for each
category (in Step (6)).

In Step (7), we select patterns with an in-
stance count exceeding the average count by Min-
STDThreshold standard deviation.

Consider the partial sentence “In this paper, we
propose a method” Table 2 shows elements of
each word, pattern candidates anchored each word.
Note that the candidate (e.g., In this PAPER, we
PRESENT WORK associated with the instance of
In this paper, we propose a method) are valid pat-
terns.
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Table 4: Ranked patterns based on CORP and TAGGED-CORP statistics

AZ Pattern Count  Example

AIM  In this PAPER , we PROPOSE 100,607  In this paper , we present/propose/introduce
In this paper , we describe

AIM  In this PAPER we PROPOSE 48,354  In this paper we present/propose/introduce
In this paper we describe/discuss

AIM  The AIM of this PAPER 20,725  The purpose/aim/goal of this paper
The aim/purpose of this study

AIM  In this PAPER , we INVESTIGATE 16,872  In this paper , we investigate/examine/identify

In this paper , we analyze

3.2.3 Ranking and Annotating Patterns.

In the third and final stage (Step (8) in Figure 5),
we count, sort, and filter patterns, essentially using
the frequency counts from CORP with the tags in
TAGGED-CORP (See Tables 4). Figure 5 shows the
algorithm for ranking a set of corresponding senten-
tial patterns for all semantic categories. See Table 6
for an example of the move tag AIM and its corre-
sponding sentential patterns.

3.3 Run-Time

Once the patterns and examples are automatically
extracted for each category in the given corpus,
they are stored and indexed by category that can be
annotated with corresponding rhetoric moves. At
run-time in a writing session, WriteAhead detects a
rhetoric move tag Move in the text box. With the tag
as a query, WriteAhead retrieves and sorts all rele-
vant patterns and examples (Pattern and Example)
by frequency, aiming to display the most common
information toward the top.

4 Implementation and Setting

In this section, we describe the implementation and
experiments of the method presented in Section 3.
First, we retrieved computer science abstracts from
the digital library website, CiteSeer (citeseerx.
ist.psu.edu, a collection of bibliographies of
scientific literature in computer science from various
sources). We obtained about four million computer
science abstracts. Before extracting patterns, we use
GeniaTagger as a simple toolkit for analyzing and
parsing English sentences and outputting the base
forms, part-of-speech tags, chunk tags and named

43

entity tags. Tsuruoka et al. (2005) develop this
tools, specifically tuned for biomedical text. Then,
we use this tagger for tagging sentences to obtain
the part-of-speech tags, lemma, chunks for training
the model. After tagging, we applied our method to
extract patterns from CiteSeer x.

We used manually compiled semantic categories
and words (Teufel, 1999) to generalize word and
generate formulaic patterns. There are 66 categories
with some 900 nouns, verbs, and adjectives.

For example, in Table 2, the sentence "’In this pa-
per, we propose a method that accurately reports
timing information by accounting for intrusion in-
troduced by monitoring.” will be transformed into
the candidate pattern "’In this PAPER, we PRESENT
WORK”. As will be described in Section 4, we used
a Teufel manually analyzed research article to derive
a set of categories of words (Teufel, 1999).

We also used the Argumentative Zoning corpus
(available at www.cl.cam.ac.uk/~sht25/
AZ_corpus.html), created and annotated by
Teufel (2010) and collaborators. The dataset con-
sists of 80 AZ-annotated conference articles in the
research area of computational linguistics, hosted
in the academic archive of Cmplg arXiv. The set
of AZ tags include AIM (purpose), BAS (basis),
BKG (background), CTR (contrast), OTH (previous
work), OWN (own method and results), TXT (tex-
tual references).

To provide user interface for accessing WriteA-
head, we have implemented two versions of the sys-
tem: (1) browser-based proof-of-concept (POC) in-
terface and a Google Docs add-on. (2) To prove the
feasibility of the concept, the browser version (with-
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out the common editing functions) was implemented
in Python and within the Flask Web framework. We
stored the suggestions in JSON format using Post-
greSQL for a faster access. The WriteAhead server
obtains client input from a popular browser (Safari,
Chrome, or Firefox) dynamically with AJAX tech-
niques. For uninterrupted service and ease of scal-
ing up, we chose to host WriteAhead on Heroku, a
cloud-platform-as-a-service (PaaS) site.

The WriteAhead add-on for Google Docs was im-
plemented in Google App Script (GAS) with HTML
and JavaScript. WriteAhead add-on obtains client
input from documents using built-in methods in
GAS, and obtains the suggestions by sending re-
quests to the WriteAhead server through our API. To
start the add-on, the user click ”Add-ons > WriteA-
head > Start” after installation, and a sidebar will
appear. The suggested patterns and examples are
shown in the sidebar.

5 Evaluation

The proposed system was designed to automatically
extract patterns and examples for each correspond-
ing rhetoric move. A preliminary evaluation was
done on a set of real formula labeled with moves.
We compared our patterns with the Teufel formula
and evaluated the precision in different experimen-
tal settings. In this Section, we first describe how
we compared patterns (Section 4). Then, Section 5.1
introduces the evaluation metrics for evaluating the
experimental results.

5.1 Evaluation Metrics

The output of our method is an automatically tagged
pattern, which can either be shown to the user di-
rectly, or be used in academic writing, e.g., in teach-
ing academic writing, teachers can use those tagged
patterns to help tag the sentences in a given RA with
moves.

To evaluate our approach, we compare our senten-
tial patterns with Teufel Formula. We extract three
categories PAPER, WORK, and PRESENT to in-
spect that if there are some patterns in common.

We compare Teufel formulas and our extracted
sentential patterns under three specific categories,
PAPER, WORK, and PRESENT. In PAPER cate-
gory, there are 76 formula and 5 patterns, among

44

these, 18 formula and 5 patterns are in common.
Similar in WORK category, there are 153 formula
and 16 patterns, among these, 30 formula and 16
patterns are in common. And in PRESENT cate-
gory, there are 15 formula and 13 patterns, among
these, 7 formula and 5 patterns are in common.

In comparison, our sentential patterns are longer
and more complete than Teufel’s original formulas
serving as features for classification. It is clear that,
our sentential patterns tend to be more complete and
indicative of rhetoric moves, since we use the stop-
ping condition to extract patterns all the way up to
the object of the main verb. As it turns out, the pat-
terns generate by a computer using a very large scale
academic corpus are more consistent, complete, and
relevant to academic writing.

6 Conclusion and Future Work

Many avenues exist for future research and improve-
ment of our system. For example, the method for
extracting patterns could be discussed further and be
evaluated separately, using different formula to cal-
culate a threshold, and generate different patterns.
Additionally, an interesting direction to explore is
to expand the word categories and obtain more fine-
grain patterns. Yet another direction of this research
would be applied to the model of different sections
of RAs, and more disciplines.

In summary, we have presented a new method for
extracting patterns in a scholar big dataset for var-
ious moves in academic writing. The method in-
volves patterns with all semantic categories of in-
terest. The experimental results show that our auto-
matically extracted patterns reflect different rhetoric
moves and purposes.
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Abstract

Contrary to popular beliefs, idioms show a
high degree of formal flexibility, ranging
from word-like idioms to those which are
like almost regular phrases. However, we
argue that their meanings are not
transparent, i.e. they are non-compositional,
regardless of their syntactic flexibility. In
this paper, firstly, we will introduce a
framework to represent their syntactic
flexibility, which is developed in Chae
(2014), and  will observe  some
consequences of the framework on the
lexicon and the set of rules. Secondly, there
seem to be some phenomena which can
only be handled under the assumption that
the component parts of idioms have their
own separate meanings. However, we will
show that all the phenomena, focusing on
the behavior of idiom-internal adjectives,
can be accounted for effectively without
assuming separate meanings of parts,
which confirms the non-transparency of
idioms.

1 Introduction

Although idioms are generally assumed to be non-
compositional and, hence, non-flexible, it has been
well attested that they are not fixed expressions
formally. Even one of the most fixed idioms like
[kick the bucket] show morphological flexibility in
the behavior of the verb kick. Many other idioms
show some degree of syntactic flexibility with
reference to various types of syntactic behavior.
Even the non-compositionality of them has been
challenged, especially by those who are working
under the framework of cognitive linguistics (cf.
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Croft & Cruse 2004: Ch. 9, and Gibbs 2007).
Reflecting this trend, Wasow et al. (1983) and
Nunberg et al. (1994), for example, argue that
syntactic flexibility is closely related to semantic
transparency. In this paper, however, we are going
to show that idioms can better be analyzed as
semantically non-transparent although they are
formally flexible, providing further evidence for
the analysis in Chae (2014).

Adopting Culicover’s (2009) definition of
construction,* Chae (2014) assumes that all and
only idioms are represented as constructions.
Under this view, grammar consists of three
components: the set of lexical items (i.e. the
lexicon), the set of rules and the set of
constructions. He introduces some “notations/
conventions,” which apply to regular phrase
structures, to represent the restrictions operating on
idioms. Employing these notations, he provides
representations of various types of formal
properties of idioms (in English and Korean): from
the least flexible ones to the most flexible ones.
However, the meanings of idioms are supposed to
come from the whole idioms/constructions rather
than from their component parts compositionally.

In section 2, we will introduce a framework to
represent the syntactic flexibility of idioms, which
is developed in Chae (2014). We will also observe
some consequences of the framework on the
lexicon and the set of rules. Then, in section 3, we
will examine some phenomena which seem to be
handled only by assuming that the component parts
of idioms have their own separate meanings. It will
be shown, however, that all the phenomena can be
accounted for effectively without assuming

! The definition is as follows (Culicover 2009: 33): “A
construction is a syntactically complex expression
whose meaning is not entirely predictable from the
meanings of its parts and the way they are combined in
the structure.”
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separate meanings of parts. We will focus on the
behavior of idiom-internal adjectives, which is the
most difficult to treat properly under the
assumption of semantic non-transparency of
idioms.

2 Formal Flexibility

Traditionally idioms are classified into two
classes: “decomposable idioms”/ “idiomatically
combining expressions (ICEs)” and ‘“non-
decomposable idioms”/ “idiomatic phrases (IPs)”
(Nunberg 1978, Nunberg et al. 1994, Jackendoff
1997, Sag et al. 2002, etc.). Jackendoff (1997: 168-
169) analyzes the two classes as follows:

(1) A decomposable idiom: bury the hatchet

Vs NP,

i

Det N

[RECONCILE ([ ]a. [DISAGREEMENT])]x

(2) A non-decomposable idiom: kick the bucket

VP

N

Vi NP

N

Det N

DE ( Jok

In the former, which has the meaning of ‘reconcile
a disagreement’ or ‘settle a conflict,” the two
component parts bury and [the hatchet] are
assumed to have their own meanings and are
separated from each other syntactically because the
NP can be “moved” around. In the latter, no
component parts have separate meanings and they
are all connected syntactically.

Espinal & Mateu (2010: 1397), however, argue
that the distinction is “not as clear-cut and uniform
as has been assumed.”

(3) a. i) John laughed his head off.
i) We laughed our heads off.
b. Bill cried his eyes out on Wednesday,
and he cried them out again on Sunday.
c. 1) *Whose/which heart did Bill eat out?
ii) *His heart, Bill ate out.
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d. 1) *Bill ate his [own/inner heart] out.
ii) *We were laughing our [two heads] off.

The examples in (a) and (b) show ICE-like
properties. On the other hand, those in (c) and (d)
show their IP-like properties. In addition, Wulff
(2013: 279) makes it clear that idioms are not to be
classified into separate categories: ..., resulting in
a ‘multi-dimensional continuum’ of differently
formally and semantically irregular and cognitively
entrenched expressions that ultimately blurs the
boundaries of idiom types as described in Fillmore
et al. (1988) and various other, nonconstructionist
idiom typologies ...”

According to Chae (2014: 495-6), however,
Espinal & Mateu’s (2010) analysis is not very
reasonable, either. They argue all the internal
elements of idioms have metaphoric/non-literal
meanings and the meanings of the whole idioms
can be derived from them compositionally. First of
all, it is not clear how the metaphoric meanings of
the internal elements can be obtained. Hence, we
will need a framework which is formal enough to
be computationally useful, and which is flexible
enough to handle all the (morphological and
syntactic) idiosyncrasies of idioms. For this
purpose, Chae (2014) provides a system for the
representation of idiomatic constructions.’

Based on the fact that idiomatic expressions are
typical examples showing irregularities on various
levels, Chae (2014: 501) introduces four notations/
conventions to indicate lexical and formal
restrictions operating on idioms:

(4) a. <...>: the phrase is a syntactic “island” (no

extraction is allowed).

b. /.../: the phrase cannot be further expandable
by internal elements.

c. {...}: only the lexical items listed inside the
brackets are allowed to occur.

d. CAPITALIZATION: lexical items in capital
letters have to be inflected for their specific
forms.

The former two are used to restrict (external and
internal) syntactic behavior, and the latter two to
regulate lexical and morphological behavior.

2 The system was developed on the basis of English
idioms. However, its main purpose was to analyze
Korean data in such idiom dictionaries as No (2002) and
Choi (2014). The system has been proved to be very
successful in representing Korean idioms and, hence,
would be effective in analyzing idioms in other
languages as well.
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Employing the notations in (4), Chae (2014)
provides analyses of various types of idioms (in
English and Korean) on the basis of their formal
properties: from the least flexible ones to the most
flexible ones. Please note that the notations apply
to regular phrase structures. Regular properties of
idioms are captured by way of these phrase
structures and their irregular properties are
captured with reference to the notations.

We can analyze the [V one’s head off] idiom in
(3) as follows, under our representational system.

(5) A new analysis of [V one’s head off]

< VP>
_.-—'-""'-'_'_'_'_'_'_71_‘_‘_‘_‘_‘_‘_‘_‘_'_‘_‘—'—-—._
v ™E Prt
/f\x
Det N
| |
{ONE'S} {HEAD, BUTT} {off}

VP: [V excessively] ([ ]}

The <...> on the VP indicates that no internal
elements can be extracted out of the VP. The /.../
on the NP indicates that the node cannot be
expanded further. The {...} under lexical
categories indicates that only those lexical items
inside it are allowed in the position. Under the N
node, two lexical items are listed, which means
that any of them is allowed in that position. The
position under V is open because it has no {...}.
As the lexical items under the Det and N are
capitalized, they are required to have specific
inflectional forms in actual sentences.

Under the present framework, one of the most
rigid idioms can be represented as follows (Chae
2014: 505-6):

(6)
<XP>
Specifier /\'\
{all} T Compiemem
{t} {c}

As the XP has both <...> and /.../, no elements
inside it can be extracted outward, and it cannot be
further expanded internally. In addition, all the
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lexical items are enclosed with the notation {...},
which has only a single member. The flexibility
will increase as more lexical items are capitalized,
as more lexical items appear in {...}, and as <...>
or /.../ disappears, eventually to become
regular/non-idiomatic phrases.

We assume that the framework introduced in
Chae (2014) is formal enough to be
computationally useful and flexible enough to
handle various types of formal properties of idioms.
The behavior of idioms is regular to the extent that
they are represented on phrase structures, and is
irregular to the extent that their structures are
regulated by the notations in (4).

The present framework has the effect of
simplifying the main components of the grammar
of a language, namely, the lexicon and the rule set.
Firstly, the framework makes it possible to reduce
the number of lexical items or their senses. For
example, [ei(-ka) eps- ‘be preposterous’] in Korean
is a typical idiom. Its literal meaning is something
like ‘there is no EI.” The “word” ei, although it can
be followed by the nominative marker -ka, does
not have its own meaning and it can only be used
as a part of the idiom. Korean dictionaries list both
the idiom [ei(-ka) eps-] and the word ei as separate
entries, which is necessary because an adverb like
cengmal ‘really’ can be inserted between ei(-ka)
and eps-, [ei(-ka) cengmal eps- ‘be really
preposterous’]. Under the present approach,
however, ei does not have to be listed as a separate
entry and, hence, we can reduce the number of
lexical items. We do not need the putative word
because the construction representing the idiom is
flexible enough to allow regular adverbs in
between the two parts of the idiom, as we can see
in chapter 3.

Next, let us consider how we can simplify the
rule set. The expression [... Vi-tunci ... V-tunci
kan-ey ‘regardless of whether S; or S,’] is an idiom
(No 2002: 268). It can be analyzed as follows:

(7
< /PP >
_'_F'_'_'_,_,_,_o—'-""'-""‘-hh._,_\_\_\_‘_‘_\_
NP P
_'_,_,_.—-'—"'_'_'_'_7‘_\-‘_‘_\_""‘——-_._\_‘_ |
8 5 N {evi
- Vitunei o Vetuned  {kan}

PP: “[regardless of whether 8; or 5]
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The idiom has not only semantic anomalies but
also syntactic anomalies. No other NPs in Korean
have the structure of [S; S, N], in which the head
noun has two sentential complements. If we are
going to handle the structure with phrase structure
rules, we have to posit a rule of the following: [NP
— S S NJ. This NP is very special in the sense that
it has a unigue internal structure of [S; S, NJ. In
addition, as it can occur only before the
postposition -ey, its distribution is severely limited.
These facts will render the rule set very complex.
Under our approach, however, the construction in
(7) is listed in the set of constructions. Then, we do
not have to account for the special properties of the
idiom with complex phrase structure rules and
unmotivated stipulations.

3 Semantic Non-transparency

We assume that idioms are syntactically flexible
and semantically non-transparent. We have seen
that their syntactic flexibility can be handled
effectively with the framework introduced in Chae
(2014). In this section, we will focus on their
semantic non-transparency. This assumption is
based on the observation that the component parts
of idioms do not have independent meanings and,
hence, that the meaning of the whole idiom cannot
be obtained from their parts compositionally. We
will first review the issue over the compositionality
of idiomatic expressions. Then, we will observe
those phenomena which have led some scholars to
assume that the component parts have separate
meanings. Finally, we will develop a framework in
which we can handle the phenomena, especially
idiom-internal modification, without assuming
separate meanings of parts.

3.1 The Issue: Compositionality

There has been a controversy over the issue
whether idioms conform to the principle of
compositionality or not. From a non-compositional
point of view, for example, Nicolas (1995) argues
that the parts of an idiom do not have individual
meanings. Schenk (1995) argues that there is no
relation between the meaning of the whole idiom
and the meanings of its parts. In addition,
Culicover & Jackendoff (2005: 34) makes it clear
that “there is no way to predict the meanings of ...
from the words” in various types of “lexical VP
idioms” (cf. Goldberg 1995). However, many other
works stand on the other side: Wasow et al. (1983),
Nunberg et al. (1994), Geeraerts (1995), Gibbs
(1995), Sag et al. (2002), Espinal & Mateu (2010),
and others.
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One of the most difficult challenges of
compositional approaches lies in figuring out the
meanings of the parts of an idiom. For example, it
is generally assumed that the meanings of spill and
beans in the idiom [spill the beans] are ‘divulge’
and ‘information,” respectively. However, it is
unlikely that we can get at their meanings, if there
are individual meanings, without consulting the
meaning of the whole idiom (cf. Geeraerts 1995,
Gibbs 2007: 707). Then, we do not have to worry
about the meanings of individual parts from the
beginning, because the reason we need to know the
individual meanings is to compute the meaning of
the whole idiomatic meaning. Although there are
many cognitive linguistic approaches which seek
to obtain the meanings of the parts on the basis of
people’s conceptual knowledge, they can only
provide partial answers, as is hinted in Gibbs
(2007: 709, 717). From a computational point of
view, partial answers would be largely the same as
No answers.

Non-compositional approaches may run into
difficulties as well, in such cases as the following:
i) when a part of the idiom is displaced from its
“original” position (cf. (8d)), and ii) when a part is
modified (cf. (9-10)). In these cases, it would be
very difficult to compute the idiomatic meaning
without recourse to the meanings of the individual
parts, especially under surface-oriented
frameworks (cf. Wasow et al. 1983). Without
handling these cases appropriately, a non-
compositional approach would not be viable.

When an internal element of an idiom is
displaced from its original position, as in [the
hatchet we want to bury after years of fighting], it
would not be easy to capture the idiomatic
meaning in surface-oriented frameworks, which do
not have “underlying” structures, because parts of
the idiom are separated from each other by a
syntactic operation. Note that idioms are generally
assumed to be word-like fixed expressions in
previous non-compositional approaches. However,
in our approach, the identity of the idiom can be
captured with reference to the construction
describing the idiom, which is in the set of
constructions.

As for idiom-internal modifiers, there are three
types to be considered. Firstly, adverbs can occur
before verbs inside some idioms. Secondly,
adjectives can occur before nouns in a few idioms
and function as nominal modifiers. Thirdly,
adjectives in some idioms function, surprisingly, as
verbal modifiers. More surprisingly, Nicolas
(1995) shows that most idiom-internal adjectives
function as verbal modifiers, i.e. they have the
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function of modifying the whole idiom or its
predicate. We have reached largely the same
conclusion after examining the idioms in two
Korean idiom dictionaries: No (2002) and Choi
(2014).

Although English does not seem to have
examples of the first type, Korean has some. This
difference may be due to the word order difference
between the two languages: Korean is a head-final
language, while English is a head-initial language.
As an adverb occurs before the string of V-NP in
English, it is not clear whether it modifies V or VP.
In addition, regardless of whether it modifies V or
VP, the effect is the same. Even when it modifies
V, the influence will go over to the whole VP
because V is the head of VVP. On the other hand, an
adverb can occur inside the NP-V string in Korean,
which clearly shows that it modifies V. As we saw
above, the Korean idiom [ei(-ka) eps- ‘be
preposterous’] can be modified by an internal
adverb such as cengmal ‘really,” [ei(-ka) cengmal
eps- ‘be really preposterous’] (cf. Chae 2014: 511).
When the internal modifiers are adverbs, it is not
very surprising that they have the function of
modifying the whole idiom, because the modified
element, i.e. V, is the head of VP.

3.2 Any Compositional Phenomena?

To begin with, we want to make it clear that we
cannot derive the meanings of idioms from their
component parts compositionally. It is a well-
known fact that we can guess the meanings of
component parts only when we know the meaning
of the whole idiom (cf. Gibbs 2007: 709, 717). For
example, we cannot usually figure out that the
meanings of spill and beans in the idiom [spill the
beans] are “‘divulge’ and  ‘information,’
respectively, unless we know the meaning of the
whole idiom, i.e. ‘divulge information.” If it is not
the case, those who are learning English would
predict the meaning of the idiom correctly on the
basis of the (literal) meanings of spill and beans,
which is very unlikely. If we can only figure out
the individual meanings with reference to the
meaning of the whole idiom, we do not have to
worry about the meanings of individual parts from
the beginning. As we all know, we need to know
the meanings of individual words to compute the
meaning of the whole expression.

Despite the problems described above, there has
been a tradition which takes it for granted that
individual words in idioms have to have their own
meanings. Nunberg et al. (1994: 500-3) is one of
the forerunners: “modification, quantification,
topicalization, ellipsis, and anaphora provide

50

powerful evidence that the pieces of many idioms
have identifiable meanings which interact
semantically with other” (cf. Wasow et al. 1983;
Croft & Cruse 2004: ch. 9, Gibbs 2007).

(8) a. [kick the filthy habit]

b. Pat got the job by [pulling strings
that weren’t available to anyone else].

c. [touch a couple of nerves]

d. Those strings, he wouldn’t pull for you.

e. My goose is cooked, but yours isn’t .

f. Although the FBI kept taps on Jane Fonda,
the CIA kept them on Vanesa Redgrave.

It would be very difficult to account for these data
if we do not assume that individual words in
idioms have their own meanings. In (a-b), at least
formally, a part of the idiom is modified. In (c), a
part is quantified. In (d), a part is topicalized. In (e-
f), an anaphor or a deleted part refers to a part of
the idiom concerned.

Under traditional approaches, we would not be
able to account for the phenomena in (8)
appropriately unless we assume that individual
words have their own identities. Under the spirit of
Chae (2014), however, we can account for the
phenomena in (c-f) easily. We are assuming that
all and only idioms are represented as
constructions and that constructions can represent
formal flexibilities of idioms. In our analysis of the
idiom in (c), the position of Det/QP is open in the
construction concerned.® For the constructions in
(d-f), the syntactic mechanisms involved, i.e. those
responsible for figuring out the antecedents of gaps
or anaphora, will identify the relevant entities. For
example, [those strings] will be identified as the
object NP of pull in (d) and yours will be identified
as your goose in (e). Then, the idiom concerned
will be identified with reference to the construction
describing it, which is in the set of constructions.
That is, the relevant construction will be invoked
and, hence, its meaning as well, without recourse
to the individual words involved.

To be more specific about the topicalized
example in (8d), it can be analyzed the same way
as other topicalized sentences. Just as a regular VP
which has a displaced object is analyzed as VP/NP,
the idiomatic VP [pull €], which has its own
idiomatic meaning and is lacking [those strings], is
analyzed as VP/NP. When the missing NP, i.e. the

% I different determiners and/or quantifiers allowed in
the idiom result in different meanings, such data could
be handled with the mechanisms for idiom-internal
adjectives in section 3.3.
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NP value of the SLASH(/) feature, gets licensed,
the whole idiom obtains its meaning from the
construction concerned. This is not possible in
previous non-compositional approaches because
idioms are generally assumed to be word-like fixed
expressions.

The difficulty lies in the analysis of such data as
those in (8a-b). As an adjective or a relative clause
modifies a noun which is a part of the idiom, there
does not seem to be an easy way of accounting for
the data without assuming that all the component
parts of the idiom have their meanings. However,
in the next section, we will see that the data can
better be analyzed without such an assumption.

3.3 Idiom-internal Modification

Among the three types of idiom-internal modifiers
mentioned in section 3.1, we will consider how we
can account for the second and third types, i.e. the
behavior of idiom-internal adjectives. We will see
that the framework to be developed here can
handle the phenomena without assuming separate
meanings of idiom parts. This implies that idiom-
internal modifiers are not part of the idiom. It will
be also shown that the meaning of the whole
expression can be obtained compositionally from
that of the idiom and that of the modifier.

With reference to such data as in (8a-b), Nicolas
(1995: 233, 239-10) argues that the internal
modification in V-NP idioms “is systematicallz?/
interpretable as modification of the whole idiom.”

(9) a. [make rapid headway] ‘progress rapidly’
b. [be at a temporary loose end]
‘be unoccupied temporarily’

c. [pull no strings] ‘do not exert influence’

In these examples all the idiom-internal adjectives
are interpreted as adverbials. It seems to be true
that most of the adjectives in idioms have the
function of modifying the whole idiom.

However, there are some examples where the
idiom-internal adjective does not have an adverbial
function, including those in (8a-b).

(10) a. [bury the old/bloody/violent hatchet]
‘settle an old/bloody/violent conflict’
b. [bury the ancestral hatchet]
‘reconcile an ancestral disagreement’
c. [spill the salacious beans]
‘divulge the salacious information’

* Nicolas (1995: 244, 249) even argues that he could not
find any counter-examples to the adverbial function of
adjectives in his chosen corpus of fifty million words.

o1

In all these examples, the underlined adjectives
have the function of modifying some nominal
elements of the meanings of the whole idiom.
Please note that they do not have the following
meanings:

(11) a. “settle a conflict
in a(n) old/bloody/violent way’
b. ‘ancestrally reconcile a disagreement’
c. ‘salaciously divulge information’

In the case of the idiom [bury the hatchet], the
adjective official leads to an adverbial function:
[bury the official hatchet] ‘settle/reconcile a
conflict/disagreement officially.” On the other hand,
as we can see in (10a-b), the adjectives old/bloody/
violent/ancestral induce an adjectival function in
the idiom. This shows that the function of an
idiom-internal adjective is determined by the
interactions between the adjective and the idiom
within which the adjective is located. The issue,
then, is how we can account for the adverbial and
adjectival functions of idiom-internal adjectives
without assuming that the component parts of an
idiom have separate meanings.

As the first step to the solution, let us examine
the characteristics of the idiom [bury the hatchet]
more closely. When it contains an adjective inside,
the adjective can be interpreted either as
adjectively or as adverbially. As we can see in
(10a-b), such adjectives as old, bloody, violent and
ancestral lead to an adjectival reading. In [bury the
old hatchet], for example, it is clear that the
adjective old combines with the noun hatchet
syntactically. As an adjective, it has the right
formal properties to be in a position between a
determiner and a noun. However, from a semantic
point of view, it is not compatible with the literal
meaning of hatchet. It is compatible only with the
seemingly idiomatic meaning of hatchet, i.e.
‘disagreement/conflict.” We have to realize here
that there is a mismatch between syntactic and
semantic behavior in the combination. That is, the
combination is “indirect/abnormal” rather than
“direct/normal.” In a direct/normal combination,
on the other hand, there is no such mismatch
between syntactic and semantic behavior. For
example, in [the tall man], the adjective tall
modifies the noun man not only syntactically but
also semantically. The (literal) meaning of man is
compatible with that of tall.

We have to be very careful not to assume that
the meaning of ‘disagreement/conflict’ is directly
related to the hatchet in [bury the hatchet]. It
comes from the argument of the meaning of the
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whole idiom  ‘settle/reconcile a  conflict/
disagreement,” which can be represented as
[SETTLE ([ ], CONFLICT)] formally. This
becomes clear with such idioms as [kick the
bucket] and [pull the wool over one’s eyes ‘deceive
one’], which can be represented as [DIE ([ ])] and
[DECEIVE ([ ], ONE)], respectively. In the former,
[the bucket] has no (direct) reflections on the
whole meaning. In the latter, neither [the wool] nor
eyes have any direct reflections on the meaning.
Hence, when we say that old in [bury the old
hatchet] is compatible with “the seemingly
idiomatic meaning” of hatchet, we mean that it is
compatible with the argument of the whole
idiomatic meaning, i.e. CONFLICT, rather than
with the idiomatic non-literal meaning of hatchet
itself.

The indirect nature of the combination of idiom-
internal adjectives and their host nouns become
more evident when the adjectives function as
adverbials. In [bury the official hatchet ‘settle the
conflict officially’], for example, the adjective
official combines with the noun hatchet
syntactically.” However, from a semantic point of
view, it neither combines with the literal meaning
of hatchet nor the assumed idiomatic meaning of
hatchet ‘disagreement/conflict.” As it is not
compatible even with the argument of the
idiomatic meaning CONFLICT, the combination
becomes more different from a regular one. As it
does not have any adjectival role semantically, it is
“coerced” to perform an adverbial role (with the
addition of a semantic adverbializer, which can be
regarded as a counterpart of the formal -ly
ending).® Now the adjective can combine with the

> Although it has an adverbial function, the word official
in [bury the official hatchet] is still an adjective. It is an
adjective because it shows the same syntactic
distribution as regular adjectives. Notice that syntactic
categories are primarily determined by syntactic
distribution. All idiom-internal elements keep their
formal identities in our approach, regardless of their
functions.

® The term “coercion” can be defined as follows
(Culicover 2009: 472): “an interpretation that is added
to the normal interpretation of a word as a consequence
of the syntactic configuration in which it appears.”
Typical cases of coercion are exemplified in the
sentence [the ham sandwich over in the corner wants
another coffee], which can be paraphrased as [the
person contextually associated with a ham sandwich
over in the corner wants another cup of coffee]
(Culicover & Jackendoff 2005: 227-8; cf. Nunberg 1979,
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whole idiomatic meaning or its predicate, i.e.
SETTLE.

On the basis of the observations above, we
conclude that idiom-internal adjectives and their
host nouns do not have direct relationships.
Although their combinations are regular formally,
the adjective does not combine with its host noun
semantically. This means that the adjective is not
part of the idiom concerned, and more importantly
that the component parts of idioms do not have to
have their own separate meanings.

We can conceptualize the licensing of idiom-
internal adjectives as follows. Formally, the
adjective is licensed as far as it satisfies the
morphological and distributional  properties
required in the position. For example, in [bury the
old/official hatchet] the words old and official, as
adjectives, satisfy the requirements for being in the
position between a determiner and a noun. Under
our framework, we just need to leave the NP
dominating [the hatchet] not enclosed with /.../, to
indicate that this idiom allows an internal adjective.
Semantically, the adjective is licensed when it has
a meaning which is compatible either with an
argument of the whole idiomatic meaning or with
the whole meaning or its predicate. In the former
case, the adjective leads to an adjectival function.
In the latter case, on the other hand, it leads to an
adverbial function.

As for the semantic licensing of [bury the old
hatchet], we have to check first whether the
meaning of old, say OLD, is compatible with an
argument of the whole idiomatic meaning, i.e.
[SETTLE ([ ], CONFLICT)]. As OLD is
compatible with the argument CONFLICT, the
whole expression has the meaning of ‘settle an old
conflict.” Now, turning to the semantic licensing of
[bury the official hatchet], we need to check the
compatibility of OFFICIAL with CONFLICT. As
this is not a normal combination, there have to be
other possibilities. We are assuming that, at this
point, the adjective is coerced to have an adverbial
meaning. Then, we need to check whether the
coerced adverbial meaning of OFFICIAL, say
OFFICIALLY," is compatible with the idiomatic

Ward 2004).
interpretations.
"We can represent the coerced adverbial meaning of the
adjective concerned with a pattern of the following (cf.
footnote 10): [in the viewpoint/manner/... of being
AdjP]. According to Nicolas (1995: 249), “the most
commonly available kind of internal modification is ...
viewpoint modification, ... about 85% ...” Then, the
expression [bury the official hatchet] would be

The underlined parts are coerced
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meaning or its predicate, i.e. SETTLE. As this
combination is fine, the whole expression can have
the meaning of ‘settle a conflict officially.” Of
course, there would be cases where both types of
combinations are possible. In such cases, the
expressions concerned would be ambiguous
between an adjectival reading and an adverbial
reading.

We can see a similar phenomenon of indirect
combination in some non-idiomatic phrases:®

(12) a. We [had a quick cup of coffee] before lunch.

b. He had to find [a fast road] to get there
in time.

The underlined adjectives quick and fast are
positioned between a determiner and a noun and,
hence, they are in the right positions. However,
they have meanings which cannot be combined
with the meanings of their host nouns. The
expressions in the square brackets mean roughly
‘drank a cup of coffee quickly’ and ‘a road where
we can drive fast,” respectively. A cup cannot be
quick and a road itself, if it is not a moving road,
cannot be fast. We can see that the adjectives here
are used adverbially (with an appropriate amount
of coercion), just like those in idioms. From these
examples of indirect combination,® we can see that
our assumptions about the indirect combination in
idioms are not unmotivated.

In this section, we have provided a framework to
account for the behavior of idiom-internal
adjectives without assuming separate meanings of
the parts of idioms. We have seen that the meaning
of an idiom containing an internal adjective can be
obtained from that of the idiom and that of the
modifier ~ compositionally. Although the
combination is not direct as in regular phrases, it is
not random but follows a general pattern'® of what

interpreted as ‘settle a conflict in the viewpoint/manner
of being official.’

® The data in (12) were brought up to me by Jeehoon
Kim (p.c.).

° One might assume that [have a cup of coffee] is a kind
of idioms, probably due to the “lightness” of the verb
have. If so, the combination of this idiom and quick can
be accounted for with the same mechanisms as those for
idioms. However, [a road] does not have any properties
of idioms.

19 According to Culicover & Jackendoff (2005: 228),
there is a consensus in the literature that coerced
interpretations are “the product of auxiliary principles of
interpretation ... they contribute material that makes the
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we call “indirect combination.” Hence, we can
conclude that idiom-internal adjectives are not part
of the idiom. That is, they should not be a part of
the idiom concerned. The only thing we need to do
with the idiom is to keep the NP containing the
host noun not enclosed with /.../.

4  Conclusion

In this paper, we have introduced a framework to
represent the syntactic flexibility of idioms. Under
this framework, we have examined some
phenomena which seem to be accounted for only
by assuming separate meanings of the parts of
idioms. However, we have shown that we can
account for all the phenomena without such an
assumption. This is accomplished by positing the
set of constructions as a major component of
grammar and by capturing the indirect nature of
the combination between idiom-internal adjectives
and their host idioms.

Focusing on the behavior of idiom-internal
adjectives, we have conceptualized a framework to
account for the indirectness in the combination of
adjectives and their host idioms. By elucidating the
nature of this combination, we are absolved from
the almost impossible task, especially from a
computational point of view, of assigning separate
meanings to the component parts of idioms.
Consequently, we came to prove that idioms are
formally flexible and semantically non-transparent.
If we could not figure out that idiom-internal
modifiers are not part of idioms, we would not
have reached the conclusion that idioms are not
transparent/compositional.
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Abstract

This paper is an investigation of LF-copies created
by scrambling in the context of FNQ-constructions.
It demonstrates that movement leaves a copy at LF
only when it targets a position within the next
search space; it does not leave an LF copy if move-
ment takes place too close within a single domain of
search space. By characterizing this in terms of
“Distinctness of Copies,” this paper provides a prin-
cipled account to all structural variations that have
posed substantial problems in previous approaches.

1 Introduction

It has been widely noted that the extraction of different
arguments can be subject to different restrictions. One
such case involves the distribution of floating numeral
quantifiers (FNQs) in Japanese and Korean.' In these
languages, extraction of objects licenses an associated
FNQ, while that of subjects does not (Kuroda, 1980; Sai-
to, 1985; Ko, 2007; Miyagawa and Arikawa, 2007;
Miyagawa 2013; J. Kim, 2013, among many others).
Although this understanding about the subject-object
asymmetry is well-established in the literature, it is not
always easy to reach a conclusion about the grammatical-
ity of the sentences that contain subject FNQs. We also
find that the Locality approach (Saito, 1985; Miyagawa,
1989; 2010; Miyagawa and Arikawa, 2007, etc.), the
most compelling account for this exciting but bewilder-
ing phenomenon, is not entirely acceptable because of its
shortcomings in terms of either empirical coverage or the
explanatory power essential for theories in modern lin-

! Sportiche’s (1988) proposal for a theory of floating quantifiers
relies on two independently motivated assumptions: (i) a quantifi-
er and its associate NP are generated under a single constituent,
and (i) the NP moves up for a number of reasons while stranding
the quantifier in its base-generated position. | hold these assump-
tions throughout this paper.
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guistic research.

In this paper, we lay down two minimalist assumptions
and demonstrate that simply by combining these, all the
lingering problems germane to the previous approaches
(including the Locality) can be eliminated. Additionally,
a variety of puzzles that arise in scrambling contexts all
fall out nicely. The two hypotheses include Chomsky's
(2000; 2001; 2008) PIC (Phase Impenetrability Condi-
tion) and a novel proposal of DC (Distinctness of Copies),
which is an elaboration on Richards's (2000; 2010) prin-
ciple of Distinctness. Insofar as the current analysis is
sustained, it will then supply empirical evidence in sup-
port of these theoretical assumptions in the minimalist
program, while further clarifying some residual problems.

The structure of the paper is as follows. In section 2,
while reviewing the Locality approach to FNQs, we tease
out an important fact that structural variations of FNQ-
constructions are contingent on the availability of LF
copies created by scrambling. In section 3 we lay down
our proposals, and in section 4 we demonstrate that the
DC, in conjunction with the PIC, provide a principled
and unitary account to all the structural variations that
have posed substantial problems in previous approaches.
Section 5 is a conclusion of the paper, with a discussion
of some predictions that follow from the current analysis.

2 Locality and Problems

Since it was first observed by Haig (1980) and Kuroda
(1980), the subject-object asymmetry of FNQs, shown in
(1) in Japanese, has been described by the term “Locali-
ty,” defined in terms of mutual c-command between an
NF; (or an NP trace) and its associated numeral quantifi-
er.

2 Locality:
a. The NQ and its associated NP observe strict locality (Saito, 1985).
b. The NQ or its trace and the NP or its trace must mutually
c-command each other (Miyagawa, 1989).
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(1) a. *Gakusei-ga sake-0  san-nin nonda.
student-Nom sake-Acc 3-CLyy; drank
‘Three students drank sake.’

h. Sake-0 gakusei-ga  san-bon nonda.
Sake-Acc student-Nom 3-CL; drank
‘Students drank three bottles of sake.’

In the era of Government and Binding, it was assumed
that a subject cannot scramble, as indicated by Saito’s
(1985) “ban on subject scrambling,” and is merged di-
rectly in its surface position. Since the subject does not
involve movement, it has no vP-internal trace, resulting
in violation of the Locality requirement in sentence (1a).
In contrast, an object is assumed to scramble freely and
leaves a trace. Consequently, the trace and its associated
NQ in VP satisfy the required constraint, leading to the
grammaticality of sentence (1b). In this view, the subject-
object asymmetry of FNQs in scrambling contexts comes
as a consequence of the trace visibility in a position next
to the NQs. (2) below depicts this account under the Lo-
cality approach.

(2) a. *Gakusei-ga sake-o [NO TRACE san-nin] nonda.
h. Sake-0 gakusei-ga [TRACE san-bon] nonda.

As a reader might already have observed, this account
can hardly hold in its original form in the minimalist pro-
gram, one major finding of which is that the subject is
derived from its vP-internal position (Kitagawa, 1986;
Sportiche, 1988; Kuroda, 1988; Koopman and Sportiche,
1991, etc.). Under the so-called VP-Internal Subject Hy-
pothesis (VPISH), (2a) could have the following struc-
ture, in which the subject has scrambled over the
preposed object from its lower base position (Bobalik,
2003:115, see also Boskovi¢, 2004).

(3) Gakusei-ga sake-0 [yp tySaN-Nin [yp to; NONda]]

This structure, once its validity is proven, will significant-
ly weaken the Locality approach since it obliterates the
disparate patterns of the traces between subject and ob-
ject. However, one might argue, in full compliance with
Saito’s original intuition of the “ban on subject scram-
bling,” that the “double-scrambling structure” (3) is less
economic than (2a) since it contains more movement
steps to arrive at the same word order. Therefore, from
the economy perspective, the Locality account still holds
that (2a) is an optimal structure and that there is no li-
censing trace for the stranded subject NQ. If we strictly
adhere to this view, the prediction is clear: there should
be no stranded quantifier associated with the subject.
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Unfortunately, however, this prediction is too general,
since in the literature we find a number of counter-
examples where subject NQs occur precisely in this
structural format, yet maintain grammatical integrity.’
See Kuno, 1973; Ishii, 1998; Takami, 1998; Gunji and
Hasida, 1998; Kuno and Takami, 2003; Nishigauchi and
Ishii, 2003; Yoshimoto et al., 2006; Miyagawa and Avri-
kawa, 2007; Miyagawa 2010; 2013 for Japanese exam-
ples illustrating this fact; see also Lee, 2003; S. Kim,
2004; Moon, 2007; Y. Kim, 2008; J. Kim, 2013, and Son,
2015 for the same fact in Korean.

A further complication arises with the Locality analy-
sis. Miyagawa (2001; 2003; 2005) has argued that Japa-
nese does exhibit EPP effects, and a scope contrast as
described below comes as a consequence of EPP-
movement by either the subject or the object to a position
higher than negation.

(4) a. Zen’in-ga sono tesuto-o uke-nakat-ta.
all-Nom that test-Acc take-Neg-Past
‘All did not take that test.’
*not > all, all > not

h. Sono tesuto-o zen’in-ga t uke-nakat-ta

that test-Acc all-Nom  take-Neg-Past
‘That test, all did not take.’
not > all, (all > not)

On Miyagawa’s account, T bears a strong EPP-feature in
Japanese, and hence it requires movement of some NP to
[Spec,TP] in overt syntax; in (4a), the Spec of TP is oc-

® The examples of (i) and (ii) below are representative of the
nonstandard paradigms (i.e. exceptions to standard paradigms)
in Japanese and Korean, respectively.

(i) a. ?Gakusei-ga
students-Nom sake-Acc
“Three students drank beer.”  (M&A:651)

b. Gakusei-ga watasi-no hon-o futa-ri-sika kaw-ana-
student-Nom my-Gen book-Acc 2-CLg,-only buy-Neg-
katta.

Past
“Only two students bought my book.”
(Takami, 1998:92)

(ii) a. Marathon juja-deul-i kyeolseungjeum-ul
Marathon runner-PL-Nom finishing line-Loc
taseos-myeong thongkwahaessta.
5-CLgupj pass-Pst
“Five marathon runners have passed the finishing line.”

b. Haksaeng-tul-i  sukje-lul jikeumkkaji
student-PL-Nom homework-Acc so far
se-myeong jechulhaesseo
3-CLgyj  submitted
“Three students submitted homework so far.”

(Son, 2015: 232-239)

sake-o [PAUSE] san-nin nonda.
3-CLgyyjdrank
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cupied by the subject, while in (4b) it may be occupied
by either the subject or the scrambled object. Crucially, in
(4b), the subject can remain in-situ in the specifier posi-
tion of vP, where it may be interpreted within the scope
of negation. If the subject could be externally merged in
[Spec,vP] as in (4b), and if we imagine that the higher
subject in (4a) is indeed the one derived from the lower
vP-internal position through scrambling (in compliance
with the VPISH)," the double-scrambling structure of (3)
cannot simply be banished by economy, because the
movement operation of the subject is a bona fide fact.
This consideration, then, brings us back to the initial
quest regarding the subject-object asymmetry in (1) since
in this view both NPs are permitted to scramble to TP
and leave traces alike.

This state of affairs seems to indicate that the Locality
account is now obsolete. Alternatively, it could mean that
both structures (2a) and (3) coexist in Japanese and Ko-
rean grammar, in a way suggested by Miyagawa and
Arikawa (2007) (see also Miyagawa, 2010), so each may
represent the standard versus nonstandard case (i.e. ex-
ceptions to the standard paradigm) of the FNQ-
constructions. Although Miyagawa and Arikawa (2007)
(M&A, hereafter) have merely suggested this
(based on phonological experiments), we will
show that they are indeed correct. We will support
them by providing a syntactic ground concerning
the varying structures of (2a) and (3) for subject
scrambling and (2b) for object scrambling. More
specifically, we claim that a subject undergoes
scrambling by either (2a) or (3), yielding a dispar-
ate LF structure. The subject lacks an LF trace (or
copy, in minimalist terms) in the former, but leaves
it in the latter derivation. The object, on the other
hand, always leaves an LF trace after scrambling,
as illustrated by (2b). We claim that these varia-

* Based on such examples as the following, Ko (2007:5) claims that
subject scrambling is indeed possible in Korean.

(i) a. John-i; [cp Na-nun [cp t; Mary-lul mannassta-ko] sayngkakhanta]]
J-Nom I-Top M-ACC met-C think
‘John, I think that t met Mary.’

b. Haksayng-tul-i; pwunmyenghi t; sey-myeng maykcwu-lul
student-PL-Nom evidently 3-Clgy  beer-Acc
masiessta
drank
‘Evidently, three students drank beer.’

In (ia) above, an embedded subject has scrambled over a matrix subject,

and in (ib) it is even separated from its NQ by a sentential adverb. See
Kurata, 1991; Lee, 1993 and Sohn, 1995 for more examples of this sort
in Korean and Japanese.
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tions of LF copies follow from two minimalist as-
sumptions that we lay down in section 3.

3 Proposals

An important development of the past decade is the
hypothesis that syntactic operations are not option-
al but triggered (i.e. the Last Resort principle). The
most influential work along this line is Chomsky’s
(1993, et seq.) proposal that uninterpretable fea-
tures play a central role in the triggering process
under the Phase Impenetrability Condition (PIC).
In this system, only phase heads (C and transitive
v*) bear uninterpretable features, and consequently,
phase-internal elements are forced to move only
through phase edges. The phase heads also mark
points in the derivation at which the complements
of the phase heads are transmitted from narrow
syntax to the interfaces, PF and LF. Once the se-
lected structure undergoes Transfer to the interface
components, its phonological and semantic infor-
mation is no longer accessible for further opera-
tions. Chomsky’s (2000) formulation of the PIC is
given in (5); the resultant patterns of search spaces
are depicted in (6).

(5) Phase Impenetrability Condition (Chomsky,
2000:108)
In phase a with head H, the domain of H is not
accessible to operations outside a; only H and
its edges are accessible to such operations.

(6) Search spaces of phase heads

CP
— EO
C/\TP Sear“c':'hi._space availableto C

As shown in (6), the search space of the phase
head v* is VP that contains V and the object. On
the other hand, the higher phase C has Spec-T, T,
Spec-v*, and v* in its search space, to the exclu-
sion of VP. Since the PIC in (5) imposes VP-
Transfer as soon as v*P is complete, the probe C
cannot look inside VP. In other words, the VP and
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any elements contained therein are no longer ac-
cessible to the phase head C (and the head T,
which becomes a probe due to C). The search
spaces sketched in (6) will have a direct impact on
the distribution of FNQs in Japanese and Korean,
as will become clear shortly.

Along with this, based on Richards’s (2000;
2010) principle of Distinctness, we elaborate an-
other constraint that holds presumably in narrow
syntax, i.e. before a derivation reaches PF- and LF-
interfaces. On PF side, there is a general tendency
to reduce or eliminate phonological “redundancy”
within a certain minimal domain, similar to the
effects of the OCP in phonology. Analogous phe-
nomena are also found in narrow syntax, among
which Richards’s principle of Distinctness on line-
arization is particularly instructive to us in its
scope and effects. ° The Distinctness principle
states that two nodes that are too similar, e.g., of
the same category, cannot be in the same phase
domain.

(7) Distinctness Principle (Richards, 2010)
If a linearization statement <o, o> is generated,
the derivation crashes.

Although Richards’s (2000) principle of this only
makes use of node labels and does not refer to par-
ticular information of lexical items on terminals,
we may further assume that linear ordering is in-
deed sensitive to the phonetic forms on terminals,
not just to their categorical nodes. One compelling
piece of evidence for this direction comes from
Grohmann’s (2003) Condition on Domain Exclu-
sivity (CDE) in (8), which uses phonetic infor-
mation of the syntactic objects on terminals, while
taking precisely the same effect as Distinctness.

(8) Condition on Domain Exclusivity (Grohmann,
2003:272)
An object O in a phrase marker must have an
exclusive occurrence in each Prolific Domain
[IA, unless duplicity yields a drastic effect on
the output; that is, a different realization of O
in that I1A at PF.

® For more work on “syntactic OCP,” see Mohnan (1994), Yip (1998),
Anttila and Fong (2001), Erlewine (2013), and the references cited
therein.
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The CDE in (8) permits only one instance of the
same phonetic expression in a particular syntactic
domain, namely, Prolific Domain (PD) in his terms,
to the effect that there would be no two copies of
phonetically identical form within a PD. This ex-
plains why such an example as (9a) below, in dis-
tinction from (9c), is ungrammatical. For
convergence, one instance of the copies (i.e. the
lower one) must be spelled out in a distinct phonet-
ic form, as in (9c).

(9) a. *John likes John.
b. [veJohn v [ve likes John]]
c. John likes himself.
(Grohmann, 2003:275)

Importantly, note at this point that Grohmann’s
CDE is reducible to Distinctness once we make the
latter applicable to the set of phonetically identical
copies in the course of syntactic computations. In
this view, multiple occurrences of the same pho-
netic form cannot be linearized in syntax because
doing so creates an indistinguishable set within a
relevant domain. Following this line of reasoning
and taking Chomsky’s search spaces in (6) to be
the relevant domain where Distinctness applies, we
propose the following generalization.

(10) Distinctness of Copies (DC)
Identical copies cannot appear within a search
space (defined under the PIC).

The essence of the Distinctness of Copies (DC) is
to ban phonetically identical copies from occurring
within a single search space. In Grohmann’s sys-
tem, this condition is met by the operation of Copy
Spell-Out (within a PD), i.e., by spelling out a
lower copy in a distinct phonetic form. However,
crucially, there is another way of satisfying this
condition: By simply “deleting” one party of the
two-membered chain. We contend that this is ex-
actly what happens in the course of syntactic deri-
vations involving subject- and object scrambling in
the context of FNQ-constructions. When move-
ment takes place within a search space, a copy in
the tail—as is usual in the process of copy-deletion
(Nunes, 2001)—is wiped out in deference to the
DC. We call this operation in (11) Copy Elimina-
tion. Similar to Grohmann’s Copy Spell-Out, this
operation is a Last Resort strategy to fulfill the re-
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quirement imposed by the DC, by turning a two-
membered chain into a single-membered chain.

(11) Copy Elimination
If a movement chain <a, o> is created within a
search space, eliminate the lower copy.

Since we assume that the Copy Elimination in
(11) holds in narrow syntax before a derivation
reaches the PF- and LF-interfaces, as is in Rich-
ards’s Distinctness and Grohmann’s CDE, the con-
sequence of the operation is formidable, especially
in its effects on LF.® The subsequent section is a
demonstration of how the proposed principle of the
DC, in conjunction with Chomsky’s PIC, correctly
predicts the bewildering patterns of the copies not-
ed in section 2; the subject-object asymmetry in
(2a) versus (2b), and the standard-nonstandard var-
iations of subject scrambling in (2a) versus (3).

4 Analyses

By adhering to the essence of the Locality ap-
proach, we assume in this article that an NQ must
be in a strict local relation with its host NP for in-
terpretation. However, deviating from major works
in this approach (Saito, 1989; Miyagawa, 1989;
2001; 2013 and M&A), we adopt the minimalist
assumption of the VPISH (Kitagawa, 1986; Spor-
tiche, 1988; Kuroda, 1988; Koopman and Spor-
tiche, 1991, etc.). That is, a subject is externally
merged in the Spec of vP regardless of the standard
and nonstandard variations of subject scrambling.
This implies that M&A’s (2a) and (3), which rep-
resent the structure of the standard and nonstand-
ard paradigms, respectively, are indistinctive as the
subject is commonly originated from the vP-
internal position. They share an identical structure
in (12).

(12) Gakusei-ga sake-0 [yp tsupj SAN-NIN [yp tos;
nonda]]

Given the common structure of (12) for both
paradigms, the judgmental variations between (2a)
and (3) now turn out to be contingent on the avail-

® Since Richards’s (2010) Distinctness is sensitive to the distribution of
strong phase boundaries, it is obviously not a pure PF-operation. In the
same vein, since Grohmann’s (2003) CDE makes use of Prolific Do-
mains within the sphere of narrow syntax, it also cannot be viewed
purely as a PF-operation. .
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ability of the subject traces in-situ. That is, if the
subject trace in the [Spec,vP] is somehow made
“invisible” and hence the structure looks like the
standard paradigm of (2a), the stranded subject NQ
will be left uninterpretable since no licensing DP is
available next to it. On the other hand, if the in-situ
subject is “visible” and available for interpretation
of the adjoining NQs;, the sentence improves its
grammaticality. © This constitutes a nonstandard
case of subject scrambling, as depicted in (3). On
this reasoning, an emerging question is how to ex-
plain the availability of the traces that have a direct
impact on the interpretability of the FNQs. Chom-
sky’s PIC and our novel proposal of the DC pro-
vide an adequate answer to this question.

First, consider (13), a structure of the standard
paradigm built on this view. [From now on, we use
“copy” in place of “trace” in favor of minimalist
terms.]

(13) [r» Subj Obj [» [Subj NQs][ve Obj V]III]

In the above, the subject raises from its ®-position
in [Spec,vP] to [Spec,TP], driven by the EPP-
feature on T (Miyagawa, 2001; 2003; 2005). Cru-
cially, the two copies of the movement chain,
<Spec-T, Spec-v>, are both contained in the search
space of C that covers Spec-T, T, Spec-v, and v
(see (6)). Since this chain does not comply to the
principle of the DC in (10), the lower copy in
[Spec,vP] undergoes Copy Elimination. The
stranded subject NQ then fails to meet the Locality
requirement at LF, causing a problem with its in-
terpretation.

Although the standard derivation (13) crashes
for the aforementioned reason, there is an alterna-
tive way of deriving the surface word order of (12).
If we take Chomskian style A’-movement that
raises an in-situ subject to [Spec,CP] in one fell
swoop, as depicted in (14) below (Chomsky, 2001,
2008; see also Pesetsky and Torrego, 2001 and
Erlewine, 2013), an interesting result emerges.®

" Nonstandard examples are less than perfect in general. They
become fully acceptable only with the help of a peculiar sort
of prosody around the sentence. See M&A and Son (2015),
which independently contend that these peculiar prosodies are
what accounts for the degradedness of the nonstandard cases.

8 pesetsky and Torrego (2001) have claimed that the subject
may check the EPP on C via a direct movement to [Spec,CP].
On the other hand, Erlewine (2013), based on the Agent Focus
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(14) [ce Subj ODj [ [Subj NQs][ve Obj VIII]

In the A’-movement configuration above, the dis-
placement chain of the subject, <Spec-C, Spec-v>,
obeys the DC as the copy in the head stays outside
the search space of C. As a result, the in-situ sub-
ject copy passes down to the interfaces and sup-
ports its adjoining NQ at LF.° This explains how
an otherwise ungrammatical sentence is rendered
“saved” through the nonstandard derivations of
subject scrambling.

Let us now proceed to see how the current pro-
posal successfully captures the conventional sub-
ject-object asymmetry in scrambling. Recall that
an object NQ can be freely separated from its asso-
ciated NP by a subject or any other elements in a
sentence. This is in contrast with the pattern of a
subject NQ that only allows such separation op-
tionally, resulting in varying judgments as we have
seen. From the perspective developed in this article,
the source for this asymmetry is surprisingly sim-
ple. Consider the following example of object
scrambling, repeated from (1b), with its derivation
in (15b).

(15) a. Sake-0  gakusei-ga san-bon nonda.
Sake-Acc student-Nom 3-CL,,; drank
‘Students drank three bottles of sake.’

b. [rp (?\bl [ Ob}\ [ve Subj [ve [ObJ NQosi] VIIII

As depicted in (15b), the object raises to [Spec,TP]
in a successive cyclic fashion; it first moves to the
outer edge of vP and further scrambles to the Spec
of TP for the purpose of the EPP. Of these, the first
step of displacement, <Spec-v, Complement of V>,
satisfies the DC as the copy in the position of tail is
the only expression of the object in the search
space of v*, namely, VP (see (6)). Consequently,
the in-situ copy transfers and becomes visible at
LF, licensing its adjoining NQ at the interpreta-

phenomenon in the language of Kagchickel, argues that the
EPP is not required in this language. As such, the subject is
allowed to move to [Spec,CP] without stopping over in the
specifier position of TP.

® A warning is in order here. Although the subject chain in
(14) is consistent with the DC and leaves an interpretable copy
at LF, it does not necessarily mean that the copy is visible at
PF. This is because the PF-interface has an independent pro-
cess of copy-deletion, in a way suggested by Nunes (2001)
and Corver and Nunes (2007).
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tional level. Note that the second step of movement,
which has the head in the [Spec,TP] and the tail in
the [Spec,vP], contravenes with the DC in the
search space of C. However, the concomitant dele-
tion operation in the tail exerts no impact on the
interpretability of the object NQ since it has al-
ready undergone Transfer and becomes interpreta-
ble by the help of the string-adjacent object copy
in-situ. The possible separation of the object NQ
from its host NP is thus accounted for.

In fact, since the object merges with V and un-
dergoes Transfer independently of its higher copy
upon VP-Transfer, it is invariably predicted to be
visible at LF. As Abels (2003) has correctly stated
by his Anti-Locality, VP-internal movement, e.g.
from the complement position to the specifier posi-
tion of VP, is prevented. As such, whether it moves
to [Spec,TP] or [Spec,CP] via A- or A’-movement,
it always leaves an interpretable copy at LF. This is
in contrast with the subject, the chain link of which
may or may not leave an LF copy; it leaves a copy
if it targets an A-position in [Spec,TP], but not if it
moves directly to [Spec,CP] via topicalizaton. This
provides a source of the asymmetry between the
subject and object with regard to the interpretabil-
ity of the FNQs associated with them.

5 Conclusion

In this paper, we have seen that the operation of
the DC is quintessential in determining the availa-
bility of the copies at LF in a lower position of a
two-membered chain. Subject scrambling from
[Spec,vP] to [Spec,TP] lacks an interpretable copy
in the tail position, while the same movement to
[Spec,CP] does leave such a copy. On the other
hand, the object always leaves a copy at LF after
scrambling. These variations turn out to be a result
of interactive operations of the DC with the PIC.
Since the DC demands an exclusive copy of the
same expression in a search space of the PIC,
movement leaves a copy at LF only when it targets
a position within the next search space; it does not
leave an LF copy if movement takes place too
close within a single domain of search space. We
may refer to this dependency as the “Semantic
Copy Effect.”

(16) The Semantic Copy Effect
Movement leaves a copy at LF for semantic
interpretations only when it targets a position
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within the next search space (although the
copy may be deleted on the PF side).

Overall, the current analysis makes the follow-
ing predictions:

(17) Predictions:
A. A- chain of the subject, <Spec-T, Spec-v>,
lacks a copy in-situ at LF.*
B. A’- chain of the subject, <Spec-C, Spec-v>,
leaves a copy in-situ at LF
C. The object always leaves a copy at LF,
whether it undergoes A- or A’-movement.
D. An unaccusative/passive subject will
pattern like the object and leave a copy in-
situ, while an unergative subject may or
may not leave a copy at LF.*
E. An A’-moved subject (i.e. nonstandard
paradigms) will have a topic interpreta
tion.*?

10 This prediction has a direct bearing on Chomsky’s (1995) claim of
“No A-movement traces (or copies).” This article shows that Chomsky
does not provide the whole picture. It is not that the copies never exist-
ed, but that previously manifesting copies were deleted by the opera-
tion of Copy Elimination. The proposal of the DC explains why in the
case of objects with A-movement, copies still remain at LF, as stated in
(17C). Further investigation is needed to see if this remains consistent
in other languages.

1 The following examples demonstrate that this prediction
holds true in Korean (data adapted from Ko, 2007:68). See
Miyagawa, 1989; Mihara, 1998; Kuno and Takami, 2003; M&A,; S.
Kim, 2004; and J. Kim, 2013 for more examples of this kind in Korean
and Japanese.

(i) a. Koyangi-ka pyeong-ulo sey-mali juk-ess-ta
cat-Nom  disease-by 3-CLimg die-Past-Dec
‘Three cats died from diseases.’

(unaccusative)

b. Eoje, catongcha-ka koyhan-eykey two-tay pusu-eoji-ess-
yesterday, car-Nom  robber-Dat  2-CL., break-Pass-
ta (passive)

Past-Dec

“Yesterday, two cars were broken into by a robber.”

c. 7*Haksayng-tul-i ~ caki-tul ton-ulo  two-myeong cenhwaha-
student-PL-Nom self-PL money-by 2-CL telephone-
yess-ta (unergative)

Past-Dec
‘Two students telephoned with their own money.’

On the other hand, for the external merge position of the unaccusa-
tive/passive subject (i.e. a complement position of V), in distinction
from that of the unergative subject, see Perlmutter, 1978; Belletti and
Rizzi, 1981; Burzio, 1986; Miyagawa, 1989; Hale and Keyser, 1993,
and Chomsky, 1995.

12 |_ee (2003; 2006), S. Kim (2004), J. Kim (2013) and Son
(2015) have independently claimed that the so-called non-
standard examples are motivated by the information structure,
and carry a discourse/pragmatic meaning of a topic-comment
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Some of these predictions have been proved empir-
ically in natural languages; some others remain yet
unexplored. Although we have drawn these predic-
tions through the study of scrambling phenomenon
in the context of FNQ-constructions in Japanese
and Korean, we wish to see their validity in other
domains of movement and in other languages as
well. With much anticipation for research towards
this direction, we conclude this paper.
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Abstract

We extract the book reviews on picture books
written on the Web site specialized in picture
books, and found that those reviews reflect in-
fants’ behavioral expressions as well as their
parents’ reading activities in detail. Analy-
sis of the reviews reveals that infants’ reac-
tions written on the reviews are coincident
with the findings of developmental psychol-
ogy concerning infants’ behaviors. In order
to examine how the stimuli of picture books
induces varieties of infants’ reactions, this pa-
per proposes to detect an infant’s developmen-
tal reactions in reviews on picture books and
shows effectiveness of the proposed method
through experimental evaluation.

1 Introduction

Generally, educational books focus on a specific
subject to be learned such as science, sociology, etc.
Picture books are exceptions, in terms of their effi-
ciency for infants’ cognitive developments (Pardeck,
1986) without any intention on specific educational
subject with their style of expressions, i.e., funny
stories and pictures. Additionally, picture books are
outstanding in that those who read them are sepa-
rated from those who perceive them. Readers are
parents or child care persons who make book talks
for infants who do not have sufficient literacy yet.
Infants perceive and interpret incoming stimuli of
the book talks and the pictures.

According to the research in the developmental
psychology, infants are found to express variety of
cognitive reactions to the external stimuli in accor-
dance with their developmental stage. If picture
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books work as those kinds of stimuli, infants might
express the cognitive reactions when the stimuli of
picture books are perceived. Furthermore, this ten-
dency might be amplified, because infants are free
from understanding the printing letters of picture
books.

In order to examine how the stimuli of picture
books induces varieties of infants’ reactions, we take
an approach of applying a text mining technique
to a large amount of the reviews on picture books
written by their parents or the childcare persons.
More specifically, this paper proposes to detect an
infant’s developmental reactions in reviews on pic-
ture books and shows effectiveness of the proposed
method through experimental evaluation. This paper
is the first attempt to solve the task of detecting an
infant’s developmental reactions in reviews on pic-
ture books.

2 The Web Site specialized in Picture
Books

To analyze the infants’ reactions, text data of reviews
on picture books are collected from EhonNavi', the
web site specialized in picture books. EhonNavi
provides with the information concerning picture
books such as publishers, authors, outlines as well
as a large amount of reviews written by the parents
or child care persons, where the numbers of the titles
of the picture books included in EhonNavi amount to
about 55,600. The number of the reviews amount to
approximately 290,000 as of January 2015 (shown
in Table 1). Other than EhonNavi, popular Web sites

"http://www.ehonnavi
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Infant’s age is indicated
on the header.

Review title : Very fun to pull out the turnip

Reviewer : mama(age : 30, live in Kobe) Infants : boy|age : 2)

Infant’s reaction —

He enjoys to repeat the phrase of the picture book “l can’t
pull it out”, while he pretends to pull out the huge turnip.
After he pulls it out, he returns to the beginning of the story.

Description of the story, _|
scenes, and characters

This story is so impressive that infants easily remember the
pattern of the story, and the characters in the story. Further-
more the pictures are fun, because they are dynamic in that
the main character sometimes lie down on the ground exha-
ustedly, and is delighted to dance when the turnip is pulled
out.

Performances accompa- _|
nied by the voice reading

Reviewer’s critiques — This book Is ranked primarily in the recommended book Tist in

and impressions

In fact, he is not familiar with a turnip. | tell him “this is a kind
of a radish” while | read for him.

“EhonNavi”. | agree. | think this one is the best for everyone.

written on : Jan. 12. 2012.

Figure

1: An Example of a Review of “The Giant Turnip”

Table 1: Overview of EhonNavi
(a) Principal Information

Number of

Start date of | Number . Number of Number
. ) unique users )
the service of titles members of reviews
per month
Apr. 2002 55,600 1,055,000 343,000 289,000

(b) Distribution of the Numbers of Reviews according to Infants’ Age

Age of infants

0 1 2 3 4 5

Number of reviews || 7,272 | 13,450 | 22,448 | 25,795 | 21,573 | 18,143
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Table 2: Categorization of Descriptions in Reviews

Frequency in

Categories Explanation 345 reviews
of 16 titles
impressions / cri- || Reviewers’ impressions and / or critiques 177
tiques on the picture books
Reviewers’ | retrospection in their || Reviewers’ retrospective descriptions re- 11
reactions ages of infants flecting their own reactions when they were
in their infants’ ages
performance of read- | Performance such as gestures and change of 33
ing voice tones for attracting the infants’ atten-
tions when reading
expectation of in- || Reviewers’ expectations and concerns 177
fants’ reactions about how the picture book affect to their
infants
Infants’ reactions Infants’ reactions to reviewers’ reading of 276
the picture books
Description of the story Description of the scenes, stories, and the 147

characters of the picture books

with a large amount of book reviews include Ama-
zon? and Booklog®. Out of them, EhonNavi has
a unique characteristics in that its reviews tend to
be elaborated, reflecting the reactions of those who
make book talks as well as those who perceive them.
Additionally, it is also the EhonNavi’s characteris-
tics that the age of the infant is attached to each re-
view. All these characteristics are preferable for our
work aiming at detecting the infants’ reactions in ac-
cordance with their developmental stages. There-
fore, we employ the reviews of EhonNavi for the
analysis of this paper.

3 Categorization of Descriptions in
Reviews

Figure 1 shows an example of the review of Ehon-
Navi. As shown in the figure, the header of each
review includes the age of the infant to whom the re-
viewer reads the picture book. As described above,
reviews of EhonNavi include descriptions of book
talkers’ reactions, mixed with infants’ reactions.
Since reviewers are book talkers in all the cases, in-
fants’ reactions described in reviews are those ob-
served by reviewers.

http://www.amazon.co.jp
*http://booklog.ip
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In order to categorize descriptions in reviews,
we randomly picked up 345 reviews from 16 ti-
tles of picture books and manually classified de-
scriptions in those reviews*. Table 2 shows the re-
sult of categorizing descriptions in reviews. Those
descriptions are roughly categorized into review-
ers’ reactions, infants’ reactions, and descriptions
of the story. Reviewers’ reactions are further sub-
categorized as shown in the table’. In order to
further sub-categorize infants’ reactions, we refer
to studies of developmental psychology. In those
developmental psychology literatures, they present
categories of infants’ cognitive developments in ac-
cordance with their ages. Next section introduces
those categories of infants’ cognitive developments
and analyze the reviews based on them.

“The first author of the paper worked on manually catego-
rizing descriptions in reviews.

Note that, since each review may include not only one type
of reviewers’ reactions but also other type of reviewers’ reac-
tions, or both of reviewers’ and infants’ reactions, etc., sum of
the frequencies in 345 reviews of 16 titles is more than 345.
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Table 3: Infants’ Reactions based on the Theory of Developmental Psychology and Typical Expressions

Characteristics
of developmental
reactions

Explanations and examples

Typical expressions

ID |  expression

Reactions to visual
stimuli

Showing an interest in the pictures especially the ones
of foods. / Enjoy to find something in the pictures that
are familiar to the infants.

1. | gaze at /
stare hard /
listen hard

Physical expres-
sions mixed with
verbal expressions

Pointing fingers and making gestures in case the in-
fants are not able to express verbally. / Reaching for
the things on the picture book as if they were the real
things.

2. | point fingers

Pretend play An example: If the infant is asked to hand something || 3. pretend
to his or her parents, he or she pretends to hand it to
them even though it does not exist.

Imitate Imitating various things such as the persons, things, || 4. imitate
and the events surrounding the infant.

Supposition Finding common characteristics between real things || 5. suppose

and what are supposed to be.

Reactions to repeat-
ing the same rhythm

Reacting to onomatopoeic words. / The infant repeats
the onomatopoeic words because of their rhythmical
sounds, though he or she does not understand what
they mean.

6. | onomatopoeic
words

Game of make- | Reproducing the story of the picture book based || 7. | game of
believe on such activities that the infant imagines him- make-
self/herself to be in the place in the picture book. believe
Interests in  the | Indicating intellectual curiosity by asking “why” fre- || 8. | “?” (ques-
relationship or the | quently. / An example: “Does Papa read the newspa- tion mark)
causality per because he works? Does Mama cook the dinner
because she is a housewife?”
Empathy for the Emotionally being involved in the world depicted by || 9. enter into
the picture book.
story / An example: “If I could enter into the picture book, || 10. empathy
I would save the cat.”
Table 4: Number of Analyzed Reviews per age (ages from 0 to 5)
age of infants 0 1 2 3 4 5 total
number of reviews || 1,491 | 3,150 | 4,306 | 4,062 | 3,203 | 2,033 || 18,245
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estimated number of the occurrence of
the expression X rate of infants’ reactions
= estimated number of infants’ reactions

7#\—

gaze at

/ 5,050X 0.82 = 4,141

point fingers

'/4,375 X0.76 =3,326 |

imitate

\7,617 X 0.72 = 5,484 |

enter into

978 X 0.48 =470
| |

? (question mark)

| 1,910x0.40 = 8,037

game of

| 2,788x0.40=1,115

make-believe

empathy
suppose

pretend

]

I 1,999 X0.28 =510

1,115X0.36 =401

\
873 X0.16 = 140

0

0.5 1

rate of infants’ reactions

Figure 2: Estimating the Numbers of Infants’ Developmental Reactions

4 Categorizing Infants’ Reactions based
on Developmental Psychology

According to the theory of developmental psychol-
ogy, infants express age specific reactions to incom-
ing stimuli. We collect such infants’ reactions that
are specific to ages ranging from 0 to 3 from pub-
lications or papers concerning developmental psy-
chology (Sully, 2000; Piaget, 1962; Leslie, 1987;
Walker-Andrews and Kahana-Kalman, 1999) and
list them in Table 3. In this table, we list those 10
types of reactions in the order of from those ob-
served in the early age 0 to those observed in the
later age 3. This result indicates that infants at their
very early stage of ages tend to react automatically
with their physical expression, such as pointing the
fingers, or grasping gestures, meanwhile, those at
their later stage of ages tend to react consecutively
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expressing their intention, such as game of make-
believe, or asking why, though some reactions are
common over multiple ages.

Finally, we manually examine those randomly
picked up 345 reviews from 16 titles of picture
books examined in the previous section and collect
typical expressions representing each of the 10 types
of infants’ reactions listed in Table 3. Collected ex-
pressions are shown on the right hand side column
of Table 3.

5 Detecting an Infant’s Developmental
Reactions in Reviews

The underlying motivation of this paper is to develop
a system for recommending picture books which
might induce expected infants’ reactions specified
by the users. Considering this motivation, this sec-
tion examines whether it is possible to detect an in-
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Figure 3: Frequency Distribution of Infants’ Reactions of the Expression per Age: “gaze at/ stare hard / listen hard”

fant’s developmental reactions in reviews on picture
books.

In order to select sample reviews for the analysis,
we first collect titles of picture books which have
sufficient number of reviews. Here, we rank pic-
ture books in descending order of the number of re-
views and select the topmost 99 titles, where the to-
tal number of the reviews of those 99 titles amount
to 27,661. Out of the total 27,661 reviews, we an-
alyze those with infants of ages from 0 to 5 years
old, which amount to 18,245 reviews, as shown in
Table 4. Table 4 also shows the numbers of the ana-
lyzed reviews per age.

5.1 Estimating the Numbers of Infants’
Developmental Reactions

For most of the 10 types infants’ reactions as well
as their typical expressions listed in Table 3, Fig-
ure 2 shows the rate of infants’ reactions within the
occurrence of each expression as well as the esti-
mated numbers of infants” developmental reactions.
For each of the 10 types of infants’ reactions, the rate
of infants’ reactions within the occurrence of its typ-
ical expressions is measured by collecting the latest
20 reviews which include one of those typical ex-
pressions and then by manually examining whether
each of their occurrences actually represents an in-
fant’s developmental reaction or not.

Also, those estimated numbers of infants’ devel-
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opmental reactions are calculated by measuring the
number of the occurrence of the typical expressions
listed in Table 3, and then by multiplying it by the
rate of infants’ reactions within the occurrence of
each expression.

As can be seen from this result, the rates of in-
fants’ reactions are relatively low. In the next sec-
tion, we propose to detect an infant’s developmental
reactions with collocational expressions so that we
can improve the rate of infants’ reactions.

5.2 Detecting an Infant’s Developmental
Reactions in Reviews with Collocational
Expressions

As typical expressions which represent infants’ de-
velopmental reactions and are suitable for the anal-
ysis of this paper, out of the 10 types infants’ reac-
tions as well as their typical expressions listed in Ta-
ble 3, we select “gaze at / stare hard / listen hard”,
“imitate”, and “game of make-believe”. According
to the studies in developmental psychology (Sully,
2000; Piaget, 1962; Leslie, 1987; Walker-Andrews
and Kahana-Kalman, 1999), the infants’ reaction
“gaze at / stare hard / listen hard” is mostly ob-
served around the age of 1, “imitate” around that
of 2, and “game of make-believe” around that of 3.
Then, in order to detect an infant’s developmental
reactions in reviews on picture books, we propose
to collect collocations of each of those three expres-
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Figure 4: Frequency Distribution of Infants’ Reactions of the Expression per Age: “imitate”

sions as below and to detect an infant’s developmen-
tal reactions represented by those collocational ex-
pressions.

e For “gaze at / stare hard / listen hard”, we
further add pronunciation variation of “gaze at
/ stare hard / listen hard” as well as expres-
sions which are “gaze at / stare hard / listen
hard” concatenated with the object “the pic-

ture book”.

e For “imitate”, we collect “imitate to eat”, “im-
itate and”, and “imitation of .

e For “game of make-believe”, we collect

“make-believe play” and “train games”.

For each of the three expressions “gaze at / stare
hard / listen hard”, “imitate”, and “game of make-
believe”, Figure 3 to Figure 5 show frequency dis-
tribution of infants’ reactions per age. In these fig-
ures, total frequencies of those with collocational
expressions as well as frequencies of cases other
than infants’ reactions are shown. Those frequen-
cies are counted by manually judging several hun-
dreds matched expressions. From these results, we
measure rates of correctly detecting infants’ devel-
opmental reactions, which are 94% (“gaze at / stare
hard / listen hard”), 77% (“imitate”), and 70%
(“game of make-believe”). Thus, it is quite possi-
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ble to detect an infant’s developmental reactions in
reviews on picture books with fairly high precision.

Moreover, out of all the occurrences of each of
the expressions “gaze at / stare hard / listen hard”,
“Iimitate”, and “game of make-believe”, we exam-
ine how many of them are actually covered by the
collected collocational expressions. We found that
those with the collected collocational expressions
cover about 50% (“gaze at / stare hard / listen
hard”), 60% (“imitate”), and 66% ( “game of make-
believe”) of their occurrences. Thus, those collected
collocational expressions cover fairly large amount
of occurrences. Finally, as clearly shown in this re-
sult, expressions appearing in reviews of EhonNavi
represent infants’ reactions in the way coincident
with respective age specific reactions asserted by de-
velopmental psychology.

6 Conclusion

In order to examine how the stimuli of picture books
induces varieties of infants’ reactions, this paper
proposed to detect an infant’s developmental reac-
tions in reviews on picture books and showed ef-
fectiveness of the proposed method through experi-
mental evaluation. Future work includes developing
a framework of recommending picture books which
accepts the age of an infant and an expected develop-
mental reaction as its input, and as its output, gives
a list of picture books that are ranked according to
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Figure 5: Frequency Distribution of Infants’ Reactions of the Expression per Age: “game of make-believe”

the degree of expected developmental reactions by
infants.
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Abstract

We are developing a multilingual machine
translation system to provide foreign tourists
with a multilingual speech translation service in
the Winter Olympic Games that will be held in
Korea in 2018. For a knowledge learning to
make the multilingual expansibility possible,
we needed large bilingual corpus. In Korea
there were a lot of Korean-English bilingual
corpus, but Korean-French bilingual corpus and
Korean-Spanish  bilingual  corpus lacked
absolutely. Korean-English-French and Korean-
English-Spanish  triangle ~ corpus  were
constructed by crowdsourcing translation using
the existing large Korean-English corpus. But
we found a lot of translation errors from the
triangle corpora. This paper aims at filtering of
translation errors in large triangle corpus
constructed by crowdsourcing translation to
reduce the translation loss of triangle corpus
with English as a pivot language. Experiment
shows that our method improves +0.34 BLEU
points over the baseline system.

1 Introduction

Triangle corpus is the corpus ‘source language-
pivot language-target language (hereafter, L1-Lp-
L2)’ where a source language (hereafter, L1) is
translated into a pivot language (hereafter, Lp) and
then the pivot language is translated into a target
language (hereafter, L2). One of methods building
large triangle corpus with English as a pivot
language is a crowdsourcing translation. The
crowdsourcing translation means a distributed
model of translation that uses contributors instead
of, or combined with, professional translators. In
environment of the crowdsourcing translation it is

72

kimyk}@etri.re.kr

possible to build a lot of bilingual corpora that are
both time and cost-effective. In particular, if there
is large bilingual corpus of L1-English, we can
produce fast translation result of L1-L2 via the
crowdsourcing translation of English-L2. Although
there is such advantage of crowdsourcing
translation, there is also its drawback that
translation errors and inconsistency can arise
because a large pool of people is going to generate
input of differing quality. That is, a translation loss
can be produced between L1-English and English-
L2.

This paper aims at semi-automatic filtering of
translation errors in large triangle corpus
constructed by crowdsourcing translation to reduce
the translation loss that can occur in crowdsourcing
translation of corpus with English as a pivot
language. The remainder of this paper is organized
as follows. Section 2 presents the related work. In
Section 3, we describe large English-French and
English-Spanish bilingual corpus constructed by
crowdsourcing translation using English as a target
language of large Korean-English corpus.
Translation errors in the Korean-English-French
triangle corpus are manually analyzed by a human
translator. In Section 4, we describe how to filter
the translation errors caused from the
crowdsourcing translation. Section 5 presents the
experimental setup and the results.

2 Related Work

There were very little researches to improve the
procedural translation loss of L1-English-L2
triangle corpus. Instead, there have been numerous
researches in machine translation (hereafter, MT)
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using L1-English-L2 corpus as a training set. Such
researches can be classified into three methods.

® Transfer Method: the transfer method
(Utiyama and Isahara, 2007; Costa-jussa et
al., 2011) connects a source-pivot MT
system and a pivot-target MT system. The
source-pivot MT system translates a
source sentence into the pivot language,
and the pivot-target MT system translates
the pivot sentence into the target sentence.
The problem with the transfer method is
that the time cost is doubled and the
translation error of the source-pivot
translation system will be transferred to the
pivot-target translation because it needs to
decode twice.

® Synthetic Method: the synthetic method
creates a synthetic source-target corpus by:
(1) translate the pivot part in source-pivot
corpus into target language with a pivot-
target model; (2) translate the pivot part in
pivot-target corpus into source language
with a pivot-source model; (3) combine the
source sentences with translated target
sentences or/fand combine the target
sentences with translated source sentences
(Wu and Wang, 2009). The problem with
the synthetic method is that it is difficult to
build a high quality translation system with
a corpus created by a machine translation
system.

® Triangulation Method: the triangulation
method obtains source-target phrase table
by merging source-pivot and pivot-target
phrase table entries with identical pivot
language phrases and  multiplying
corresponding  posterior  probabilities
(Cohn and Lapata, 2007). According to an
Arabic-Chinese experiment of Chen et
al.(2008), BLEU(Papineni et. al. 2002) of
statistical machine translation (hereafter,
SMT) based on the triangulation method
was better than that of SMT based on L1-
L2. The problem of this approach is that
the probability space of the source-target
phrase pairs is non-uniformity due to the
mismatching of the pivot phrase. To
resolve this disadvantage, Zuh et al.(2014)
proposed the approach to calculate the co-
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occurrence count of source-pivot and
pivot-target phrase pairs.

Despite these three methods, there were still
little researches in checking what Kkind of
translation loss the L1-English-L2 triangle corpus
has. Furthermore, there were little evaluation about
corpus which was constructed by crowdsourcing
translation. In this point, this paper aims at semi-
automatic filtering of translation errors of large L1-
English-L2 triangle corpus constructed by
crowdsourcing translation to reduce the translation
loss.

3 Human Analysis of Translation Errors
in Crowdsourcing Translation

We are developing a multilingual MT system
including Korean, English, Chinese, Japanese,
French, Spanish, German, and Russian to provide
foreign tourists with a multilingual speech
translation service in the Winter Olympic Games
that will be held in Korea in 2018. The
multilingual MT system is characterized as follows:

® Controllability: makes high-quality
translation  possible through  manual
correction of knowledge errors by users
and obtains the effect of the aforesaid
customization.

® Common transfer: makes the addition of
new languages easy because many
languages share a format of transfer such
as universal dependency annotation for
multilingual parsing (McDonald et al.,
2013)

® Knowledge learning: makes multilingual
expansibility and/or domain customization
possible because the translation knowledge
is automatically learned from training data.

Our multilingual MT system considers in
particular a multilingual expansibility as important.
For a knowledge learning to make the multilingual
expansibility possible, we needed large bilingual
corpus. In Korea there were a lot of Korean-
English (hereafter, K-E) bilingual corpus, but
either Korean-French (hereafter, K-F) bilingual
corpus or Korean-Spanish (hereafter, K-S)
bilingual corpus lacked absolutely. It was very
expensive to construct the K-F and K-S bilingual
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corpus by professional translators. We had to think | noun
about constructing K-F and K-S corpus by —
crowdsourcing translation using the existing large | Missing words - 0 2 2
K-E bilingual corpus. That is, English of K-E pronotn
bilingual corpus became a source language and | Missing words - | 0 1 1
was translated into French and Spanish | negation
respectively. Crowdsourcing translation was
conducted by Flitto in Korea, a global \I/necrgrrect words - | 1 46 47
crowdso_urcmg translatlol_l platform like Amazon’s Incorrect words - 1 6 29 D)
Mechanical Turk (Callison-Burch and Dredze, | houn
2010). K-F and K-S bilingual corpus constructed [Tncorrect words — | 0 1 1
by crowdsourcing translation were as follows. relative pronoun
Incorrect words - | O 1 1
# of sentences | Build-up period article
Incorrect words - | O 5 5
K-E corpus 779,382 adverb
E-F corpus 100,000 1 month Incorre_c_t words - | 0 6 6
preposition
E-S corpus 200,000 1 month Incorrect words - | 0 1 1
auxilary verb
Incorrect words - | 0 1 1
Table 1: E-F and E-S corpus constructed by adjective
crowdsourcing translation using K-E corpus ungrammatical 0 5 5
generation - tense
200,000 of English sentences whose word length | ungrammatical 4 6 10
is in 3<#<23 became candidate sentences for K-F | generation -
corpus and K-E corpus. Table 1 indicates that E-S | grammar i
corpus had 100,000 more sentences than E-F | Misunderstanding | 16 1 17
corpus because Flitto, crowdsourcing translation | -of Situation
company held more English-Spanish translators |||-ftormed source | 9 12 15
than English-French translators. sTeOntae;nce 3% 120 119
To check translation quality in crowdsourcing
translation, we extracted randomly 500 K-E-F | 500 7.6% 24.0% 29.8%
sentences from 100,000 K-E-F sentences and

conducted a human analysis of translation errors.
The translation error analysis was based on the
translation accuracy, which means conveying
correctly the meaning of source sentence to the
meaning of target sentence. K-E and E-F sentences
were analyzed respectively. Types of translation
errors include not only existing error types in
machine translation (Fishel et al., 2012; Popovic et
al., 2011) but also new error types such as ill-
formed source sentence, ungrammatical generation
and misunderstanding of situation. The result of
analysis was as follows.

Types of | # of K-E | # of E-F | # of K-F
translation errors | sentences | sentences | sentences
Missing words- 2 3 5
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Table 2: Translation error analysis in 500 K-E-F
sample sentences

In Table 2, the second column indicates the
number of translation errors in K-E bilingual
corpus constructed by professional translators and
shows that 38 of 500 sentences have translation
errors. The third column presents the number of
translation errors in E-F sentences that were
translated from English sentences of K-E bilingual
corpus to French sentences by crowdsourcing and
shows that 120 of 500 sentences have translation
errors. The error analysis of the second and third
column was separately conducted. In the fourth
column it turns out that the K-F bilingual corpus as
a combination between K-E translation and E-F
translation has 149 sentences with translation
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errors which run to 29.8% of 500 sentences.
Through Table 2, we can know that the translation
errors in L1-L2 corpus of L1-English-L2 corpus
come from a combination of both the translation
errors of L1-English and the translation errors of
English-L2. The following examples show such
cases.

Example 1: Error of K-F translation due to the
error of K-E human translation

Korean source sentence: “wll~<¢] & T
(“T make a last-ditch fight.”)

K-E Human translation : “I was between the devil
and the deep blue sea.”

E-F Crowdsourcing translation: “J'étais en plein
dilemme.” (“I was in a dilemma.”)

Example 2: Error of K-F translation due to the
error of E-F crowdsourcing translation

Korean source sentence: “o}5 w2} = ZEHF YT}
(“Anytime is okay.”)

K-E Human translation : “Anytime.”

E-F Crowdsourcing translation: “Je vous en prie.”
(“You’re welcome™)

Example 1 shows a K-F translation error due to
the error ‘incorrect words —noun’ of K-E human
translation. The Korean source sentence “Hl<~2]
& Z T that means “I make a last-ditch fight”
was wrongly translated into the French sentence
“J'étais en plein dilemme” that means “I was in a
dilemma” because the Korean source sentence was
wrongly translated into the English sentence “I was
between the devil and the deep blue sea”. Example
2 presents the error of K-F translation due to the
error ‘misunderstanding of situation’ of E-F
crowdsourcing translation. The Korean source
sentence “oFF wW#tE =5UYT that means
‘Anytime is okay” was wrongly translated into the
French sentence “Je vous en prie” that means “You
are welcome” because the English sentence “Any
time” was wrongly translated into the French
sentence “Je vous en prie” that means “You’re
welcome”.

4 Assuming Distances in Triangle Corpus

In this section, we show a series of effort to find
the sentence pairs including translation errors in
crowdsourcing translation. Our goal is to find
sentences which have content words that are
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semantically wrong. A general approach to realize
this goal will be to use a bilingual dictionary. But it
is difficult to build the bilingual dictionary.
Besides, we need the part-of-speech tagger to align
the words between source language and target
language. To use a comparable corpus for under-
resourced languages was also difficult. From this
reason, we tried to measure the semantic distance
by using L1-Lp-L2 without using a comparable
corpus.

A vectorial text representation which is called a
distributed word representation is a method to
capture semantic and syntactic similarity of words
in a monolingual sentence. (Bengio et al., 2003;
Mikolov et al., 2013) Previous works on a
distributed word representation have been
concentrated on a monolingual corpus or have
been approach to learn the linguistic regularities
which are generalized across languages.
(Klementiev et al., 2012; Lauly et al., 2014;
Hermann and Blunsom, 2014a, 2014b) Such
existing studies are based on the following idea:
similar semantic and syntactic properties will be
embedded nearby in the embedded vector space.
We denote the representation result as a bilingual
word embedding. Such representations have been
used to achieve an excellent performance on word
sense disambiguation, cross-lingual information
retrieval, and word alignments. In this paper, we
also use the characteristics of bilingual word
embedding.

4.1 Motivations and System Structures to
Find Translation Errors in
Crowdsourcing Translation

When we construct the triangle corpus with
English as a pivot, the following problems arise: 1)
the translation errors appear due to missing words
and grammatical errors, and 2) the meaning
difference between L1-Lp sentences and Lp-L2
sentences affects the meaning difference between
L1-L2 sentences. In case we implement a SMT
system using such triangle corpus, the corpus
including translation errors can cause the word
alignment mismatching and have a bad influence
on the translation quality of the SMT system. To
resolve such problems, we tried to measure a
sentence distance of L1-Lp-L2 and a sentence
distance of L1-L2 respectively to find the semantic
or syntactic similarity, since we thought that the
similarity might be a clue of translation errors such
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as semantic alternation, misprints and missing
words. So, we used the bilingual distributed word
representation.

Before measuring the sentence distance, the
bilingual word embedding was constructed. Given
the multilingual parallel corpus consisting of n
language pairs including a specific source language,
n(n+1)/2 of embedding should be produced. We
conducted the word segmentation in Korean. In
this paper we measured the distance between
embeddings to extract the sentences L1-Lp-L2 that
are beyond the threshold.

4.2 Calculating a Sentence Distance of L1-Lp-
L2

The distributed word representation presents as a
set of fixed-column real valued weights, and each
weight can be assumed as a dimension. So we can
handle a word of a sentence as a vector point in a
hyperspace which can be calculated with a vector
distance function.

Suppose we are given set of word pairs and their
associated vector representation{x;,y;}i=,, where
x; € R s the vector representation of word i in
the source language, and y; € R%? is the vector
representation of word in target language. We
calculate similarity for each word vector in a
sentence, by the following n-dimensional cosine
distance function:

Z?=1xi3/i
n 2 n 2
JEi= X (Zi=a Vi

And Euclidean distance function considered as
alternative to measure sentence distance:

d;xy)=1-—cosB= 1-— (1)

dz(X,Y) =
VO —y)2+ (2 —y2)2 + 4 Xy — y)? =

V2 (X — yi)?

We applied cosine distance functions to set of
words in a source-pivot sentence pair and a source-
target sentence pair. By looking for a minimum
distance to each of the words constituting the given
sentence, it will be assist to find improper used
vocabulary or absence of core keywords. So, a
distance of each sentence is defined as equation (3):

(2)

Yiz12j=q argmin(dy(a;bj))

n

SDist(S%,54%) =

(3)
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where a; is i-th word of a source sentence S%1,
and b; is j-th word of a target sentence S92,
relatively( a; € S, b; € S%%). After calculating
distance of L1-Lp and Lp-L2 sentence, we need to
calculate a complete distance with following
equation. given a source language sentence S95, a
pivot language sentence S9P, and a target language
sentence SYT, equation (4) is a final ‘averaged’
distance of S48 — s4T:

AvgSentDist(S45, 9P, §4T) =

\/ (SDist(S%5,S4P) + SDist(S%,ST) — SDist(s%,541))* (4

We wanted to find whether there is any
correlation between the distance and the translation
quality, even if we measure the distance of content
words in L1-Lp-L2 through the above equation. It
was because we had to establish a criterion about
how long distance was wrongly translated to find
the sentence pairs with translation errors. In our
experiment, human translators decided
heuristically whether the sentence pairs have a
similar meaning in the statistical distribution of a
calculated distance.

5 Experimental Result

5.1 Data and parameters

To verify the performance of the proposed
methods, we used Korean-English-French corpus
consisting of 100,000 parallel sentences. We
tokenized and lowercased the English and French
sentences, using some useful corpus preprocessing
scripts in cdec-decoder. (Dyer et al., 2010) And for
Korean we used in-house Korean morphological
analyzer to get word tokens instead of using a
monotonic whitespace tokenizer. To learn the
bilingual word embedding, we used BICVM
(Hermann and Blunsom, 2014a). Models were
trained for up to 50 iterations. We set a
dimensionality of word embedding size to D=128
as a default parameter and set the number of noise
elements to 200. The adaptive gradient method
(Duchi et al., 2011) was used to update weights of
the models.
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5.2 Filtering Sentence

Distance

Experiment by

We now present the calculated distance results by
using our methodology. Test sentences were 300,
which are in low order of calculated distances. The
error analysis was as follows:

Incorrect Correct Total
Translations Translations
114 186 300

Table 3: Error analysis of 300 sample sentences

If a Korean sentence was ambiguous, but a
French sentence was correctly translated from its
English sentence, we considered the Korean-
French sentence pair as a correctly translated
sentence pair. We analyzed the sentences that were
incorrectly translated. They were 114 sentences
which consisted of error types such as missing
target word, irrelevant translation, incomplete
sentences, and meaning change. Detailed error
types were as follows:

i\;lrlszltng Irrelevant | Incomplete | Meaning | Tot-
g translation | sentences | changes | al

word

14 8 16 76 114

Table 4: Error types of incorrect translation

Most errors of “missing target word” were error
type “missing noun word” (11 of 14 sentences,
78%). The meaning changes due to the literal
translation occurred in French sentences with
narrowish meaning via the ambiguous predicates in
English sentences (35 of 76 sentences, 46%). The
examples of sentences with incorrect translation
are shown in below table:

EN | Please take care of it.
FrR | S'il vous plat occupez - vous en.

Ko | A& 7lE Folghyt.
4 EN | I am a dog person.
FR | Jiaime les chiens.

Ko | o i Zoa A glua?
5 EN | Is there anything else you want?
FR | Avec ceci?

Ko | 34 8 #td gold Q.
He is tendency temporomandibular
EN - .
1 dislocation.
Je ne comprends pas cette phrase,
FrR 1z
désolé.
ko | 2 =3o] ARE JHdsd az
FHAE ] F 0.
2 EN The bank only gives away foil when you
open an account.
FR | Labanque ne donne que.
3 Ko | 421 & 3l 748

7

Table 5: Examples of Translation Errors

In the case of first sentence example, the French
sentence “Je ne comprends pas cette phrase,
désolé” means “I cannot understand that phrase,
I’'m sorry...”. We guess that a crowdsourcing
participant translated the French sentence so
because he/she did not understand the meaning of a
medical term ‘temporomandibular dislocation’. In
the second example, French sentence that means
“the bank only gives away” was not completed
unlike Korean and English sentence. In the third
example, Korean sentence means “Please clean up
or “Please arrange it”. But it was incorrectly
translated into “Take care of it” in English and
“S'il vous plait occupez - vous en” in French that
means “Please take care of you”. And the fourth
Korean sentence was correctly translated into both
English sentence and French sentence in the point
of view of common speech (or slang). The last
example is considered as a bad translation because
the French sentence means “with this?” literally,
even if it has same meaning as “is there anything
else?” in French cultural area. Like this, translated
sentences are dependent on cultural differences and
slang/common speeches.
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5.3 Verifying Experiment of Sentence
Distance using Phrase-based SMT

To compare a performance of a filtered Korean-
English-French corpus with a performance of an
original Korean-English-French corpus, we trained
a phrase-based SMT (Koehn et al., 2007). 90,000
sentences were a training set and the remaining
10,000 sentences were an evaluation set in order to
train a SMT model. To make a filtered corpus, we
removed the farthest distance of 1,000 sentences
from the calculated sentence distance list, which
would be assumed the incorrectly translated
sentences. The sentences removed from training
set were 919 sentences. So, sentences to train a
filtered SMT model became 89,081. 87 sentences
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were removed from the evaluation set, so we used
9,913 sentences for a performance evaluation. The
evaluation metric of SMT model was BLEU
(Papineni et al., 2002). Along with this evaluation
set, we conducted an additional automatic
evaluation using in-house Korean-French corpus
which contains 3,000 parallel sentences with 1
reference. This evaluation set has same
tourist/dialog ~ domains as  crowdsourcing
translation corpus. Total number of Korean words
were 12,284 and a sentence consisted of 4 words in
average, while total number of French words were
20,346 and a sentence consisted of 6 words in
average. The evaluation results are illustrated with
below table:

BLEU BLEU
(Original) | (Filtered)
10k samples(pivot) 8.45 8.44
9.9k samples(pivot) 8.46 8.47
3k evalset(pivot) 14.13 14.47

Table 6: Original (=Non-filtered) / Filtered BLEU
evaluation score result. 10k samples and 9.9k samples
denote an evaluation corpus size, which is non-filtered
original and filtered evaluation set respectively. And 3k

evalset denotes our in-house Korean-French BLEU

evaluation set.

In table 6, the ‘pivot’ denotes the transfer
method (Wu and Wang, 2007), that is, Korean-
English SMT results were used to get the
translation results of the English-French SMT
system. Despite of the simplicity of proposed
method, the amount of the total training corpus
was decreased, but we could see a slight
performance improvement. From the above results,
we could discover that removing the sentences
which have a weak semantic similarity is helpful
for improving translation corpus quality.

6 Conclusion

The crowdsourcing translation is an excellent
method to reduce the translation cost and the
translation period to construct large bilingual
corpus. In case the corpus by the crowdsourcing
translation is very large, the assessment of
translation quality about the corpus should depend
on the random sampling. Such random sampling
could not resolve the translation loss caused by
crowdsourcing translation.
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This paper aimed at no random sampling, but
the total crowdsourcing translation to be examined.
Through word distance and sentence distance, we
could extract high-quality translations of L1-L2
without translation loss from total crowdsourcing
translation of L1-Lp-L2. Furthermore, our
approach has the advantage to make efficient
management of high quality multilingual corpus
possible because it can reduce a translation loss
due to triangulation translation and intensify L1-
Lp-L2 due to a combination among languages.
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Abstract

Syntax-based machine translation (MT) is
an attractive approach for introducing addi-
tional linguistic knowledge in corpus-based
MT. Previous studies have shown that tree-
to-string and string-to-tree translation mod-
els perform better than tree-to-tree translation
models since tree-to-tree models require fwo
high quality parsers on the source as well as
the target language side. In practice, high
quality parsers for both languages are difficult
to obtain and thus limit the translation quality.
In this paper, we explore a method to transfer
parse trees from the language side which has a
high quality parser to the side which has a low
quality parser to obtain transferred parse trees.
We then combine the transferred parse trees
with the original low quality parse trees. In
our tree-to-tree MT experiments we have ob-
served that the new combined trees lead to bet-
ter performance in terms of BLEU score com-
pared to when the original low quality trees
and the transferred trees are used separately.

1 Introduction

Depending on whether or not monolingual parsing is
utilized, there are about 4 types of machine transla-
tion (MT) methods. string-to-string (Koehn et al.,
2007; Chiang, 2005), string-to-tree (Galley et al.,
2006; Shen et al., 2008), tree-to-string (Liu et al.,
2006; Quirk et al., 2005; Mi and Huang, 2008), and
tree-to-tree (Zhang et al., 2008; Richardson et al.,
2014).

Though the tree-to-tree system that employs syn-
tactic analysis for both source and target sides seems
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to be the best intuitively, in practice, two good qual-
ity parsers are difficult to acquire which affects the
translation quality which is sensitive to the differ-
ences in syntax annotation. In many cases, one
parser is of a much higher quality than the other
since one of the languages is easier to parse and has
a well annotated treebank. In case of Japanese to
Chinese translation, Japanese is easier to parse than
Chinese and Japanese parsers typically make fewer
mistakes compared to Chinese parsers.

In this paper, we explore a method which relies on
using parallel text for transferring syntactic knowl-
edge from a high quality (HQ) parser to a low quality
(LQ) parser using alignment information(Ganchev
et al., 2009; Hwa et al., 2005). Henceforth we shall
refer to Japanese as HQ or HQ side, indicating that
it is the language which has a high quality parser.
Conversely Chinese will be referred to as the LQ or
LQ side since the Chinese parser is of a relatively
lower quality and makes a number of parsing mis-
takes. One advantage is that the transferred parse in-
formation will possibly be more similar to the other
side’s parse. This will also reduce the parsing error
on the LQ side and unify the syntactic annotation on
both sides.

This idea has been proposed before, but not much
has been done in the case of dependency-based tree-
to-tree SMT system, which is the setting of this pa-
per. Furthermore, this method results in two types
of trees on the LQ side: The original LQ tree and
the tree transferred from the HQ side. These two
trees have their individual strengths: The transferred
tree could be more precise compared to the original
LQ one in theory, but it is much more sensitive to
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alignment errors or bad parallel sentences (not di-
rect translation). To address these problems, previ-
ous studies simply apply language dependent rules
to the transferred trees, for example in English have
and be must have an object modifier. In this pa-
per we consider combining these two trees and get
improved results. We show in our experiments that
combining the LQ-parsed trees with the transferred
trees yield better translation results rather than only
using them individually.

2 Related Work

2.1 Syntax Transfer for Non-MT Task

There are many previous works describing methods
to improve the performance of NLP tasks for a re-
source poor language by using a related resource
rich language (mainly English). Amongst these the
ones which employ methods which transfer infor-
mation perform better than unsupervised methods.
(Das and Petrov, 2011) describe an approach for
inducing unsupervised part-of-speech tags for lan-
guages that have no labeled training data. (Jiang et
al., 2010) show a transfer strategy to construct a con-
stituency parser. (Ganchev et al., 2009) present a
partial, approximate transfer through linear expec-
tation constraints to project only parts of the parse
trees to the low resource language side.

However, improving monolingual parsing accu-
racy does not directly lead to higher MT perfor-
mance, as it does not address the annotation criteria
difference problem.

2.2 Syntax Transfer for MT Task

For MT tasks, most transfer based works assume
that the source side has a poor tree-bank, a bad qual-
ity parser and/or little training data (parallel cor-
pus to be precise). For phrase-based models, (Goto
et al., 2015) proposed a cross transfer pre-ordering
model which employs a target-language syntactic
parser without requiring a source language parser.
For tree based models, most works focus on the fact
that they have no source side parse tree and create a
parse tree with transfer. (Jiang et al., 2010) showed
that a transferred constituent tree parser leads to re-
sults that are comparable with those obtained using
a supervised tree parser. (Hwa et al., 2005) worked
on transferring the results of an English parser to
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a resource poor language and applied post-transfer
transformations like An aspectual marker should
modify the verb to its left.

These previous works typically assume that only
one out of the two languages has a parser. In practice
however, the resource poor language has a parser,
whose quality is worse than that of a resource rich
language’s parser. In this work, we consider such
a setting. If we combine the transferred parse tree
with the original parse tree, the performance should
improve.

3 The Difficulties of Tree-to-Tree
Approaches

A tree-to-tree model is the most natural in the MT
scenario because it respects syntax. However for
tree-to-tree translation models, we need both a good
target-side parser and a good source-side parser.
Even if the parsers are of high quality, we may have
problems due to different syntax annotation crite-
ria. Our main objective is thar we want to improve
the translation quality a dependency-based tree-to-
tree system such as kyotoEBMT (Richardson et al.,
2014). The differences between the tree-to-string
model and tree-to-tree models are shown in Fig 1
and Fig 2.

In Fig 2, it can be seen that the target side pars-
ing error affects tree-to-tree system’s search space.
It shows that a relatively low quality parser limits
the system. Unlike the tree-to-string approach, the
tree to tree approach is affected by the parsing error
on both sides. Another problem is shown in Fig 3,
where the coordination relation ‘wo he ta (my and
his)’ in the Chinese parse tree (bottom side) is an-
notated as ’siblings’, but in Japanese side (top side)
these three words ‘watashi oyobi kareno (my and
his) have a parent-child relation. Even if both of
them are correct in their own tree-banks, tree-to-tree
decoder won’t match a sibling relation pair with a
parent-child relation pair as is explained in Fig 2.

A transfer based method should solve these prob-
lems, because it makes LQ trees more similar to the
HQ trees. Transferring HQ side syntax relation not
only fixes the LQ side parsing error, but also unifies
the syntax annotation criterion.
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Japanese dependencies

honwo katta
book  buy

watashiha akai
| red

Japanese sentence

l Alignment

| buy a red book English sentence

Figure 1: For tree-to-string system, it searches the case
watashi katta (I buy) akai honwo (red book) because
there are dependency pairs in source parse tree and does
not search the case watashi akai (I red) because it is not
a pair in source parse tree

Japanese dependencies
/m p p

watashiha akai  honwo katta Japanese sentence
| red book  buy

l Alignment

| buy a red book English sentence
English dependencies

Figure 2: For tree-to-tree system, it searches the case
watashi katta (I buy) because it is a dependency pair in
source parse tree and target parse tree. It does not search
the case watashi akai (I red) because it is not a depen-
dency pair in source parse tree neither in target parse tree.
Unlike Fig.1, it does not search akai honwo (red book)
because although it is a dependency pair in source side, it
is disconnected in target side

4 Transfer of Syntactic Dependencies

4.1 Overview and Notation

This section gives an overview of our approach. In
the description below we use dependency tree struc-
ture. To represent dependency we will use the fol-
lowing notation tree = {(4,7),---}. It means that
the word in position j is the parent of the word in
position i; we use (i, —1) to represent that i is the
root. To represent alignment we will use the follow-
ing notation a = {i-j,-- - }. It means that the word
in the source side position i is aligned to the word in
the target side position j.

By this we mean that, we first transfer the en-
tire high quality (HQ) dependency tree T'reeg to
low quality (LQ) side which replaces the original
LQ tree Tree%ld to a transferred tree T'ree”™ (Sec-
tion 4.2). For each word w; in LQ side sentence,
parent of w; is denoted by wj,,.,,,, after transfer and
w;,,,, before transfer. This direct mapping method
always transfers source side syntax structure to the
target side by alignment regardless of the possibil-
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Japanese dependencies

watashi oyobi kareno hon Japanese sentence
My and his  book

l l l l Alignment

My and his book

wo he tade shu

Chinese sentence
Chinese dependencies

Figure 3: An example of different syntax annotation

ity of alignment error or different expression. In
practice, if we test T'ree in our tree-to-tree sys-
tem, we get about a 2 point reduction in BLEU. As
a result, the second step contains a backstep which
makes some wj,,.,,, back to w;,, for keeping the
sentence projective. Notice that the original mono-
lingual dependency tree is always projective (Most
parsers give projective results). The worst case is to
let all wj,,.,,, point back to wj,, , i.e. to keep the
dependency tree structure unmodified (Section 5.2).
In HQ-LQ (input-side has high-quality parser) MT
task, for each training parallel sentence, creating a
combined tree for LQ side is enough. However in
the LQ-HQ (the input-side has Low-Quality parser)
MT task, transferring training data is not enough.
For the input LQ side sentence, it makes no sense
to use the original monolingual LQ parse tree. Thus,
for the third step, we re-train a new LQ side parser
using the combined data (Section 6).

4.2 Transfer Dependencies

Intuitively, mapping a high accuracy syntax parser to
a low accuracy syntax parser will lead to better per-
formance and the success of this approach depends
on the quality of word alignment on a parallel cor-
pus. This Direct Mapping (DM) can be formalized
as below:

Given a sentence pair (S, T) where S = s159...5,,
is a sentence of HQ parse side and T' = t1t5...t, is
a sentence of LQ parse side, a dependency tree for
S denoted as Trees = {(s;, sj)...} which has been
mentioned before. The new LQ parse tree T'ree’”"
is transferred from HQ parse tree Treeg as follows.

e one to one case: If s; aligns to a unique t;,
s, aligns to a unique t,, and (s;, s;) € treeg,
push (t;,t,) into tree™.

e one to many case : If s; aligns to ?,..t,, then
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take one of them as representative, a tree based
alignment should let ¢,...t, be a treelet. We take
the root of ¢,..t, as representative and then per-
form the same steps as in the one-to-one case.
For the node ¢, other than representative t,., we
simply push (¢, t,).

e many to one case : If s;..s; aligns to t,, like
the one to many case, take one of them as a
representative. A tree based alignment should
let s;..s; be a treelet, take the root of s;..s; as
the representative and then perform the same
steps as in the one-to-one case.

e many to many case: Reduce this to one-to-
many and many-to-one cases, i.e. both side se-
lect a representative and then perform the same
steps as in the one-to-one case.

e unaligned case (HQ side): If s; is an unaligned
word, just treat it as non-existent and link two
sides of s;. More specifically, if s; is not
aligned, (s;,s;) € Trees. and (sg,s;) €
Treeg, push (s, sj) into Treeg.

e unaligned case (LQ side): If ¢; is an unaligned
word, just push (¢;,¢; + 1) or (¢;,t; — 1) into

new
Treep™.

Direct Mapping (DM) gives us a simple way of
obtaining dependency tree parsing and there are
many works that investigate these kinds of mapping
and show that they work well. We, however, still
want to test the efficacy of direct mapping. We train
a new parser based on transferred data and show that
it leads to lower parsing score (Section 7.1). ! This
shows that the DM approach won’t directly improve
the parsing accuracy.

5 Post Transfer Transformations

5.1 Error Analysis

We check the difference between the correct ano-
tation and transferred trees. There are three differ-
ences.

e different annotation criterion on both sides
(false error): Because the labels were designed

'The transferred tree which has been tested in Section 7.1 is
the combined tree after the method in Section 5.2 is applied
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Figure 4: This is an example of alignment error where the
solid line is the correct alignment and the dashed line is
the wrong alignment. It shows that incorrect alignments
lead to parsing error by DM

for a monolingual scenario, there is always a
difference in the annotation criteria. For ex-
ample: Shanghai Industrial Technology school
on Ja and Zh. The gold standard data looks
like: Trees = {(0,1)(1,2)(2,3)(3,—-1)}
Treedd = {(0,3)(1,3)(2,3)(3,-1)}, as-
sume alignment is a = {0-0,1-1,2-2,3-
3}. By Direct Mapping, Treef =
{(0,1)(1,2)(2,3)(3,—1)} is the same as the
one on the Ja side but completely wrong when
comparing it to the gold standard tree. The
reason is Ja side tends to let words of com-
pound nouns be child-parent pair and Zh tends
to let words of compound nouns be sibling.
We call it false error, though the dependency
score will decrease by comparing it with gold
standard data, it actually helps tree-based trans-
lation system retrieve this Chinese compound
noun better than before because its structure
now is much more similar to the Japanese side.

e alignment error (true error): The direct map-
ping method is highly dependent on alignment.
If alignment is incorrect, direct mapping which
uses this erroneous alignment gives a wrong
dependency result. See Fig.4 for an example.
This is quite critical; originally a tree-to-tree
MT system might reject this wrong alignment
by the distance on tree with feature or criterion
like a child-parent pair in source side should
translate to a child-parent pair in target side.
We now force a child-parent pair to align to a
child-parent pair using DM which will prevent
the tree distance criterion from influencing the
translation accuracy.

o different expression (true error): Sometimes
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ladies who walk around is taking red hat
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Japanese dependencies
Japanese sentence in EN
Alignment

Chinese sentence in EN
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Figure 5: This is an example of a different expression where again the solid line is the correct parse and the dashed

line is the wrong parse caused by DM.

the translation is not a direct translation, for ex-
ample a Ja sentence with the meaning ‘ladies
wearing red hats walk around’ will sometimes
be translated to Zh with meaning ‘ladies who
walk around are taking red hats ’. Even though
the alignment is perfect, the direct mapping
method makes the Zh words for ‘ladies’, ‘red’
and ‘hat’ take on child-parent relations which,
ofcourse, is a parsing error as shown in Fig.5.

5.2 Keep the Tree Projective

Error analysis for true and false errors allowed us to
revise our approach to incorporate a criterion projec-
tivity that can distinguish a good mapping between
the true and false errors discussed above. projec-
tivity is a property of parse tree which means there
shouldn’t be any crosses in the tree structure. For
example: Treel* = {(0,2)(1,3)(2,3)(3,—1)} is
not projective. To be more precise, for two child-
parent pairs (a,b), (c,d), we denote the interval
[a,b](if(a > b),swap(a,b)) as span(a,b). Here
statement (span(a, b) cross span(c,d)) equal(c €
[a,b]) and (d ¢ [a,b]). Notice that the root node
is denoted as (¢, —1), (d ¢ [a,b]) is always true.
Many alignment errors cases can be detected by the
property of projectivity. For example, in Fig.4, a
parent-child pair (19, 2) created by erroneous align-
ment looks very strange and has a high probability
of having crosses with other dependencies like the
green dependency in the figure.

Many different expression cases can also be de-
tected by the property of projectivity. Review the
example Fig.5 in the previous section. Here child-
parent pair (7,0)hat,ladies is a long distance depen-
dency relation which crosses with other dependency
pairs like (5,-1)talking root.

Although annotation criterion are different, both
of them are reasonable for showing dependency
relations. Thus a mapping one to another still
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keeps the tree projective. Consider the exam-
ple mentioned above, Shanghai Industrial Tech-
nology school on JP and ZH. Original mono-
lingual Chinese dependency tree Tree%ld =
{(0,3),(1,3),(2,3)(3,—1)} and transferred tree
Treep™ = {(0,1),(1,2),(2,3),(3,—1)} are
BOTH projective.

Thus keeping the tree projective prevents many
projection errors. Notice that Tree%ld is always pro-
jective. We introduce a back search method which
makes some words relations in Tree’:” back to re-

lations in Treegfd. The pseudo-code shown below:

Algorithm 1 Back Searching
I: len < Treep™.length
2: for i =1..len do
3: for j = 1..len do

4: find z s.t. (t,ty) € Treen™”
5: find y s.t. (tj,ty) € Treef™
6: if span(i, x) cross with span(j,y) then
7: find 2 s.t.(;, t,) € Treeg

8: (tz‘, tz) — (ti, tz)

9: find z s.t.(t;,t,) € Treegd

10: (tj,ty) < (£, 1)

11: if a loop is created then undo

For a non-projective part, which means it creates
cross in the dependency tree, We trust the original
monolingual dependency tree and for projective part
we retain the direct mapping result. More precisely,
with span(i,z) cross with span(j,y), we find z
that (¢;,t,) € Treegd and substitute (¢;,t,) with
(ti,v,). This operation actually moves ¢;’s parent
back to the state before mapping. Doing the same
thing to t;, we find 2 that (¢;,t,) € Treed and
substitute (¢;,t,) with (¢;,t.).

For non-aligned word ¢;, our strategy is a little dif-
ferent. In the direct mapping process, we did not
change the non-aligned word’s dependency because
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we didn’t have any information to decide its parent.
When we encounter non-projecivity on t;, we sim-
ply change ¢;’s parent to ¢; which ensures projectiv-
ity. Changing ;’s parent to ¢; solves the cross be-
tween span(i, x) and span(j,y). In any case we try
to retain its original parent as much as possible.

Sometimes back searching like above leads to
loops in the tree. This happens when other non-
projective parts should be solved before this part.
We check whether a loop exists in the tree after each
back operation to ¢;,t; and undo the modification
if so. We run several iterations of the procedure
mentioned above till it reaches the worst case which
means reverse Tree is the same as Treeg?.

It is not so simple to test the effectiveness of pro-
Jjectivity on tasks other than MT. We manually check
the percentage of errors our method has solved by
manually evaluating 50 sentences (Section 7.2).

6 Re-train a New LQ Side Parser

Using the word alignments and original monolin-
gual dependency trees, we successfully create com-
bined trees using the parallel training corpus. As
we have mentioned before, this is enough for the
HQ-LQ MT task but still a bit not enough for LQ-
HQ MT task. For a LQ side sentence as an input,
it makes no sense to use the original monolingual
LQ side parser which now has a different annotation
criterion since it uses the combined trees in training
corpus. Considering we have abandoned the original
dependency tree, we now regard the combined trees
as ‘golden data’ and train a new model with these
‘golden data’ using a LQ side parser. After that, for
an input sentence, we utilize the new parser rather
than the original one.

7 Experiment

7.1 Parsing Accuracy

We conducted a Chinese parsing experiment on sci-
entific domain. The Chinese parser used in our ex-
periment is the SKP parser (Shen et al., 2012).> As
the baseline parser, we trained SKP with the Penn
Chinese treebank version 5 (CTBS5) containing 18k
sentences on news domain, and a in-house tree-
bank which contains about 10k sentences in scien-

“https://bitbucket.org/msmoshen/skp-beta
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tific domain, with default parameters. The new com-
bined parser that we proposed used the training data
obtained from the ASPEC Ja-Zh parallel corpus,?
containing 670k sentences. We used a Japanese
parser KNP (Kawahara and Kurohashi, 2006)* and
the baseline SKP to automatically parse these sen-
tences. We then created combined Chinese depen-
dency trees.’ Finally, we trained a new parser using
these combined Chinese dependency trees with the
same parameters.

As test data we used an additional 1k sentences
from our in-house treebank. Table 1 shows the re-
sults of these two parsers.

Parser UAS | Root-Accuracy
Baseline 0.7433 0.6950
Combined | 0.5890 0.6140

Table 1: Parsing accuracy

Because we deliberately ignored the annotation
criterion problem and labelled the dependencies of
non-aligned words quite freely, the decrease of ac-
curacy is not surprising (according to us).

7.2 Projectivity for Solving True Errors

In addition, we evaluated our new parse trees in an-
other way. There are two true errors for the DM ap-
proach which have been discussed in Section 5.1,
some of them should be rejected by the property of
projectivity, some of them could not. We randomly
selected 50 sentences to check how many errors of
these two error types have been solved.

Case Solve rate
Alignment error 90%
Different expression 55%

Table 2: The percentage of alignment error and different
expression which has been solved by projectivity

The results are shown in Table 2. We can see
that projectivity is an effective way of addressing the
alignment error problem, but the different expression

3http://lotus.kuee. kyoto-u.ac.jp/ ASPEC/

*http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KNP

SWe only obtained 419k combined trees, as the rest were
unchanged sentences.
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Figure 6: An example of different expression can’t be detected by projectivity, solid line is the correct parse and the

dashed line is the wrong parse caused by DM.

problem is much harder to detect. Fig 6 shows an ex-
ample of the different expression problem. A possi-
ble solution is make some language based rules like
the word before possessive’s parent is the word after
it.

7.3 Translation

We conducted experiments for Japanese-to-Chinese
(Ja-Zh) and Chinese-to-Japanese (Zh-Ja) translation.
For both tasks, we used the ASPEC Ja-Zh parallel
corpus as training data. We used 2,090 and 2,107
additional sentence pairs for tuning and testing, re-
spectively. In our experiments, we compared the
MT performance of our proposed projection method
with the baseline parser. We used a tree-to-tree sys-
tem KyotoEBMT for our experiments (Richardson
et al., 2014).° To parse the Chinese and Japanese
sentences, we again used SKP and KNP, respec-
tively.

In order to test our combined tree approach, we
substituted the original SKP parsing results to com-
bined parse trees. We also tested the direct mapping
method which simply transfers the Japanese parse
trees to the Chinese side. In Ja-Zh task, we trained a
new Zh parser by using the combined parse trees.

System Ja-Zh | Zh-Ja
Moses 27.25 | 3394
KyotoEBMT 29.08 | 35.10
Direct map 27.28 | 33.23
combined map | 29.89* | 35.59*

Table 3: BLEU scores for ASPEC JA-ZH and ZH-JA.
(* denotes that the result is significantly better than ‘Ky-
otoEBMT” at p < 0.05)

Table 3 shows the results. For reference, we
also show the MT performance of the phrase based

Shttp://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?KyotoEBMT)
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system Moses, which is based on the open-source
GIZA++/Moses pipeline (Koehn et al., 2007). We
also conduct significance tests which were per-
formed using the bootstrap resampling method pro-
posed by Koehn (2004). The Direct mapping
method which does not use the Chinese parser de-
creases the MT performance. The combined tree
method works pretty well. In the Ja-Zh direction,
it gets a 0.8 BLEU score improvement and 0.5 in
the Zh-Ja direction. The biggest problem for the Zh-
Ja direction is that we have to feed automatic data
to SKP for training a new parser. SKP is designed
to work with manually annotated training data (gold
data set) but not automatically generated training
data. The best evidence is that, if we parse a train-
ing sentence with this parser, the result is quite dif-
ferent with the original training data. For Ja-Zh di-
rection, it is quite straightforward, we just combine
SKP and KNP parsing results to create a Ja like Zh
dependency tree for each training sentence. Com-
bined tree increased the BLEU score but decreased
parsing accuracy since parsing accuracy is tested on
monolingual test data. Lingusitic parse tree struc-
tures are not the most appropriate for a tree-to-tree
MT system.

8 Conclusion and Future Work

In this paper, we have proposed a method to use
both source side and target side parse trees to cre-
ate a combined parse tree which improves the BLEU
score on a tree-to-tree MT system. Transferring
parsing information from a relatively high accuracy
parser on the source language side to the target lan-
guage side with a relatively low accuracy parser con-
strained by projectivity performs well. It not only
fixes the parsing error of the low accuracy side, but
also addresses the problem of different annotation
criteria on both sides.
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We used automatically created, combined parse
tree to train a new parser by using an existing parser.
It is not very appropriate because parsers are de-
signed to train on gold standard data and not auto-
matic data. Though it leads to some positive results,
we think that the quality could be further improved.
Instead of re-parsing the parser, we could also save
the different parts in the combined parse trees, and
apply them to the input sentences. This could be
much more efficient and logical than re-parsing but
a bit difficult when considering issues such as how
to save and how to apply them to the input sentences.
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Abstract

The conventional Mongolian-Chinese sta-
tistical machine translation (SMT) model
uses Mongolian words and Chinese words
to practice the system. However, data
sparsity, complex Mongolian morphology
and Chinese word segmentation (CWS) er-
rors lead to alignment
errors and ambiguities. Some other works
use finer-grained Mongolian stems and
Chinese characters, which suffer from in-
formation loss when inducting translation
rules. To tackle this, we proposed a meth-
od of using finer-grained Mongolian stems
and Chinese characters for word alignment,
but coarser-grained Mongolian words and
Chinese words for translation rule induc-
tion (TRI) and decoding. We presented a
heuristic technique to transform Chinese
character-based alignment to word-based
alignment. Experimentally, our method
outperformed the baselines: fully finer-
grained and fully coarser-grained, in terms
of alignment quality and translation per-
formance.

1 Introduction

Mongolian is an agglutinative language and has
complex morphology. The current scale of Mon-
golian-Chinese parallel corpus is very small. These
two reasons make data sparsity a very serious
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problem in Mongolian-Chinese SMT. Using finer-
grained Mongolian stems rather than Mongolian
words can reveal the word semantics and alleviate
data sparsity. On the other hand, CWS is a neces-
sary process to separate Chinese words, because
Chinese words are not naturally separated by space
(Jiang et al., 2009). CWS can achieve high accura-
cy, but does not necessarily guarantee better per-
formance of alignment (Chang et al., 2008; Zhang
et al., 2008; Xiao et al., 2010). Besides, CWS also
brings errors (Xiao et al., 2010). Using of finer-
grained Chinese characters, which are separated
without using of CWS, can avoid the CWS errors
and alleviate data sparsity. However, coarser-
grained basic units are proved perform better in
translation rule induction (TRI). (Philipp Koehn et
al., 2003).

So inspired by the work of (Xi et al., 2011; Xi et
al., 2012), we proposed a method that uses differ-
ent granularity respectively for alignment and TRI.
We train a finer-grained alignment using Mongoli-
an stems and Chinese characters. Afterwards, we
realign it to Chinese words and Mongolian words
alignment for the following TRI and decoding. We
design a technique to convert finer-grained align-
ment to coarser-grained alignment. The conversion
can be unambiguous after carefully processing the
differences brought by Mongolian word lemmati-
zation and CWS.

In the experiments, our method outperformed
the baselines of fully finer-grained and fully coars-
er-grained, in terms of alignment quality and trans-
lation performance. The experiments indicate that
using finer-grained basic units for alignment and
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coarser-grained basic units for TRI performs better
than other granularity combinations.

The rest of the paper is organized as follows:
Section 2 explains how our method designed and
how can it have good influence on alignment and
translation. Section 3 demonstrates the realignment
model and analyzes how it works for better align-
ment. Section 4 describes the evaluations. Section
5 is the conclusion.

2 Design of different Granularity Align-
ment

The conventional practice of SMT uses Mongolian
and Chinese words in the process of word align-
ment and TRI (Brown et al., 1993). We proposed a
method of using finer granularity for word align-
ment but coarser granularity for TRI to enhance
the Mongolian-Chinese SMT system. The process
of the method is depicted in Figure 1:

Bilingual Corpus

Alignment

1

Finer-grained
Alignment

Realignment

7

Coarser-grained
Alignment

Rule Induction

i

Translation
Rules

Decode

i

Translation

!

Figure 1. Process of the method

(1) In the first step, we get the finer-grained
alignment by using Mongolian stems and Chinese
characters as basic units;

(2) In the realignment procedure, we transform
finer-grained alignment into coarser-grained
alignment through a converting technique;

(3) In the step of TRI and decoding, we use the
coarser-grained alignment.

Mongolian words are formed by stems and suf-
fixes (Hou et.al., 2000). For some examples: when
a noun plays different constituents in sentence, like
subject or object, the case suffixes added to it are
different; a verb adds different inflectional suffixes
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when it is under different tenses or followed by
different nouns; a word has different forms (with
the same word stem but different suffixes) when it
is in different positions of the sentence. Therefore,
Data sparsity is a very serious problem in Mongo-
lian-Chinese SMT because of the complex Mongo-
lian morphology and the small scale parallel cor-
pus. Mongolian stems-based alignment can miti-
gate this problem, because Mongolian words in
different forms but with the same semantic mean-
ing will become one same stem after removing
some suffixes. Besides, using Chinese characters
for alignment can avoid the errors brought by
CWS. Table 1 shows the token distribution of
Mongolian words and Mongolian stems in corpus.
We can see that the unique tokens in stem-based
corpus reduce almost 10% than those in word-
based corpus. Table 2 shows the frequency distri-
bution of words and characters of Chinese corpus.
The tokens whose frequency is no than 4 has a
lower percentage in character-based corpus. We
see that the unique tokens in character segment
corpus are only one-third of those in word segment
corpus. In the fined-grained Chinese corpus, the
frequency of 77.88% tokens are equal to or more
than 5, while the percentage of word tokens in
coarser-grained Chinese corpus is only 38.74%.
The above statistical data prove that coarser-
grained word alignment suffers from more serious
data sparsity than finer-grained word alignment.

Word Stem

Total Tokens 37140 29861
Unique Tokens 20859 14340
Percentage (%) 56.16 48.02

Table 1. Unique tokens of Mongolian
word and stem

Frequency | Word (%) | Character (%)
1 31.25 9.34
2 14.91 5.85
3 8.84 3.47
4 6.26 3.46
5+ 38.74 77.88

Table 2. Frequency distribution of
Chinese word and character
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Figure 2. Realignment from finer-grained to coarser-grained

However, comparing to finer-grained tokens,
coarser-grained tokens have more complete se-
mantic information. State-of-the-art SMT models
achieve excellent results by extracting phrases to
induct the translation rules (Philipp Koehn et al.,
2003). When the phrase-based translation models
try to extract and score the phrases by getting lexi-
cal translation table, the probability of words to
words can express more semantic information than
stems to characters (Deng and Zhou, 2009). More-
over, when we use language model, the position
information expressed by Mongolian word suffix-
es might be ignored by using Mongolian stems.
Therefore, we still use coarser-grained units to
induct the translation rules.

3 Realignment

The realignment from Mongolian stems to Mongo-
lian words is an easy method of one-to-one map-
ping because there is no position changing. We
build a heuristic model to describe the Chinese
realignment. We set e and f as the source (Mongo-
lian) and target (Chinese) sentence in finer-grained
alignment. Given finer-grained source sentence
(Mongolian) e’ and target sentence (Chinese) f',
we can get the coarser-grained alignment a by the
realignment model as equation (1):

P(ale,f) = P(acle’,f")P(alac) M)

In the model, a. is the finer-grained alignment
getting from e’and f'. P(a.|e’, f") is the alignment
model used in our alignment training which can be
given as log-linear model by (Och and Ney, 2005;
Liu et al., 2005) as equation (2).
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The conversion model P(ala.) can be modeled
based on (Zhang, 2003) as equation (3):

P(ala.) = P(a,ac)/P(ac) 3)

It is easy to understand that the transformation
from a finer-grained sentence to its coarser-grained
sentence is unambiguous. An example of conver-
sion shows in figure 2, we can get the word align-
ment from Mongolian words to Chinese words by
converting Chinese characters into Chinese words.
“WIK A is a Chinese word which means “It does
not matter”. It is composed of three characters
“”, “k” and “&”. The alignment from Mongo-
lian words to Chinese characters “¥”, “>%” and
“Z&” is “0-0, 0-1, 0-2, 1-1, 2-2”, the alignment
from Chinese characters to Chinese word “7% 3¢ R
is “0-0, 1-0, 2-07, so the realignment from Mongo-
lian words to Chinese word is “0-0, 1-0, 2-0”. An-
other example shows in figure 2 is the alignment
from Mongolian word “ et > to Chinese word
“’K&”, which means “with pleasure”. Comparing
with Chinese words, Chinese characters carry
more uncertain meaning. “><” is a verb which

means “close”, but when it is followed by “&”,
which is also a verb and means “tie”, the meaning
of “JLA&” is “relation” and it is a noun. So using
Chinese characters as basic unit may induce more
interference alignment options. However, the re-
call score gets higher when we apply Chinese
characters to do the alignment. Because we find
that when we get the word alignment by realigning
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Figure 3. Comparing coarser-grained alignment with realignment

from Chinese character-based alignment rather
than by Chinese words directly, there are fewer
invalid alignment options. We believe this prob-
lem is avoided by the feature of co-occurrence and
distortion used by alignment models which ex-
plained in detail by (Xi et al., 2012).

Moreover, we find that our method can mitigate
word alignment errors which caused by incorrect
CWS result. As shows in figure 3, the correct
segmentation should be “ %l %t B but not

“KHL #& FEmy”. The correct alignment should
make No.1, No.2, No.3, No.4 and No.5 of Mongo-
lian words align to the No.1 and No.2 of Chinese
words, but Chinese word-based alignment only
gets the right alignment 1-2, but wrongly aligns
No.3 of Mongolian word to the Chinese comma as
showed in the fourth row of figure 3. In our meth-
od, we can get a more precise alignment result
based on characters “#%”, “fii” and “HJ>. The rea-
lignment based on a wrong word segmentation
result will lead to a wrong word alignment inside
the phrase “#% [l . However, as showed in the
fifth row of the figure 3, we find that because of
the better character-based alignment, the phrase
“% [&BS> as a whole still can be realigned more
precisely to its corresponding Mongolian phrase.

In conclusion, due to a more precise Chinese
character-based alignment, our realignment based
on Chinese word segmentation (even based on a
wrong word segmentation result) can get a more
precise word alignment result.

4  Experiments

We implement Moses as our basic SMT system
and built it as follows: alignment performed by
GlZA++ (Och and Ney, 2003). A phrase-based
MT decoder similar to the work of (Koehn et al.,
2007) was used with the decoding weights opti-
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mized by MERT (Och, 2003). We use a 3-gram
language model. Mongolian language resources
and Mongolian processing tools are scarce.
CWMT 2009 (Zhao et al., 2012) was used for the
experiments. It is a small training set when com-
pares to major language training set because as a
small language, public Mongolian and Chinese
parallel corpus is limit. The lemmatization tool we
used is the same as (Yu and Hou, 2011; Hou et.al.,
2009). Table 3 shows the data set in detail. Mo is
the abbreviation of Mongolian and Ch is the ab-
breviation of Chinese.

Train | Dev | Test
Bilingual sentence pairs | 66808 | 1000 | 1000
Scale 18.3MB|214KB|213KB
Total Mo words/stems | 869168 | 11239 | 11134
Total Ch words 846574 | 8765 | 8697
Total Ch characters 1096551 12569 | 12526

Table 3. Data set

We manually aligned 100 pairs of bilingual
sentence to evaluate the alignment performance
including precision, recall, F-score and AER (Da-
vid et al., 2003). As table 4 shows, after using fin-
er-grained stem-based as basic units: precision has
been increased from 62.75% to 63.82%; recall has
been increased from 75.91% to 83.47% and im-
proved significantly by using Chinese characters;
AER has been reduced 2.74% from 39.44 to 38.36.
These evaluations prove that our method of using
finer-grained for alignment enhances the quality of
SMT alignment and reduce the AER. The good
performance in alignment partly because of the
process of data sparsity we argued in section 2 and
partly because of the good realignment we dis-
cussed in section 3.
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Mongolian| Chinese |PrecisionRecall|F-score| AER Alignment TRI |BLEU
word word | 62.75 |75.91| 69.33 [39.44 Baseline 2| Mo stem stem 21.97
stem word | 62.94 |77.39| 70.17 [38.83 Ch word word '
word [character] 63.71 [82.25| 72.98 |38.89 System 1 [ Mo stem word |5 15
stem |character] 63.82 |83.47| 73.65 [38.36 Ch word word '

Table 4. Alignment evaluation of Precision,
Recall and F-score

To evaluate the translation performance of tour
method, we do experiments on all kinds of gram-
matical components including: fully coarser-
grained, different grained units for alignment and
TRI. We also evaluate the influence on using fin-
er-grained and coarser-grained units on source or
target language. In the experiments of translation,
we set conventional Mongolian-Chinese SMT sys-
tem as baseline 1. We also set baseline 2, baseline
3 and baseline 4 which use finer-grained for both
alignment and TRI to compare with our systems.

From table 5 we can see that all our three sys-
tems outperform the baseline 1. The comparison
between our systems and the baseline 1 shows that
using finer-grained basic units in alignment out-
performs the conventional Mongolian-Chinese
SMT. The BLEU of System 3 is higher than sys-
tem 1 and system 2, which proves that using finer-
grained for both source language and target lan-
guage achieve better performance than using it on
one language.

_ Alignment | TRI |BLEU
Baselinel I\(/:Ir(]) xg:g vagig 21.88
System 1 I\(/:Ir(]) 5\;[:;:3 wg;g 22.15
System 2 I\(/:Ir(]) Ch\;Vg(ier xg;g 23.36
oystem s '\(/:Ir? chztrzr(r:]ter mg 23.49

Table 5. Translation evaluation of proposed
systems and Baseline 1.

In the comparison of table 6, baseline 2 uses
finer-grained basic units for Mongolian alignment
and TRI, while system 1 uses finer-grained basic
units only for Mongolian alignment but not TRI.
System 1 outperformed Baseline 2 indicates that
using coarser-grained Chinese units for TRI is
more proper and applying our method to source
language of Mongolian is successful.
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Table 6. Compare our System 1 with Baseline 2.

In the comparison of table 7, baseline 3 uses
finer-grained basic units for Chinese alignment
and TRI, while system 2 uses finer-grained basic
units only for Chinese alignment but not TRI. Sys-
tem 3 outperformed Baseline 4 indicates that using
coarser-grained Chinese units for TRI is more
proper and applying our method to target language
of Chinese is successful.

Alignment TRI BLEU
Baseline 3 | Mo word word 2319
Ch| character | character
System2 |[Mo| word word
23.36
Ch| character word

Table 7. Compare our System 2 with Baseline 3.

In the comparison of table 8, baseline 4 uses
finer-grained basic units for both Mongolian and
Chinese alignment and TRI, while system 3 uses
finer-grained basic units only for Mongolian and
Chinese alignment but not TRI. System 1 outper-
formed Baseline 2 indicates that using coarser-
grained units in both Chinese and Mongolian for
TRI is more proper and our method is successful
in the evaluation.

Alignment TRI BLEU
Baseline 4| Mo stem stem 2273
Ch | character | character
System 3 | Mo stem word
Ch | character word 2349

Table 8. Compare our System 3 with Baseline 4.

These comparisons of table 5 to table 8 proved
that:

(1) Using finer-grained for alignment performed
better then coarser-grained (table 5) because finer-
grained basic units can enhance the alignment
quality (table 4).

(2) Using coarser-grained for TRI, which means
using finer-grained only for alignment rather than
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using them though the whole translation process is
better (table 8), because stems and characters are
too finer to induct the translation rules.

(3)Using our method of finer-grained for align-
ment and coarser-grained for TRI improved the
conventional SMT system and outperformed other
grammatical components (table 5 and table 8);

(4) Using our method only in one side of source
language or target language also performed better
(table 6 and table 7).

5 Conclusion

We presented a method of using finer-grained
Mongolian stems and Chinese characters as basic
units for alignment, but coarser-grained Mongolian
and Chinese words for TRI. Our method outper-
forms four baselines, mitigates the data sparsity
and enhances the alignment quality and translation
performance. Through the experiments we find
some conclusions as follows: applying finer-
grained units can perform a better word alignment
result; Using finer-grained basic units for align-
ment, but coarser-grained for TRI can be a more
efficient way than fully finer-grained or fully
coarser-grained; using our method for both source
language and target language can achieve better
performance than using it for either source or tar-
get language. We do the same experiments on the
Chinese-Mongolian SMT system and get the same
conclusion. The experiments indicate that using
finer-grained basic units for alignment and coars-
er-grained basic units for TRI performs better than
other granularity combination. We also find that
using Chinese characters contribute more than us-
ing Mongolian stems in Chinese-Mongolian SMT,
which partly because of the errors brought by
lemmatization. If we can combine more features
(Elming and Habash, 2007) to do the realignment,
and have a higher accuracy tool of lemmatization,
our method can be better.
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Abstract

Gospels are one type of translated histori-
cal document. There are many versions of
the same Gospel that have been translated
from the original, or from another Gospel
that has already been translated into a dif-
ferent language. Nowadays, it is difficult
to determine the language of the original
Gospel from where these Gospels were
translated. In this paper we use a super-
vised machine learning technique to deter-
mine the origin of a version of the Geor-
gian Gospel.

1 Introduction

Translation is a process of rewriting an original
text in a different language (Lefevere, 2002). It
is one of the oldest text manipulation related pro-
cesses. Gospels are historical documents that were
translated centuries ago. There are many ver-
sions of the same Gospel, translated from the orig-
inal, or from another Gospel that had already been
translated into a different language. Nowadays, it
is unclear what was the language of the original
Gospel from where these were translated. Histori-
ans and linguists are uncertain as to the origin of
such historical documents. The Georgian Gospels
are translated from Armenian or Greek Gospels
(Lang, 1957). There are about 300 manuscripts
of the four Gospels in Georgian that are translated
from different languages (Kharanauli, 2000). Lin-
guists are able to narrow down potential origins by
looking at different linguistic properties, but skep-
tical to choose a single origin. We have three such
Gospels in Georgian, Armenian and Greek, where
linguists believe that Armenian or Greek are the
potential origin. In this paper we use a supervised
machine learning technique to find out the correct
origin of a version of the Georgian Gospel.

One of the challenges of dealing with historical
data is the requirement of specific knowledge of
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languages that are not spoken at present day. If the
language is currently spoken, it is likely that many
properties have changed due to language evolu-
tion. Due to this issue, the available historical data
set is very small in size, which proves a challenge
for machine learning algorithms.

From the early stage of translation studies
research, translation scholars proposed different
kinds of properties of source text and translated
text. Recently, scholars in this area identified sev-
eral properties of the translation process with the
aid of corpora (Baker, 1993; Baker, 1996; Olohan,
2001; Laviosa, 2002; Hansen, 2003; Pym, 2005;
Toury, 1995). These properties are subsumed un-
der four keywords: explicitation, simplification,
normalization, levelling out and interference.

In this paper, we use texts from modern lan-
guage to train a Support Vector Machine (SVM)
that can be used to identify the original source of
the Georgian Gospel.

The paper is organized as follows: Section 2 in-
troduced the historical documents that we are deal-
ing with here, Section 3 discusses related work,
followed by a discussion of the nature of a trans-
lated text in Section 4. The methodology is de-
scribed in Section 5. The corpus of modern lan-
guages is described briefly in Section 6 followed
by a discussion of different features we used in this
paper in Section 7. The experiment and evaluation
in Section 8 and finally, we present conclusions in
Section 9.

2 The historical documents

Gospels are among the very first documents that
were translated into Georgian language follow-
ing the invention of the Georgian alphabet (Lang,
1957). The history begins with the palimpsest
manuscripts from the fifth or sixth centuries and
ends with the manuscripts from the eighteenth
century. There are many open debates on the ta-
ble about the origin of the Georgian translation of
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Language Sentences Average Sentence Length Average Word Length

Georgian 3738 18.96% 4.71%
Armenian 3738 19.15% 4.00%
Greek 3738 20.40% 4.24%

Table 1: Historical corpus statistics

the holy script. According to Blake (1932), many
translations were made from the Gospels of Syrian
and Armenian.

However, recent studies show two more sources
from where the holy scripture were translated
into Georgian. The first one is the Palestinian
and other one is the Antiochian/Constantinopolian
(Kharanauli, 2000).

The precise date of these translations are un-
known, but the earliest translations of the Geor-
gian Bible are presented in the lower script of
palimpsests, the so-called Xanmeti fragments.
Xanmeti is a term already used by the famous
Georgian monk, religious writer and translator
George the Athonite'. He denotes the text where
the x-prefix is employed to mark the second sub-
ject and the third object persons in the Georgian
verb. This prefix has not occurred in the inscrip-
tions since the seventh Century. Based on philo-
logical data, these fragments are dated from fifth to
seventh centuries. Codicological study of the folio
size reveals that they are fragments of quite large
codices, and it can be assumed that these codices
included several books of the Bible.

Currently, there are about 300 manuscripts of
the four Gospels in Georgian (Kharanauli, 2000).
Among these, about 40 codices include text ver-
sion of Georgian Gospels. The Gospel considered
for this study is believed to be translated from Ar-
menian or Greek. These Gospels are digitized and
aligned manually. The aligned corpus of the Geor-
gian Gospel manuscripts present the texts in their
original form side by side, which means that a)
nothing is corrected, not even the mistakes pre-
sumably made by copyists; and b) abbreviations
remain discernible as they are, with the abbrevi-
ated letters being indicated in brackets. Table 1
shows the statistics of the Gospels.

3 Related work

There is no work found that is exactly relevant to
the problem we are dealing here. Lang (1957)
studied Georgian Gospels and their origins. The
first Georgian Gospels were translated from an Ar-

menian version (Lang, 1957). The Gospels that
were translated in the late ninth century show signs
of revision by reference to the Greek Gospels.

Corpus-based translation studies is a recent field
of research with a growing interest within the field
of computational linguistics. Baroni and Bernar-
dini (2006) started corpus-based translation stud-
ies empirically, where they work on a corpus of
geo-political journal articles. A SVM was used to
distinguish original and translated Italian text us-
ing n-gram based features. According to their re-
sults, word bigrams play an important role in the
classification task.

Van Halteren (2008) uses the Europarl corpus
for the first time to identify the source language
of text for which the source language marker was
missing. In their experiments, the support vector
regression was the best performing method.

Pastor et al. (2008) and Ilisei et al. (2009;
2010) perform classification of Spanish original
and translated text. The focus of their works is to
investigate the simplification relation that was pro-
posed by (Baker, 1996). In total, 21 quantitative
features (e.g. a number of different POS, Average
Sentence Length (ASL), the parse-tree depth etc.)
were used where, nine (9) of them are able to grasp
the simplification translation property.

Koppel and Ordan (2011) have built a clas-
sifier that can identify the correct source of the
translated text (given different possible source lan-
guages). They have built another classifier, which
can identify source text and translated text. How-
ever, the limitation of this study is that they only
used a corpus of English original text and English
text translated from various European languages.
A list of 300 function words (Pennebaker et al.,
2001) was used as feature vector for these classifi-
cations.

Popescu (2011) uses string kernels (Lodhi et
al., 2002) to study translation properties. A clas-
sifier was built to classify English original texts
and English translated texts from French and Ger-
man books that were written in the nineteenth cen-
tury. The p-spectrum normalized kernel was used
for the experiment. The system performs poorly
when the source language of the training corpus is
different from the one of the test corpus.

Islam and Hoenen (2013) used a source and
translated texts of six European languages in order
to classify translated texts according to source lan-

"Wikipage: http://en.wikipedia.org/wiki/George_the_Athonite guages. As features, they have used the hundred
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most frequent words. It is important to consider
the properties of language family when dealing
with source and translated texts (Islam and Hoe-
nen, 2013).

Features used by Koppel and Ordan (2011) and
Islam and Hoenen (2013) are language dependent.
As we use texts from twenty-one European lan-
guages to build the training model, we only use
features that are language and linguistic tools inde-
pendent. It is also important to consider different
properties of translated and source texts proposed
by translation scholars.

4 Translation properties

Recently, translation scholars proposed different
translation properties using monolingual or com-
parable corpus. These properties are described in
the following subsections.

4.1 Explicitation

Translators are biased to make translations more
explicit in order to resolve ambiguities that might
be inherited in the translated text. Vinay and Dar-
belnet (1958) used the term explicitation as “ a
process of introducing information into the tar-
get language which is present only implicitly in
the source language, but which can be derived
from the context or situation”(Vinay and Darbel-
net, 1995; Pym, 2005). However, Blum-Kulka
(1986) first claimed explicitation as a translation
universal where she studied translated French texts
from English by professional and non-professional
translators. Seguinot (1988) provides an empiri-
cal study using two translated texts from French
to English. There is a greater level of explicit-
ness in the translated texts as linking words and
conversion of subordinate clauses into coordinate
clauses.

4.2 Simplification

The simplification translation property shows the
tendency of a translator to simplify a text in or-
der to improve the readability of a translated text.
Blum-Kulka and Levenston (1978) mention the
term simplification as part of the lexical simplifica-
tion using a small data set of English and Hebrew
translations. According to them, translators use
techniques such as avoidance and approximation
in the translation process to make a translated text
simpler for the target readers. Later, Baker (1996)
also observed this tendency in the translated texts.
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To make a translated text simpler, the transla-
tor often breaks up complex sentences into two or
more sentences. This tendency can be found in the
ASL. That is, the ASL in a translated text will be
shorter than a source text.

4.3 Normalization

The normalization property shows a translator’s
effort to meet the normative criteria of the target
language. It is a translator’s tendency to conform
to patterns and practices that are typical of the tar-
get language, even to exaggerate their use. This
property can be observed in a translated text that
contains very little trace of the source language.
However, the opposite scenario can be seen as
well, where the translation is influenced by the
source language. In that case normalization will
be weakened. The influence of English can be
visible in many software manuals that are trans-
lated from English. Hansen (2003) stated that this
contrary tendency also can be seen in interpreting,
where the interpreter tries to finish an unfinished
sentence and to render an ungrammatical structure
into something grammatical.

4.4 Levelling out

Baker (1996) refers to levelling out as “the ten-
dency of translated text to gravitate towards the
center of a continuum”. That is also known as
convergence (Laviosa, 2002), where she stated
that a “relatively higher level of homogeneity of
translated texts with regard to their own scores
on given measures of universal features” such as
lexical density or sentence length, in contrast to
source texts. If we have a sub-corpus of translated
texts from different languages to the same lan-
guage, and have source texts in the same language,
then translated texts from different languages will
be similar in terms of lexical density, TTR, and
ASL; but will be different than the source texts.
More specifically, translated texts from different
languages will be alike but will be different than
the source texts.

4.5 Interference

Toury (1995) has a different theory that is different
from the translation properties described above.
He stated that “in translation, phenomena pertain-
ing to the make-up of the source text tend to be
transferred to the target text,” That is, some in-
terference effects will be observable in translated
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texts that are carried from source texts. These ef-
fects will be in the form of negative transfer or in
the form of positive transfer. As an example, spe-
cific properties of the English language are visible
in user manuals that have been translated to other
languages from English (for instance, word order)
(Lzwaini, 2003). We can summarize this transla-
tion properties in a way that a translated text from
different source languages will be sufficiently dif-
ferent from each other.

S Methodology

The above section describes the properties of
translation. Based on these properties, a translated
text is different than the corresponding source text.
Properties proposed by translation scholars, focus
on texts and the translation process. Our assump-
tion is that even though historical texts were trans-
lated many hundreds of years ago, there are some
properties that are common to modern texts and
the recent translation process.

We model the task as a classification task where
we use a SVM implementation to find the correct
origin of the Georgian Gospel. Linguists believe
that the Georgian Gospel is a translated document.
They narrowed down potential origins by looking
at different linguistic properties compared to the
Greek and Armenian Gospel. Before finding the
source of the Georgian Gospel, it is necessary to
check that the Gospel itself is a translated docu-
ment. If the gospel is classified as a translated doc-
ument then we can move further to find the source.
The gospel that has properties of an original doc-
ument will be the closest candidate for the origin
Georgian gospel.

In order to build a training model, we use mod-
ern texts from different European languages. We
have compiled a suitable corpus for this task from
the Europarl corpus (Koehn, 2005). This task re-
quires features that are language independent and
do not require any linguistic pre-processing. So,
we have explored different features that are quan-
titative indicators of translation properties men-
tioned above. Finally, we have collected a list of
useful features that are listed in Section 7. We
use standard classification accuracy and F-Score
in order to measure usefulness of a feature. At the
beginning the feature list contains only ASL. We
have added a new feature in the list if and only
if the classification accuracy and F-Score improve
by adding the feature with existing feature set. The
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feature collection process will be continued until
the classifier achieves a reasonable accuracy F-
Score. Figure 1 shows the approach we follow
in this paper. Finally, the whole corpus of mod-
ern texts will be considered for building the final
training model.

The final training model and the collected fea-
ture set will be used in order to find the origin of
the Georgian Gospel. We prepare the Gospels data
into two sets similarly as the training data. The
first set of data will contain texts from Armenian
and Georgian Gospels and the other one will con-
tain texts from Greek and Georgian Gospels.

6 Corpus of modern texts

The area of translation studies lack corpora
by which scholars can validate their theoretical
claims, for example, regarding the scope of char-
acteristics of the translation properties. This scope
is obviously affected by the membership of the
source and target languages to language families.
Though the exploration of universally valid char-
acteristics of translations is an important topic,
there are not many resources for testing corre-
sponding hypotheses.

There are many parallel and multilingual cor-
pora available nowadays. Most of them are not
useful for translation studies immediately as they
require customization. Islam and Mehler (2012)
provide a customized resource in which the lan-
guages of all source texts and their translations
are annotated sufficiently. The resource they pro-
vide is a customized version of the well-known
Europarl corpus (Koehn, 2005). A central feature
of this corpus is that it provides information on
sentence-related alignments that can be explored
for finding characteristics of the translation rela-
tion.

The language annotation in the Europarl corpus
is not reliable because of erroneous annotations
introduced by translators. There are many cases
where one speaker has multiple speeches in differ-
ent languages that cause problems for identifying
the speaker’s native language.

In order to resolve this issue we have collected
the name of the member of the European parlia-
ment and their native language manually. We col-
lected names from the current members list page
2 of the European parliament. Names of for-
mer members are collected from the correspond-

“http://www.europarl.europa.eu/meps/en/full-list.html
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Figure 1: Machine learning approach to find the source of the Georgian Gospel

ing Wikipedia pages. The official language of the
country of each member is assigned as the native
language of a speaker. Members from Belgium
and Luxembourg are not considered as we are not
sure about the language spoken by members from
these countries in the European parliament. Each
member from Finland is assigned to the Finnish
language. Finally, the list contains 2,125 mem-
ber names and their native language. This list is
used to extract source and translated texts from the
Europarl corpus. The corpus contains 2, 646, 765
parallel sentences from 412 language pairs of 21
European languages. We believe that such a cor-
pus is an ideal resource for the problem we are
addressing in this paper.

7 Features

As the training corpus contains texts from twenty-
one European languages, we only experiment with
lexical and information-theoretic features. Pastor
et al. (2008) used various lexical, syntactic and
discourse related features. Also, Ilisei et al. (2009;
2010) used similar type of features. The following
sub sections describe features that are finally se-
lected for the feature list.

7.1 Lexical features

Different lexical features are being used from
the beginning of corpus based translation studies.
These features are popular for other NLP applica-
tions such as text readability classification. The
reason behind the popularity is that these are lan-
guage independent and do not require any linguis-
tic pre-processing.
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The ASL is a quantitative measure of syntac-
tic complexity. Generally, the syntax of a longer
sentence is more complex than that of a shorter
sentence. A translator tries to make a translation
explicit and also simple. Translated texts might
become longer due to the explicitation. How-
ever, opposite can happen when a translator tries
to make a translation simpler. Table 2 shows be-
havior of some features in source and translated
texts of four European languages. Translations of
German, French and Dutch are more explicit than
Spanish. The Average Word Length (AWL) is an-
other useful lexical feature. Most of the cases, the
AWL in translated texts is longer than source texts.
It would be interesting to see the behavior of AWL
in source and translated texts of an agglutinative
language.

The Average number of complex words feature
is related to the AWL. A translated text will be
difficult for readers if it contains more complex
words. The average length of English written
words is 5.5 (Nadas, 1984) letters. We define
a complex word as any word that contains 10 or
more letters.

The Type Token Ratio (TTR), which indicates
the lexical density of text, has been considered as
useful features by Pastor et al. (2008) and Also,
Ilisei et al. (2009; 2010). Low lexical densities
involve a great deal of repetition with the same
words occurring again and again. Conversely, high
lexical density shows the diverseness of a text. A
diverse text is supposed to be difficult for read-
ers, generally children (Temnikova, 2012). There
are many different version of TTR formulas avail-
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ASL AWL Entropy

Source  Translation | Source Translation | Source Translation
German | 26.07 29.34 5.52 5.64 9.95 9.58
French 33.86 34.46 4.65 4.68 9.43 9.12
Spanish | 35.99 32.56 4.66 4.74 9.08 9.02
Dutch 2543 31.13 4.88 5.08 9.30 8.99

Table 2: Observation of different features

able. Carrol (1964) proposed a variation of TTR
in order to reduce the sample size effect. Another
version of TTR is called Bilogarithmic TTR (Her-
dan, 1964). Kohler and Galle (1993) also defined a
version TTR (see: 1) that consider position of the
text. In the Equation 1 x refers to position in the
text, t,, = number of types up to position x, T' =
number of types in the text and N refers to the
number of tokes in the whole text. We also used
another version of TTR that focuses on document
level TTR % as well as sentence level TTR % (Is-
lam and Mehler, 2013; Islam, 2014; Islam et al.,
2014). Lower TTR in sentence level also shows
the repetition of the text.

e Kohler—Gale method

te+T — %
TTR, = % (1)
e Root TTR
T
TN (2
e Corrected TTR
T
oI 3)
e Bilogarithmic TTR
logT @)
log N
e TTR deviation
/Tt
EG-n o
(A

i=0
7.2 Information-theoretic features

Information theory measures the statistical signifi-
cance of how documents vary with different types
of probability distributions. That is, it determines
how much information can be encoded from a doc-
ument using a certain type of probability distribu-
tion. The use of information as a statistical mea-
sure of significance is an extension of this pro-
cess. Information theory allows us to use condi-
tional probabilities. It should be noted that these
features are being used for the first time on this
kind of problem.
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7.2.1 Entropy based features

The most efficient way to send information
through a noisy channel is at a constant rate (Gen-
zel and Charniak, 2002; Genzel and Charniak,
2003; ?). This rule must be retained in any kind
of communication to make it efficient. Any text
as a medium of communication should satisfy this
principle. Genzel and Charniak (2002; 2003)
show that the entropy rate is constant in texts. That
is, for example, each sentence of a text conveys
roughly the same amount of information. In or-
der to utilize this information-theoretic notion, we
start from random variables and consider their en-
tropy as indicators of readability.

Shannon (1948) introduced entropy as a mea-
sure of information. Entropy, the amount of infor-
mation in a random variable, can be thought of as
the average length of the message needed to have
an outcome on that variable. The entropy of a ran-
dom variable X is defined as

n

- Z p(x;)log p(z:)

i=1

H(X) = (6)

The more the outcome of X converges towards a
uniform distribution, the higher H(X). Our hy-
pothesis is that the higher the entropy, the less
readable the text along the feature represented by
X. Table 2 shows that translated texts have lower
entropy than source texts. This is because trans-
lators try to improve the readability of translated
texts. In our experiment, we consider the follow-
ing random variables: word probability, charac-
ter probability, word length probability and word
frequency probability (or frequency spectrum, re-
spectively). Note that there is a correlation be-
tween the probability distribution of words and
the corresponding distribution of word frequen-
cies. As we use SVM for classification, these cor-
relations are taken into consideration.

7.3 Information Transmission-based
Features

There is a relation among text difficulty, sentence
length, and word length. The usefulness of similar
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lexical features such as sentence length or number
of difficult words in a sentence is shown in section
7.1. Generally, a longer sentence contains more
entities that influence the difficulty level. Similar
things happen with longer words. But, a sentence
becomes more difficult if it is longer and contains
more long words. These kinds of properties can be
defined by joint and conditional probabilities.

In the field of information theory, joint proba-
bility measures the likelihood of two events oc-
curring together. That is, two random variables
X and Y will be defined in the probability space.
The conditional probability gives the probability
that the event will occur given the knowledge that
another event has already occurred. By consider-
ing the joint probability and two random variables
X and Y, Shannon’s joint entropy can be defined
as:

p(xi, i) log p(i, yi)
@)

Two conditional entropies can be defined as:

HX,Y)=- )

<zy>eXzY

H(X|Y) ==Y P(y) Y p(xily:) log p(wi|ys)
yey zeX
3)

H(Y|X) ==Y P(z:) Y plyila:)log p(ys|z:)
rzeX yey
)

From the equation 6, 7, 8 and 9, it can be shown
that:

The function is called Information transmis-
sion, and it measures the strength of the relation-
ship between elements of random variables X and
Y. Details about this notion can be found in (Klir,
2005). The sentence length and word length prob-
ability shows the relation between sentence length
and word length and sentence length and difficult
word probability shows the relation between sen-
tence length and the number of difficult words.

8 Experiment

The experiments and evaluations are explained in
the following subsections.
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8.1 Experiment with modern corpus

The training corpus contains 2,646, 765 parallel
sentences from 412 language pairs of 21 Euro-
pean languages. We have divided the corpus into
26,467 chunks. More specifically, 26,467 chunks
were source texts and the same number of chunks
were translations. It should be noted that a hun-
dred sets of data were randomly generated where
80% of the corpus is used for training and the re-
maining 20% is used for evaluation. Later, when
we get reasonable classification accuracy and F-
Score, the whole corpus will be used to build the
final training model. The weighted average of Ac-
curacy and F-score is computed by considering all
sets of data. Note that we have used the SMO
(Platt, 1998; Keerthi et al., 2001) classifier model
in WEKA (Hall et al., 2009) together with the
Pearson VII function-based universal kernel PUK
(Ustiin et al., 2006).

As we showed in Figure 1, our goal was to build
a model using texts from modern European lan-
guages and later use that model to identify the
source of the Georgian Gospel. The challenge was
to find features that are language independent and
improve the classification accuracy. A feature will
be in the feature list if and only if the classification
accuracy improves by adding the feature. Many
different features were considered, but only use-
ful features are listed in Table 3 and described in
Section 7. Additionally, either measure Accuracy
and F-score has to be above average. Individu-
ally all features perform reasonably well. How-
ever, information-theoretic features perform bet-
ter than lexical features. Table 3 shows evalua-
tion of selected features. Surprisingly word fre-
quency entropy is the best performing individual
feature. Altogether these features achieve 86.62%
of F-Score.

8.2 [Experiment with target corpus

In order to experiment with the target corpus,
we prepare them similarly to the training chunks.
Each Gospel was divided into 37 chunks. Each
chunk contains 100 verses. Then, these data are
divided into two sets. The first set contains chunks
from Armenian and Georgian. The other contains
chunks from Greek and Georgian.

As we stated earlier, the first task is to iden-
tify chunks of the Georgian Gospel are transla-
tions. Table 4 shows the confusion matrix of the
first set. In this matrix 36 out of 37 chunks of
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Feature

Accuracy F-Score

ASL

TTR per document

TTR per sentence

Average complex word per document
Average complex word per sentence
AWL

Kohler-Gale TTR

Root TTR

Corrected TTR

Bi-logarithmic TTR

TTR deviation

‘Word entropy

‘Word frequency entropy

‘Word length entropy

Character entropy

Character frequency entropy

Information transmission of sentence length and word length probability
Information transmission of sentence length and complex word probability

54.01%
59.83%
58.93%
52.61%
52.52%
56.15%
59.58%
62.67%
62.61%
62.23%
60.54%
62.02%
63.36%
53.81%
57.78%
57.93%
52.93%
54.41%

53.29%
59.18%
57.42%
45.74%
45.83%
49.43%
58.89%
62.67%
62.61%
62.08%
60.00%
61.92%
63.39%
50.94%
56.58%
57.28%
50.26%
53.86%

All features

86.63% 86.62%

Table 3: Evaluation of lexical features in source and translation identification

Source  Translation
Armenian 0 37
Georgian 1 36

Table 4: Confusion matrix of Armenian—Georgian
Gospels

Source  Translation
Greek 20 17
Georgian 1 36

Table 5: Confusion matrix of Greek—Georgian
Gospels

the Georgian Gospel identified as translated text.
So, experimental results show that the Georgian
Gospel is a translated document. Table 5 shows
the same result. All of the Armenian chunks are
identified as translated documents. However, 20
out of 37 chunks of the Greek Gospel are identi-
fied as source. Therefore, these two confusion ma-
trices show that Greek is most likely the source of
the Georgian Gospel. It becomes clearer when we
have a look on Table 6. Here Armenian and Greek
chunks are labeled as source and Georgian chunks
are labeled as translation. The accuracy and F-
Score of the Armenian—Georgian pair is below the
baseline 50%. But the accuracy and F-Score of
the Greek—Georgian pair is above 75%. So, our
experimental results suggest that the Greek Gospel
is the source of the version of Georgian Gospel.

Source-translation Accuracy  F-Score

48.64%  32.73%
75.67%  74.48%

Armenian—Georgian
Greek—Georgian

Table 6: Classification results of Gospels
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9 Conclusion

It is important to identify a document as origi-
nal or translated from another language. Such a
tool is very useful for many NLP applications.
Different linguistic features are being explored
in recent days for many different NLP applica-
tions. However, only simple lexical and classi-
cal information-theoretic features are adequate to
build a classifier which is able to identify an origi-
nal or a translated document. It will be challenging
to explore linguistic features for such applications
that deal with multilingual data.

There are many versions of the Georgian
Gospels that are translated from different lan-
guages. Linguists are able to narrow down poten-
tial origins by looking at different linguistic prop-
erties, but skeptical to decide the single origin. We
have three such Gospels in Georgian, Armenian
and Greek, where linguists believe that Armenian
or Greek are the potential origin. For this paper,
we have built a source and translation classifier
using modern texts. The classifier is able to iden-
tify translated documents that have been translated
hundreds of years ago. Based on our experimental
evaluation, the Greek Gospel is the source of the
version of the Georgian Gospel.
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1

(RBMT) approaches
bilingual lexicons and linguistic rules, which ca
be costly, and not generalized to other languag
Corpus-based machine translation approaches
effective only when large amounts of paralle
corpora are available. However, parallel corpo
are only available for a limited number of languag
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System Using a Domain-specific Bilingual Lexicon
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Abstract

In this paper, we study the impact of using
a domain-specific bilingual lexicon on the
performance of an Example-Based
Machine  Translation  system. We
conducted experiments for the English-
French language pair on in-domain texts
from Europarl (European Parliament
Proceedings) and out-of-domain texts from
Emea (European Medicines Agency
Documents), and we compared the results
of the Example-Based Machine Translation
system against those of the Statistical
Machine Translation system Moses. The
obtained results revealed that adding a
domain-specific bilingual lexicon
(extracted from a parallel domain-specific
corpus) to the general-purpose bilingual
lexicon of the Example-Based Machine
Translation system improves translation
quality for both in-domain as well as out-
of-domain texts, and the Example-Based
Machine Translation system outperforms
Moses when texts to translate are related to
the specific domain.

Introduction

There are mainly two approaches for Machin
Translation (MT): rule-based and corpus-bas
(Trujillo, 1999; Hutchins, 2003). Rule-Based M
require manually mad

%)Sooling all training data into one large data pool,
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€,

Tgignificant reduction in word error rate. Lewis et

pairs and domains. In several fields, available
corpora are not sufficient to make Statistical
Machine  Translation (SMT) approaches
operational. Most previous works addressing
domain adaptation in machine translation have
proven that a SMT system, trained on general
texts, has poor performance on specific domains.
In this paper, we study the impact of using a
domain-specific  bilingual lexicon on the

performance of an Example-Based Machine
Translation (EBMT) system, and we compare the
results of the EBMT system against those of the
SMT system Moses on in-domain and out-of-
domain texts.

The rest of the paper is organized as follows. In
Section 2, we present previous research in the fiel
of domain adaptation in SMT. Section 3 describes
the translation process and the main components of
the EBMT system. Section 4 presents the
experimental setup and inspects the results of the
EBMT system in qualitative and quantitative
evaluations. Section 5 concludes our study and
presents our future research directions.

2 Related Work

Domain adaptation consists in adapting MT
systems designed for one domain to work in
another. Several ideas have been explored and
implemented in domain adaptation of SMT
gBungum and Gamback, 2011). Langlais (2002)
|8tegrated domain-specific lexicons in the
translation model of a SMT engine which yields a

al. (2010) developed domain specific SMT by

including as much in-domain parallel data as

are

ossible. They trained highly specific language

rngodels on in-domain monolingual data in order to

geduce the dampening effect of heterogeneous data
on quality within the domain. Hildebrand et al.

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 106 - 115
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Nasredine Semmar, Othman Zennaki and Meriama Laib
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(2005) wused an approach which consistddnguage corpus (Semmar and Bouamor 2011;
essentially in performing test-set relativizatiorSemmar et al., 2011; Semmar et al., 2015). This
(choosing training samples that look most like thprocess uses a cross-language search engine, a
test data) to improve the translation quality whehilingual reformulator (transducer) and a generator
changing the domain. Civera and Juan (2007), aofitranslations. In order to illustrate the funaiitg
Bertoldi and Federico (2009) used monolinguadf the EBMT system, we indexed a small textual
corpora and Snover et al. (2008) used comparallatabase composed of 1127 French sentences
corpora to adapt MT systems designed faxtracted from the ARCADE Il corpus (Veronis et
Parliament domain to work in News domain. Thal., 2008) and we considered the input source
obtained results showed significant gains isentence "Social security funds in Greece
performance. Banerjee et al. (2010) combined twencourage investment in innovation." as the
separate domain models. Each model is trainegntence to translate.

from small amounts of domain-specific data. This ]

data is gathered from a single corporate websitd:1 The Cross-language Search Engine

The authors used document filtering andhe role of the cross-language search engine is to
classification techniques to realize the automat.@xtract for each sentence to translate (user’symuer
domain detection. Daumé Il and Jagarlamudientences or sub-sentences from an indexed
(2011) used dictionary mining techniques to fingnonolingual corpus in the target language (Davis
translations for unseen words from comparablgnd Ogden, 1997; Grefenstette, 1998; Baeza-Yates
corpora and they integrated these translations ind@d Ribeiro-Neto, 1999). These sentences or sub-
a statistical phrase-based translation system. Th%ntences Correspond to a total or a partia|
reported improvements in translation qualitfransiation of the sentence to translate. The eross
(between 0.5 and 1.5 BLEU points) on foufanguage search engine used in the EBMT system
domains and two language pairs. Pecina et @ pased on a deep linguistic analysis of the query
(2011) exploited domain-specific data acquired bynd the monolingual corpus to be indexed and uses
domain-focused web-crawling to adapt generak weighted vector space model (Salton and McGill,
domain SMT systems to new domains. Theygge; Besancon et al., 2003; Semmar et al., 2006).
observed that even small amounts of in-domaimhis cross-language search engine is composed of
parallel data are more important for translatioghe following modules:

monolingual data. Wang et al. (2012) used a single source multilingual platform LIMA®
translation model and generalized a single-domain (Besancon et al., 201@)hich includes a
decoder to deal with different domains. They used morphological analyzer, a Part-Of-Speech
this method to adapt large-scale generic SMT tagger and a syntactic analyzer. This
systems for 20 language pairs in order to translate analyzer processes both sentences to be
patents. The authors reported a gain of 0.35 BLEU indexed in the target language and the
points for patent translation and a loss of ony80. sentence to translate in order to produce a
BLEU points for generic translation. set of normalized lemmas with their

linguistic information (Part-Of-Speech,
gender, number, etc.). The syntactic
analyzer implements a dependency

3 The Translation Process of the Example-
Based Machine Translation System

The translation process of the EBMT system grammar  to  produce  syntactic
consists of several steps: retrieving translation dependencies relations (used to compute
candidates from a monolingual corpus using a compound words) and works by
cross-language  search  engine,  producing identifying verbal and nominal chains.
translation hypotheses using a transducer, using  These syntactic dependencies are detected
word lattices to represent the combination of using finite-state automata defined by rules
translation candidates and translation hypotheses, expressing  possible  successions  of

and choosing the n-best translations according to a grammatical categories.

statistical language model learned from a target
! https://github.com/aymara/lima.
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« A statistical analyzer that attributes to eacffund_security_social” for the second class. In
word or a compound word of the sentencegddition, the cross-language search engine
to be indexed a weight. For this purposeprovides the linguistic information (lemma, Part-
we use the TF-IDF weighting. The weightOf-Speech, gender, number and syntactic
w; of termj in document is defined with dependency relations) of all words included in the
the formulaw;=tfjlogN/n, wheretf; is the translation candidates (Table 2). The translation
frequency of ternj in document, N is the candidates are represented as graphs of words and
total number of documents in theencoded with Finite-State Machines (FSMs). Each
collection, and n; is the number of transition of the automaton corresponds to the
documents where terjrappears. lemma and its linguistic information which is

< An indexer to build the textual databaSFFrowded by the linguistic analyzer of the cross-

. : anguage search engine (Figure 1).
which contains the sentences of the target guag gine (Fig )

language.

Class| Class query terms Translation

« A query reformulator to expand queries N°- candidates
during the interrogation of the textua i i : _
database. The query terms are translated! |fund_security_sociall.es caisses de <urité
using a bilingual lexicon. Each term of the Greece, investment f:\i:;lgi djeﬁtrece
guery is reformulated into its translations 9

) ! . I'indépendance en matié
in target language using an English-Frengh Jinvestissements.

lexicon composed af43539entries. 2 [fund_security_sociallObjet: Caisses de sécu

« A comparator which measures the sociale grecques.
similarity between the sentence to translate
(query) and the indexed sentences in orderable 1. The two first translation candidates megdrby
to retrieve the closest sentences to thehe cross-language search engine for the senténioe o
reformulated query. Th€osinesimilarity translate "Social security funds in Greece encarag
is used to measure the distance between investment in innovation.".
the sentence to translate and each sentence
of the textual database. The retrieveles [le, Plural determingr caisses qaisse, Plurg

sentences are classified by the compara pmmon nounde [de, Singular prepositignsécuité
which groups in the same cluster th sécurité, Singular common ndursociale Focial

ingular adjectivede [de, Singular prepositignGréce
sentences that share the same words. [Gréce  Singular proper noup  revendiquer

vendiquer, Third person plural vdrib[le, Singula
£termine} indépendance ifdépendance, Singu
ommon nounen [en, Singular prepositignmatiérg
atiere, Singular common nound[de, Singulg

For example, from the sentence “Social securi
funds in Greece encourage investment
innovation.”, two nominal chains are recognize
“Social security funds in Greece” and “investme o : i . .

L C . . . prepositior] investissements ifvestissement, Plur
in innovation”. From the fII’.S'[ nominal chain, th common nou[., Punctuatioh
syntactic analyzer recognizes three compound
words:  Social ~security funds in  Greece Taple 2: Linguistic information (lemma, grammatical
(Greece_fund_security_social), Social securitgategory) of the words of the first translation diaiate.
funds (fund_security_social), and Social securityhis sentence is composed of two nominal chairketn
(security_social). Table 1 illustrates the two ffirs by the word “revendiquent”.

translation candidates provided by the cross-
language search engine for the sentence to translat ‘
"Social security funds in Greece encourage A/“
investment in innovation.". These sentences sharev\f;
with the query the terms “fund_security social, )
Greece, investment” for the first class and theter

Figure 1. FSMs representing the retrieved sentences
returned by the cross-language search engine.

2 http://catalog.elra.info/product_info.php?produdds666.
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3.2 The Bilingual Reformulator For example, from the sentence to translate

. . “Social security funds in Greece encourage
The role of the bilingual reformulator is to proéuc . Y 9

2 set of translation hvootheses from the sentmcemveStmem in innovation.”, two nominal chains are
( late. It .X[p th hand .rEcognized: “Social security funds in Greece” and
ransiate. It CcOnsists, on € one hand, B, estment in innovation”. These nominal chains
transforming into the target language the syntactg

structure of the sentence to translate, and ontcre linked with the verb “encourage”. The
’ ’ pression ‘“investment in innovation” is

?;?oerrmuﬁleig?’ usl,gs t;an;l;tlg? “'rtlsuigvﬁ?:rdfmesﬂﬁransformed using the sixth rule (Table 3) into the
9 xpression “the investment in the innovation”slt i

fransform syntactic strucures from th.e Sourcﬁ‘nportant to mention here that the linking word
language to the target language (Syntactic tra)wsfe{

he” (definite article) is added to the appliederu

gggr(;rr:eenbl'“r?egltjgltrlaeg(sl(f:tre] Ofor;[jhseofciﬁzsgsgt%l;]iges%fore each noun (investment, innovation) in order
g W tJ) complete the transformation. The FSM

translat.e (Lexical trangfer). The rules of th(:t‘r nsducer of the syntactic transfer step prodaces
syntactic transfer are built manually and are bas? tice of words in the source language (Figure 2).

on m(_)rpho—syntactlc patterns _(Table 3) ach word is represented with its lemma in the
Expressions (phrases) —corresponding  to €alltice and is associated with its linguistic

pattern are identified by the syntactic analyz hformation (Part-Of-Speech, gender, number
during the step of recognition of verbal an tc.) ’ ' '
norr:mal chains. 'I;hgsc; exprg;ls\;lor:s cag be sein APexical transfer translates in the target language
sentences accepted by a ransaucer- w ?ﬁ% lemmas of the obtained syntactic structures

outputs are instances of these sentences in (i using the bilingual lexicon of the cross-

target language (Figure 2). language search engine. This English-French
lexicon is composed of 243539 entries. These

F;lf,le T?Sﬂ%ﬁgﬁ;n T?grgﬁ(t:tﬁ)m entries are represented in their normalized forms
1 AN NA (lemmas). A lemmatization process provided by
2 ANN NNA the linguistic analyzer LIMA is applied on the
3 NN NN obtained syntactic structures words. This step
4 AAN NAA produces an important number of translation
5 NAN NNA hypotheses. This is due to the combination of the
6 NPN NPN syntactic transfer rules and the polysemy in the
7 NNN NNN bilingual lexicon. The result of the bilingual
8 ANPN NAPN reformulator is a set of lattices in which worde ar
9 NPAN NPNA in the target language.

10 TN TN

3.3 The Generator of Translations

Table 3: Frequent Part-Of-Speech tag pattems usegle e of the generator of translations condgists
to transform syntactic structures of the senterme t

translate from English to French. In these pattekns assembling the reSUItS. returned by the. .CrOSS_
refers to an Adjective, P to a Preposition, T tcstPaI"’mgu""ge search e_nglne and the bilingual
Participle, and N to a Noun. reformulator, and in choosing the n-best

translations according to a statistical language
model learned from the target language corpus.
The assembling process consists in composing
FSMs corresponding to the translation candidates
with FSMs corresponding to the translation

hypotheses. The FSM state where the composition
is made is determined by words which link the

. ) nominal chains of the translation candidates and
Figure 2: Example of a lattice of words

corresponding to the syntactic transformation of ththe _translatlon hypotheses. Al the operations
compound word “Social security funds”. applied on the FSMs are made with the AT&T
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FSM Library’ (Mohri et al., 2002). In order to find The domain vocabulary is represented in the case
the best translation hypothesis from the set ofdwopf Moses by the specialized parallel corpus (Emea)
lattices (Dong et al., 2014), a statistical model iwhich is added to the training data (Europarl). In
learned with the CRF++ toolKi(Lafferty et al., the case of the EBMT system, the domain
2001) on lemmas and Part-Of-Speech tags of thkecabulary is identified by a bilingual lexicon
target language corpus. Therefore, the n-beshich is extracted automatically from the
translations words are in their normalized formspecialized parallel corpus (Emea) using a word
(lemmas). To generate the n-best translations wigtignment tool (Semmar et al., 2010; Bouamor et
words in their surface (inflected) forms, we apglieal., 2012). This specialized bilingual lexicon is
a morphological generator (flexor) which uses thadded to the English-French lexicon which is used
linguistic information (Part-Of-Speech, genderjointly by the cross-language search engine and the
number, etc.). The word lattices corresponding toilingual reformulator. To evaluate the
the translations are enriched with the resultdhef t performance of the EBMT system and Moses, we
flexor. These lattices are then scored with anothased the BLEU score (Papineni et al; 2002).
statistical language model learned from texts ef th

target language containing words in inflected?un| Training Tuning
forms. The CRF++ toolkit is used to select the n.- | (# sentences) (# sentences)
best translations in inflected forms. 1| 150K (Europarl) 3.75K (Europayl)
2 | 150K+10K (Europarl+Emea)1.5K (Europarl)
4 | 150K+30K (Europarl+Emea)1.5K (Europarl)
) 5 | 500K (Europarl) 2.5K (Europarl
4.1 Data and Experimental Setup 6 | 500K+10K (Europarl+Eme#)2K+0.5K
In order to study the impact of using a domain- (Europarl+Emea)
specific bilingual lexicon on the performance of / | 200K+20K (EuroparI+Emea()EzuKr;rgésr:iEmea)
the EBMT system, we conducted our experiments
on two English-French parallel corpora (Table 4): 8 | S00K+30K (Europarl+Emeg)2K+0.5K
; . (Europarl+Emea)
Europarl (European Parliament Proceedings) and

Emea (European Medicines Agency Documents). taple 4: Corpora details used to train Moses
Both corpora were extracted from the open parallginguage and translation models, and to build dsgb
corpus OPUS (Tiedemann, 2012). Evaluatiosfthe EBMT system. In this table, K refers to 1000
consists in comparing translation results produced

by the open source SMT system Moses (Khoen #t2 Results and Discussion

al., 2007) and the EBMT system on in-domain anflhe performance of Moses and the EBMT system
out-of-domain texts. The English-French trainings evaluated using the BLEU score on the two test
corpus is used to build Moses’s translation angkts for the eight runs described in the previous
language models. The French sentences of thisction. Note that we consider one reference per

training corpus are used to create the indexe@ntence. The obtained results are reported in
database of the cross-language search engifgple 5.

integrated in the EBMT system. We conducted

eight runs and two test experiments for each runj Run In-Domain Out-Of-Domain
In-Domain and Out-Of-Domain. For this, we | n°. Moses | EBMT | Moses| EBMT
randomly extracted 500 parallel sentences from 1 34.79 30.57| 13.62] 24.27
Europarl as an In-Domain corpus and 500 pairs of 2 32.62 30.10| 22.96] 27.80
sentences from Emea as an Out-Of-Domain corpus.3 | 33.81 29.60| 2330 28.70
These experiments are done to show the impact af 4 34.25 28.70 24.55 29.50
the domain vocabulary on the translation results > 37.25 33.12 14.74 26.94
6 37.62 32.10 22.68 29.02
3 ESM Library is available from AT&T for non-comméat ! 37.49 31.03 2050 33.26
. 8 37.43 29.92 29.26 36.84
E‘Jse a.s e>_(ecutable binary programs. _ _ _
lgg%iv/\g?f%.;/ocrg%rllfc.)e'gb.jgé-/-.forecne/serwces#p&r Table 5: BLEU scores of Moses and the EBMT system.
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The first observation is that, when the test set fsohesion” in the expression “solidarity and
In-Domain, we achieve a relatively high BLEUcohesion”.
score for both the two systems and the score of
Moses is better in all the runs. For the Out-OfsX@mple 1 Input: our success must be measured b
Domain test corpus, the EBMT system perforrr%apac!ty tokeepgrowing while ensuringolidarity ang
. . . [cohesion.
better than Moses in all the runs and in particulgs —
) - eference |nous devons mesurer notre réussite a
Moses hgs obtained a very low BLEU score in the capacité apoursuivre sur la voiede 14
first and fifth runs (13.62 and 14.74). Furthermore croissance tout en garantisstnsolidarité
it seems that the English-French lexicon used |in et la cohésion.
the cross-language search engine and the bilingg@mT notre succes doit étre mesuré a 1
reformulator has had a significant impact on theystem: |[capacité a garder la croissance ¢
result of the EBMT system. It improved regulariyRun 1 garantissana solidarité et la cohésion
its BLEU score in all the runs. Likewise, thesIEBMT notre succés doit étre mesuré a I
results show that small amounts of in-domaipystem: (capacité acontinuer la croissance ¢
parallel data are more important for translatiofun 6 _|garantissania solidarité et la cohésion
quality of Moses than large amounts of out-of¥I0Ses:  [notre succes doit étre mesuré par f
domain data. For example, adding a specializ&"1 ~ [capacite amainteniria croisance tout ¢
parallel corpus composed of 30000 sentences tp assuranta S?"da”?e et de COheS',O L
I\?Tf)ses: notre succes doit étre mesuré par 1
the 500000 sentences of Europarl reported a g@il}, 6 capacité asuivre la croissane, tout e
of 14.52 BLEU points. However, for the In- assuranta solidarité et de cohésion
Domain test corpus, Moses’s BLEU score in runs7
and 8 (adding respectively 20000 and 30000 Table 6: Translations produced by the EBMT system
sentences to the 500000 sentences of Europarl) is and Moses for an In-Domain sentence.
little than Moses’s BLEU score in run 6 (adding
only 10000 sentences to the 500000 sentences of-or the Out-Of-Domain sentence (Example 2),
Europarl). the EBMT system results are clearly better and
In order to evaluate qualitatively the EBMTmost of the translations produced by Moses are
system and Moses when translating specific ardcomprehensible and ungrammatical. This result
general-purpose texts, we take two examples oén be explained by the fact that the test corpss h
translations drawn from texts relating to the vocabulary which is different from the entries of
European Medicines Agency texts and th&loses’s translation table. For instance, the EBMT
European Parliament proceedings (Tables 6 and 3ystem translates correctly the compound words
For the In-Domain sentence (Example 1), th#asting blood glucose” and “total cholesterol”
EBMT system and Moses provide closdglycémie a jeun, cholesterol total) but it tratesa
translations and these translations are more er ldke compound word “routine care group” as
correct. In the first example, the English wordgroupe de soins de routine” instead of “groupe de
“keep” was identified by the morpho-syntacticsoins routiniers”. As we can see, this translation
analyzer used by the EBMT system as a verb acduld not be provided by the bilingual reformulator
the bilingual lexicon proposed respectively théecause there is no transfer rule implementing the
words “garder” and “continuer” as translations fotag pattern of this compound word which is
this word. Of course, the translation proposed INPNPN (Table 3). This expression corresponds to
the first run (garder) is correct but it is less partial translation provided by the cross-languag
expressive than the one proposed in the fifth rsearch engine for the sentence to translate. On the
(continuer). The English-French lexicon proposesther hand, Moses fails to translate correctly the
for the word “keep” several translations (continuemultiword expressions “fasting blood glucose”,
entretenir, garder, maintenir, observer, protégéitotal cholesterol”, “duloxetine-treated patients”
respecter, tenir, etc.) but the EBMT system hamnd “routine care group” in run 4. However, it
chosen “garder” in run 1 and “continuer” in run 6succeeds in the translation of the expressions
On the other hand, Moses added the preposititiasting blood glucose” and “total cholesterol” in
“de” (instead of the definite article “la”) to therun 8.
word “cohésion” when it translated the word
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Example 2 Input: there was also a smallcrease i
fasting blood glucos and in total cholesterol in
duloxetinetreated patients while those laboratory 1
showed a slight decrease in togitine care group

Reference

il y a eu également une faible amgntatio
de laglycémie a jeuret ducholestérol totd
dans le groupe duloxétine alors que les
en labortoire montrent une |ég§
diminution de ces parartrés dans
groupe traitement usuel

EBMT
System:
Run 4

il 'y avait aussi une petite augmeita
dans laglycémie a jeuret ducholesterd
total chez les patients traités par
duloxétine alors que les tests en labora
montraient une légére diminati dans |
groupe de soins de routine.

EBMT
System:
Run 8

il y avait aussi une faible augmetita
dans laglycémie a jeuret ducholesterd
total chez les patients traités par
duloxétine alors que les tests en laborg
montraient une légére dimiriah dans |
groupe de soins de routine.

Moses:
Run 4

il était également une légémigmentatiol
de répréhensiblglycémie artérielleet e
total de patients duloxetinecate
cholesterollaboratoire alors que ces te
ont montré une diminution sensildans le
soins standards groupe

Moses:
Run 8

il y a aussi une légéraugmentation de
glycémie a jeunet cholestérol total dg
patients duloxetinéreated alors que ¢
tests de laboratoire a montré une I€

L

baisse dans lesins de routine groupe

Table 7: Translations produced by the EBMT system

and Moses for an Out-Of-Domain sentence.

After analyzing some translations, we observed
that the major issues of our EBMT system are
related to errors from the source-language symtacti
analyzer, the non-isomorphism between the syntax °
of the two languages and the polysemy in the

2002; Och and Ney, 2003) have contributed to
choose the right translation. On the other hand, we
noted that most of Moses’s translation errors for
Out-Of-Domain  sentences are related to
vocabulary. For example, Moses proposes the
compound word “glycémie artérielle” as a
translation for the expression “fasting blood
glucose” in run 4 which is not correct. In SMT
systems such as Moses, phrase tables are the main
knowledge source for the machine translation
decoder. The decoder consults these tables to
figure out how to translate an input sentence from
the source language into the target language. These
tables are built automatically using the open seurc
word alignment tool Giza++. However, Giza++
could produce errors in particular when it aligns
multiword expressions. (Bouamor et al, 2012; Ren
et al, 2009) showed that the integration of
multiword expressions in Moses’s translation
model improves the translation quality. Multiword
expressions include a large list of categories such
as collocations, compound words, idiomatic
expressions, named entities and domain-specific
terms (Baldwin and Kim, 2010). To reduce word
alignment errors with Giza++, we propose the
following three methods to integrate into Moses
the bilingual lexicon which is extracted
automatically by our word alignment tool from the
specialized parallel corpus (Emea):

Mosegorpus In this method, we add the
extracted bilingual lexicon as a parallel
corpus and retrain the translation model.
By increasing the occurrences of the
specialized words and their translations,
we expect a modification of alignment and
probability estimation.

MoseSase: This method consists in
adding the extracted bilingual lexicon into

bilingual lexicon. To handle the first two issues,
we proposed to take into account translation
candidates returned by the cross-language search
engine even if these translations correspond anly t
a part of the sentence to translate. However her t
presence of the polysemy in the bilingual lexicon, .
the EBMT system has no specific treatment. This
can explain partially why the EBMT system is
outperformed by Moses when translating In-
Domain sentences. It seems that translation table
probabilities which are computed during the word
alignment process with Giza++ (Och and Ney,
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Moses’s phrase table. We use thesine
similarity measure provided by our word
alignment tool for each specialized word
of the bilingual lexicon as a translation
probability.

Moseseature In this method, we extend
“Mosesapie” by adding a new feature
indicating whether a word comes from the
specialized bilingual lexicon or not (I or O
is introduced for each entry of the phrase
table).
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For these experiments, we used only English{Run In-Domain
French training corpora of runs 2, 3 and 4 to build| n°. | Mosegorpus | MOS€S ABLE | MOS€SEATURE
Moses’s translation and language models. Wg 2| 32.82 32.15 29.18
measure the translation quality on the same test 3 | 33.89 33.48 30.26
sets of the previous experiments (500 paralle] 4| 34.64 34.11 31.84

sentences extracted randomly from Europarl for
the In-Domain test and 500 pairs of sentencesrable 8. Translation results in terms of BLEU seore
extracted randomly from Emea for the Out-Of- corresponding to the three integration methodsher

Domain test). Because the bilingual lexicon which In-Domain sentences.

is extracted automatically from the specialized

parallel corpus is composed of entries in their|Run Out-Of-Domain
normalized forms (lemmas), we used the factored ™ - | MOS€Sorpus | MOS€Sapie | MOSESEATURE
translation model of Moses (Koehn et al., 2010). 2| 2345 23.11 24.69
This model accepts the use of additional i gg'gg 32(7)2 ;2'(152
annotations at the word level and operates on i i :

lemmas instead of surface forms. The translation
process Cons|st8, f|rst, |n transla‘“ng |emmaS of Table 9. .Translation resulFS in ter.mS of BLEU seore
words from the source language into the targgPrrespond|ng to the three integration methodstlier
language, and second, in generating the inflect&}t-Cf-Domain sentences.

forms for each lemma. Tables 8 and 9 present

respectively the Moses's results for the In-Domain As it can be seen, these results confirm that
P y adding specialized parallel corpora to the training

;ﬁg;l}]ﬁtg Llf;—tiC())fr—]DS(t)rrggnies:ntences when using ﬂa%ta improves the translation quality of Out-Of-
9 gies. Eomain test corpus for the both MT systems in all

th;gﬁ;'ﬁ I?;?/g:;aer:;[t%?I?;JOBTEB“:&?:E?] ';Itg‘? ases but the improvement of the EBMT system is
P ore significant. Likewise, even if the size of the

Integration methods_ for the C_)ut—Of_—DomalnS ecialized corpus and the size of the general-
sentences. The best improvement is achieved usg@r

i . pose monolingual corpus are not significant, the
::T]?)c?ggssepséggrilzz(;?je\;[\?oc:‘gs\l\ilglsiga%u(l)??I‘SIOI;AeO;?CS)Vitg% MT prototype produces correct translations for
by the translation model built with Giza++. th in-domain and out-of-domain texts.

Co_mpgred to.the baseline system (Moses withogt  =onclusion

using integration strategies), this method reparts

gain of 3.63 BLEU points for the fourth run. Theln this paper, we have studied the impact of uaing
obtained BLEU score (28.18) is not very far frondomain-specific corpus on the performance of an
the BLEU score obtained by the EMBT system iEBMT system and Moses. Two kinds of texts are
the same run (29.50). We think that this high scoresed in our experiments: in-domain texts from
is due to the feature which guides Moses ikuroparl and out-of-domain texts from Emea. We
choosing the best translation with a preference t@mve seen that both the two systems achieved a
the words of the specialized bilingual lexicon. Ielatively high BLEU score for in-domain texts.
this case, Moses neglects the other translatio@ur experiments on out-of-domain texts have
found in the translation table. On the other handhowed that the EBMT system performs better
the Mosesgie method has lower scores in all thehan Moses. Moreover, we have noticed that the
runs. We assume that we obtain such lower scomaethod which guides Moses to choose specialized
because the content of the translation table is nebrds instead of those provided by the translation
coherent. Indeed, we considered ti@osine model built with Giza++ achieves the best
similarity measure provided by our word alignmenimprovement. In the future, we plan, on the one
tool for each specialized word of the bilinguahand, to use machine learning techniques to extract
lexicon as a translation probability. However, iransfer rules for the bilingual reformulator from
actual fact, values o€osine similarity measures annotated parallel corpora, and on the other hand,
are not similar to translation probabilities pradd to evaluate the EBMT system on other specific
by Giza++. domains such as security, finance, etc.
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A Multifactorial Analysis of English Particle Movement

in Korean EFL Learners’ Writings

Gyu-Hyeong Lee
Hannam University
70 Hannamro, Daedeok-gu
Daejeon 306-791, Korea
gyuhyung73@naver .com

Abstract
This  paper investigated Particle
Movement in Korean EFL learners’
writings. Gries (1999, 2001, 2003)

adopted a multifactorial analysis to
examine Particle Movement of native
speakers. Several linguistics factors were
proposed in the studies, and it was
demonstrated  that  these  factors
influenced the choice of the constructions.
This paper also employed a multifactorial
analysis to examine Particle Movement
in Korean EFL learners’ writings. The
analysis results illustrated that the Korean
EFL learners were slightly different from
native speakers in that only some factors
were used for the selection of
constructions.

1 Introduction

Linguistic alternation is one of the interesting
areas in the linguistic investigations. Particle
Movement is one of the syntactic alternations. It
refers to the phenomenon where a particle goes
behind the direct object (DO) in the phrasal verb
constructions. Let’s see the following example
(Gries, 1999:1).

@ a. John picked up the book.
b. John picked the book up.

In (1a), the order is ‘verb + particle + DO’.
However, the particle is separated from the verb

116

Ha-Eung Kim
Hannam University
70 Hannamro, Daedeok-gu
Daejeon 306-791, Korea
tankkh@hanmail .net

Yong-hun Lee
Chungnam Nat’l University
99 Daehak-ro, Yuseong-gu

Daejeon 305-764, Korea

yleeuiuc@hanmail.net

in (1b). That is, (1b) has an order of ‘verb + DO
+ particle’.

There have been a lot of theoretical studies to
investigate what linguistic factors determine the
choice of the alternation, in traditional grammar
and generative grammar. Nowadays, as computer
technology and statistics develop, there have
been a few studies to explain these syntactic
phenomena with corpus data. Gries (1999, 2001,
2003) adopted a multifactorial analysis to
examine the Particle Movement in the native
speakers’ writings. These studies proposed
several linguistics factors and it was
demonstrated that these factors and their
interactions significantly influenced the choice of
the constructions

This paper also adopted a multifactorial
analysis to examine the Particle Movements in
Korean EFL learners’ writings. The Korean part
of TOEFL11 corpus was used, and all the
relevant sentences were extracted using the C7
tag information. The relevant factors were
encoded to these sentences, and each factor was
statistically analyzed with R. Through the
analysis, it was demonstrated that Korean EFL
learners employed a different strategy in Particle
Movement and that only some factors were used
for the selection of alternation.

This paper is organized as follows. In Section
2, previous studies are reviewed with focused on
corpus-based approaches. Section 3 enumerates
research methods, and Section 4 contains
analyses results. Section 5 is for discussions, and
Section 6 summarizes this paper.

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 116 - 124
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Gyu-Hyeong Lee, Ha-Eung Kim and Yong-Hun Lee
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2 Previous Studies

2.1 On Particle Movement

There have been several studies on English
Particle Movement in various linguistic fields:
traditional grammar (Sweet, 1892; Jespersen,
1928; Kruisinga and Erades, 1953), Chomskyan
transformational-generative grammar (Fraser,
1974, 1976; Den Dikken, 1992, 1995;
Rohrbacher, 1994), cognitive grammar (Yeagle,
1983), discourse-functional approaches (Chen,
1986), psycholinguistically-oriented approaches
(Hawkins, 1994), and so on.

Gries (1999:33) closely investigated the
claims in previous studies and summarized them
as follows.

Value for Value for
constructiong Varable Cconstruction;
Long DO Length of the DO in words (Length W)
Long DO Length of the DO in syllables (Length$)
Complex Complexity of the DO (Complex)

NP-Type of the DO semi-promominl pronominal

(Type)

Indcfinite Determiner of the DO (Det) definite
Mo Previous mention of the DO (Lm) ves
Low - Times of preceding mention of the DO (Topm) > high
High 4—Distance to last mention of the DO (Do AclPC)y > low
High - ———News Value of the DO— — - » low
Yes (Contrastive] Stress of the DD
Yes Subsequent meation of the DO {(Nw) 1o
High —Times of subsequent mention of the DO (Tosm)— —p  low
How - Distance to next mention of the DO (Dinm/ClusSC ) > high

Owerall fre e DO (Ona)

following d dverbial (PP) yes
Yes Prep of the followt entical 1o the

particke (Part = Prep)
Register

ldiomatic #— Meaning of the VP (ldiomaticity)—— —»  litcral
Low - —Cognitive Entrenchment of the DO »  high
Inanimate Animacy of the DO (Animacy) animate
Abstract Conereteness of the DO (Conereteness) comerete

Table 1. Variables That Govern the Alternation

Here, construction, refers to the sentences with
the order of ‘verb + particle + DO’ as in (1a),
while construction; refers to the sentences with
the order of ‘verb + DO + particle’ as in (1b).
This table enumerated 18 different linguistic
factors and demonstrated that several different
types of factors, not a single factor, actually
influenced the choice of the constructions.

Let's see how these factors can be related with
the alternation of Particle Movement. For
example, LENGTHW (the first factor in Table 1)
refer to the length of DO in words. If the DO is
long, native speakers tend to choose
constructiong rather than construction;. If the DO
is short, the native speakers prefer construction;
to constructiong. The factor DET, the fifth factor,
refers to the determiner of the DO. If the
determiner of DO is indefinite (such as a or an),
native speakers tend to choose construction,
rather than construction;. If the determiner of
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DO is definite (such as the), native speakers
prefer construction; rather than construction,.
Table 1 contains all the related factors which
cover most of linguistic fields: phonology,
syntax, semantics, pragmatics, and discourse
analysis.

2.2 Corpus-based Studies

Although it is fact that previous studies
contributed to find out linguistic factors
influenced the choice of alternation, their data
exclusively relied on native speakers' intuition.
Gries (2001, 2003) pointed out this problem and
performed an analysis based on the corpus data.

Gries (2001:36-37) pointed out three problems
of these previous approaches. First, most
variables were based on introspective analysis
and non-authentic example sentences. This
problem is due to the fact that previous studies
exclusively relied on the native speakers'
intuition (viz. acceptability judgments). The
problems of this type of test are (i) that they do
not necessarily constitute objective, reliable, and
valid data, (ii) that it is questionable that an
analysis based on these data can in fact produce
representative results, and (iii) that it is possible
to evaluate sentences produced artificially, out of
context. Second, most previous analyses only
performed the monofactorial analyses, where
only one variable has an effect on the alternation
in isolation. The problem of monofactorial
analysis is that the examples do not warrant the
claim that the preference for one construction
over the other need not be related the relevant
factor exclusively. Instead, the tendency might
come from other factors. Therefore, given that
factors are encoded in the determination of the
constructions, it is difficult to solely rely on
monofactorial analyses to describe particle
movement adequately. Third, there have been
only a few analyses aiming at subsuming all the
variables under a common basis and there has
been no analysis has aimed at predicting particle
placement in natural discourse situations.

In order to solve this problem, Gries (2001,
2003) employed a multifactorial analysis, where
all the factors in Table 1 were taken into
consideration simultaneously. These studies used
a Generalized Linear Model (GLM) and
statistically analyzed how each factor played a
role in the choice of construction. They also took
a linear discriminant analysis (LDA) and a
classification and regression tree (CART) and
calculated the importance of each factor as
follows (Gries, 2001:48).
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HM=most imporiant)

Imponance (F=unimporant;

F & 5

Predicior vasiable

Figure 1. Importance of Predictors for CART

As this figure indicates, not all the linguistic
factors play roles in the choice of alternation. In
addition, some factors are more important, and
others are less important.

Gries (2001) and Gries (2003) were essentially
different from the previous approaches, since (i)
these studies made use of corpus data (naturally
occurring data) and (ii) they statistically analyzed
the collected data.

3 Research Method

3.1 Questions and Hypothesis

Although there have been a lot of studies on
Particle Movement in native speakers, there are
few studies on the phenomena of the EFL
learners. This study investigated the Particle
Movement of Korean EFL learners.

Through the analysis, this paper wants to
answer the following research questions.

(2) a. Do Korean EFL learners show the same
or similar tendency in Particle Movement
in their writings?

b. If Korean EFL learners employ different
factors, which factors were employed in
their choice of alternation?

c.Does the ratio of these two constructions
(constructiong vs. construction;) change
as the level of proficiency goes up?

For these research questions, the following

hypothesis was made.

(3) a.If Korean EFL learners show the same or
similar tendency that native speakers
demonstrate in their writings, two groups
of people may employ similar factors or
a similar set of factors in their writings
that influence  the choice of constructions.
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b. If Korean EFL learners show a different
tendency from the native speakers, two
groups may employ different factors or a
different combinations of factors in their
writings which decide the choice of
constructions.

In order to answer these questions, the following
investigations were conducted.

3.2 Corpus

This study employed two types of data. The first
one was the TOEFL11 corpus for the EFL
learners (LDC Catalo No.: LDC2014T06), and
the second one was the data in Gries (2001,
2003) for the native speakers (as reference data
set). The second data were not the actual data but
the analysis results in Gries (2001, 2003).

The TOEFL11 corpus was released by the
English Testing Service (ETS) in 2014. The
corpus consists of essays written during the
TOEFL iBT® tests in 2006-2007 (Blanchard et
al., 2013). It contains 1,100 essays per each of
the 11 native languages, totaling 12,100 essays.
All of the essays were taken from the TOEFL
independent task, where test-takers were asked to
write an essay in response to a brief writing topic.
The essays were sampled as evenly as possible
from eight different topics. The corpus also
provides the score levels (Low/Medium/High)
for each essay.

There are other kinds of corpora which can be
used for examining the use of EFL learners. The
International Corpus of Learner English (ICLE;
Granger et al., 2009) is one example. Although
the ICLE is a good resource to explore linguistic
properties of EFL learners’ use of English, there
are several reasons for choosing the TOEFL11
instead of the ICLE.

First, the TOEFL11 corpus includes essays
written by Korean EFL learners, while the ICLE
does not.!

Second, each essay in the TOEFL11 corpus
contains information on score levels. The score
levels were calculated first by combining the
individual 5-point-scale scores given by the
human raters and then by collapsing this

! The ICLE corpus contains 16 components
(Bulgarian, Chinese, Czech, Dutch, Finnish, French,
German, ltalian, Japanese, Norwegian, Polish,
Russian, Spanish, Swedish, Tswana, and Turkish) but
the TOEFL11l includes 11 L1s (French, Italian,
Spanish, German, Hindi, Japanese, Korean, Turkish,
Chinese, Arabic, and Telugu).
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combined score into 3 levels
(Low/Medium/High). The 5-point-scale human
scores were determined by the defined criteria.

Third, the number of essays that the former
corpus contains is bigger than that of the latter.
The ICLE includes 380 essays per L1
(=6,085/16), while the TOEFL11 has 1,100
essays per L1. Thus, the TOEFL 11 contains
about three times as many essays as the ICLE.

Fourth, one of the biggest problems of the
ICLE is that essay topics are not evenly
distributed across the 16 L1s. The language
usage is heavily driven by a given essay topic.
This implies that some of the ICLE data may be
conflated by the uneven distribution of essay
topics across the 16 L1s. It is important to
investigate the linguistic properties of EFL
learners in an evenly distributed corpus.

Finally, because of the differences in the essay
tasks administered and responses collected, there
were differences not only in character encodings
but also corpus annotations across L1s. These
differences make it difficult for the findings of
one L1 to be generalized to other contexts.

3.3 Procedure

The analysis in this paper proceeded as follows.

First, all the writing samples of Korean EFL
learners were extracted from the TOEFL 11
corpus. A total of 328,384 word tokens were
included in the extracted corpus.

Second, the writing samples were classified
into three levels. Through the classification, each
level had the following corpus size (word token):
95,066 (High), 202,531 (Medium), and 30,787
(Low).

Third, each text was POS tagged with the C7
CLAWS taggers.?

Fourth, all the sentences with particles were
extracted using NLPTools (Lee, 2007).°

Fifth, all the relevant factors were encoded to
each sentence. This paper adopted 8 factors and
they are enumerated in Table 2.

Among these, the first factor was newly
introduced in this analysis and the others came
from Table 1.

2You can easily use Free CLAWS WWW tagger in
http://ucrel.lancs.ac.uk/claws/trial.html. For details of
C7 tag sets, see Jurafsky and Martin (2009).

®In the C7 tag sets, particles have a tag RP. The
reason why NLPTools was used here is that the
software had a function which could extract the whole
sentences with the given tag(s) (i.e., *_RP).
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Finally, all the data were statistically analyzed
using R.

Variable Explanation
LEVEL Level of proficiency
COMPLEXITY Complexity of Direct Object
ANIMACY Animacy of Direct Object

DEFINITENESS Definiteness of Direct Object

PRONOMINALITY | Pronominality of Direct Object

IDIOMACITY Idiomacity of Direct Object
CONCRTENESS Concreteness of Direct Object
LENGTH Length of Direct Object in Words

Table 2. Variables Used in the Analysis

4 Analysis Results

4.1 Descriptive Statistics

After all the sentences with the particles were
extracted, the sentences were classified into two
groups, based on the transitive vs. intransitive
use of phrasal verbs. This process was necessary
since the Particle Movement occurred in the
transitive use of phrasal verb constructions.

The following graph illustrates the ratio of
each group (intransitive vs. transitive) of phrasal
verb constructions in Korean speakers' writings.

100

8O <+

60 +

40

20 T

o

Low
B intrazitive Wiragitive

Medium High Total
Figure 2. Intransitive vs. Transitive

Here, the lower part corresponds to the
intransitive uses and the upper part to the
transitive uses.

As this graph illustrated, Korean EFL learners
preferred intransitive uses of phrasal verbs rather
than the transitive uses. Note that nearly 50%-
70% of sentences were intransitive uses of
phrasal verbs. This tendency appeared in all the
levels of proficiency, though the proportion of
intransitive uses of phrasal verbs decreased as the
level of proficiency went up. However, the
proportion of the Medium level was
indistinguishable from that of the High level.

Then, among the sentences with phrasal verbs,
all the constructions which had transitive uses
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were extracted, and the ratios of two
constructions were calculated. Figure 3
illustrated the analysis results.
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Figure 3. constructiong vs. construction;

o™

As this graph shows, the ratio of two
constructions differ as the level goes up. The
Korean EFL learners in the Low level used only
construction,. In  the Medium level, the
proportion of construction, decreased and the
Korean EFL learners began to use construction;.
In the High level, the proportion of construction,
decreased more, the proportion of construction;
increased more. Overall, the Korean EFL
learners preferred construction, to construction,.

4.2

From the data described in Figure 2, the
sentences with transitive uses of phrasal verbs
were extracted, since those sentences could be
classified into one of the two constructions
(either constructiong or construction;). Then, a
GLM was applied to the data, as in Gries (2001,
2003).

This model was chosen through the following
steps. First, since we had 8 factors, a (Multiple)
Linear Regression analysis is adopted (a multi-
factorial analysis; Gries, 2003). Second, since the
dependent  variable  CONSTRUCTION  was
binomial, a Generalized Linear Regression
Model had to be used with logistic regression.

The initial model was constructed as follows.

Inferential Statistics

4) Initial Model (Unsaturated)
CONSTRUCTION~LEVEL+COMPLEXITY+
ANIMACY+DEFINITENESS+PRONOMINALITY+
IDIOMACITY+CONCRETENESS+LENGTH

This is the initial model, where no interaction
was included.
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Then, a model selection process was
performed. According to Gries (2013), there are
two types of model selection parameters. One is
based on the direction of the analysis and the
other is the criterion determining whether or not
a predictor gets to be in the model. On the
direction of the analysis, most analyses have
adopted a backward selection, and this paper also
took this method. There are two types of
approaches to the selection of relevant models:
significance-based approaches and criterion-
based approaches. This paper took a
significance-based approach. That is, the analysis
would start from the maximally saturated model,
and continued to remove predictors (backward)

until the analysis reached the statistically
significant differences in the p-value (significant-
based).

Since this paper adopted a backward selection,
the first thing is to make a saturated model. The
following model is a saturated model.

(5) Saturated Model
CONSTRUCTION~LEVEL*COMPLEXITY™*
ANIMACY*DEFINITENESS*PRONOMINALITY*
IDIOMACITY*CONCRETENESS*LENGTH

Note that all the interactions were included in
this model.

Now that a saturated model was obtained, the
statistical analysis started from the model. A new
model was made by deleting one interaction or
one factor from the saturated model. Then, it was
checked whether this new model is significantly
different from the previous model. If p<.05, it
means that two models were significantly
different and that the deleted factor or interaction
MUST NOT be deleted from the model. If .05<p,
it means that two models were not significantly
different and that the deleted factor or interaction
can be deleted safely without distorting the
explanatory power of the model. The selection
procedures were continued until no redundant
factor or interaction remained in the model.
Through this process, the final model was
obtained.

In the final model, there were lots of
interactions among the factors. Since it is
impossible and unreasonable to examine all the
factors and their interactions, this paper examines
only the effects of major factors. The following
table contains the statistical values for each
factor.
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Estimate sd z p
(Intercept) 0.702 | 0.611 | 1.150 .250
LEVELL 0.086 | 0.149 | 0.576 .565
LEVEL2 -0.213 | 0.228 | -0.936 .349
ComMPLEXITY1 1.757 0.520 3.376 <.001
ANIMACY1 -1.090 0.114 | -9.578 <.001
DEFINITENESS1 0.194 0.102 1.896 .058
PRONOMINALITY1 -0.542 | 0.639 | -0.849 .396
IDIOMACITY1 0.132 0.087 1.508 132
CONCRTENESS1 1.127 | 0.439 2.265 .010
LENGTH 0.268 | 0.088 | 3.062 .002
Table 3. Analysis Results
As this model shows, only 4 factors

(COMPLEXITY, ANIMACY, CONCRETENESS, and
LENGTH) among the 8 factors were statistically
significant.

An interesting fact is that the factor LEVEL
was not statistically significant. Though there
were some differences among the level of
proficiency (Figure 3), this factor LEVEL was not
statistically significant as its p-vale indicates
(p=.565 and p=.349).

4.3  Analysis with Effect Plots

Since the final model was obtained, it is possible
to statistically analyze each factor and
interactions with effect plots. Among the 8
factors included in the statistical analysis, only 4
main factors were statistically significant. In this
section, only those 4 factors were closely
examined.

The first factor is COMPLEXITY, which
indicates whether the form of DO is simple or

complex. Figure 4 is the effect plot for this factor.

10 ;,\
\

/

Probability of Pasicle+ Object

0o

........

Compheity

Figure 4. Effect Plot for COMPLEXITY

Compared this result with that of Gries

(2003:194).
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Register written

Figure 5. COMPLEX in Gries (2003)

COMPLEXITY in this paper corresponds to
CoMPLEX in Gries (2003).

As Figure 5 demonstrates, the construction,
had higher frequencies than the construction,
when the DO was complex. However, the
construction; had higher frequencies than the
construction, when the DO was simple. This
tendency was also observed in Figure 4. When
the DO was complex, the proportion of
construction, was greater than the value of
constructions, and its value was greater than 0.5.
On the other hand, when the DO was simple, the
proportion of construction; was much greater
than the value of constructiong, and its value was
less than 0.5. Accordingly, these two graphs
demonstrate that native speakers and Korean
EFL learners show a similar tendency.

Since two graphs (Figure 4 and Figure 5) are
different, it may be unreasonable to compare the
values of two graphs. However, since the goal of
comparison is to check whether the tendencies
that the Korean EFL learners exhibit (not the
exact values) are similar to those of native
speakers, it is possible to use the analysis results
in Gries (2003) in the comparison

The second factor to be mentioned is
ANIMACY, which indicates whether DO was an
animate or an inanimate entity. Figure 6 is the
effect plot for this factor

10

Animacy

Figure 6. Effect Plot for ANIMACY
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The y values in this graph represent the ratio of
‘Particle + DO'. That is, the y values in this plot
represent the ratio of construction,. Accordingly,
as the y value increases, the ratio of construction,
increases. It means that the Korean EFL learners
preferred to use construction,, rather than the
ratio of construction,. It also implies that as the y
value increases, the ratio of construction;
decreases.

Now, let's compare this result with that of
Gries (2003:197).

Lambda = .118:. p= .115 ns

Constructiong 1120

Construction, 60

: i lo
inanimate animate

Reaqister writton

Figure 7. ANIMACY in Gries (2003)

ANIMACY in this paper corresponds to ANIMACY
in Gries (2003). The y values in this graph refer
to the frequencies of each construction
(constructiong and construction;) when DO has
the corresponding value for the given factor.

As Figure 7 demonstrates, though inanimate
DOs were prevailed in both constructions, the
construction; has higher frequencies than the
construction, when the DO referred to an
animate entity. However, the construction, has
higher frequencies than the construction; when
the DO had an inanimate entity. This tendency
was also observed in Figure 6. When DO was
inanimate, the proportion of 'Particle + DO’
(constructiong) was greater than the value of 'DO
+ Particle' (construction;), and its value was
greater than 0.5. On the other hand, when DO
was an animate entity, the proportion of 'DO +
Particle' (construction;) was greater than the
value of 'Particle + DO' (constructiong), and its
value was less than 0.5. Accordingly, these two
graphs demonstrate the tendency that both native
speakers and Korean EFL learners preferred to

use constructiong as DO took an inanimate entity.

The third factor is CONCRETENESS, which
indicates whether DO refers to an abstract entity
or a concrete entity. Figure 8 is the effect plot for
this factor.
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Compared this result with that of Gries
(2003:197).
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Figure 9. CONCRETE in Gries (2003)

CONCRETENESS in this paper corresponds to
CONCRETE in Gries (2003).

As Figure 9 demonstrates, the construction;

has higher frequencies than the construction,
when the DO had a concrete entity. However, the
construction, has higher frequencies than the
construction; when the DO had an abstract entity.
This tendency was also observed in Figure 8.
When DO had an abstract entity, the proportion
of construction, was greater than the value of
constructiony, and its value was greater than 0.5.
On the other hand, when DO was a concrete
entity, the proportion of construction; was much
greater than the value of construction,, and its
value was less than 0.5. Accordingly, these two
graphs demonstrate the tendency that native
speakers and Korean EFL learners demonstrate
an identical tendency.
The last factor to be mentioned is LENGTH, the length
of DO in words. Figure 10 is the effect plot for this
factor. Compared this result with that of Gries
(2003:194). LENGTH in this paper corresponds to
LENTHW in Gries (2003).
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Figure 11. LENGTHW in Gries (2003)

As Figure 11 demonstrates, as DO becomes
longer, the construction, has higher frequencies,
while the construction; has lower frequencies.
This tendency was also observed in Figure 10.
As DO becomes longer, the ratio of the order
construction, increases. This fact implies that the
other order construction; decreases. Though two
graphs were slightly different, both graphs
demonstrates the tendency that both native
speakers and Korean EFL learners preferred to
use constructiony as DO became longer.

5 Discussions

In Table 1, several factors were proposed
which influenced the alternations of Particle
Movement. Among them, 7 factors were chosen
for the study in this paper: COMPLEX, ANIMACY,
DEeT, TYPE, IDIOM, CONCRETE, and LENTHW.
These factors were encoded as follows:
COMPLEXITY, ANIMACY, DEFINITENESS,
PRONOMINALITY, IDIOMACITY, CONCRETENESS,
and LENGTH. To these 7 factors, one more factor
LEVEL was added.

The comparison of Figure 1 and Table 3
demonstrated that the uses of alternation of
Particle Movement in Korean EFL learners were
different from those of native speakers. Among
the 8 factors which influenced alternation of
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Particle Movement in native speakers, only 4
factors were statistically significant in Korean
EFL learners writings.

Therefore, the answer to the question (2a) will
be 'No', and the answer to the question (2b) will
be COMPLEXITY, ANIMACY, CONCRETENESS,
and LENGTH (4 factors). As for the question (2c),
there were some differences in the ratio of these
two constructions as the level of proficiency goes
up. However, the differences were not
statistically significant.

Since Figure 1 and Table 3 demonstrated that
Korean EFL learners showed different tendency
in the Particle Movement in their writings
compared with native speakers, the hypothesis in
(3a) cannot be maintained. Instead, the
hypothesis in (3b) can be supported, since a
different set of factors had influenced Particle
Movement in the Korean EFL learners’ writings.

6 Conclusion

This paper adopted a multifactorial analysis as in
Gries (2001, 2003) to examine Particle
Movement in Korean EFL learners’ writings.
The Korean part of TOEFL11 corpus was used,
and all the relevant sentences were extracted
using the tag information. The eight relevant
factors were encoded to these sentences, and
each factor and their interactions were
statistically analyzed with R.

Through the analysis, it was demonstrated that
Korean EFL learners employed a different
strategy in the Particle Movement and that only
some factors were used for the selection of
constructions.  Unlike native speakers, 4
linguistic factors were statistically significant in
Korean EFL learners' writing samples (ANIMACY,
PRONOMINALITY, CONCRETENESS, and LENGTH).
It was also observed that there were some
differences in the ratio of these two constructions
(constructiong vs. construction;) as the level of
proficiency went up. However, the differences
were not statistically significant.

However, we do NOT say that these
differences between the native speakers and the
Korean EFL learners come from only the L1
transfer effects. Another kind of complicated
statistical analysis (such as another regression
analysis with the native data and/or the analysis
in Gries and Deshors (2015)) is necessary to
examine if the L1 (here, Korean) really
influenced these factors and how much the L1
transfer effects are involved in these factors.
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Abstract

In this paper, we present an efficient semi-
automatic method for annotating English
phrasal verbs on the OntoNotes corpus. Our
method first constructs a phrasal verb dictio-
nary based on Wiktionary, then annotates each
candidate example on the corpus as an either
a phrasal verb usage or a literal one. For effi-
cient annotation, we use the dependency struc-
ture of a sentence to filter out highly plausi-
ble positive and negative cases, resulting in
a drastic reduction of annotation cost. We
also show that a naive binary classification
achieves better MWE identification perfor-
mance than rule-based and sequence-labeling
methods.

1 Introduction

Multiword Expressions (MWESs) are roughly de-
fined as those that have “idiosyncratic interpreta-
tions that cross word boundaries (or spaces)” (Sag
et al., 2001). Vocabulary sizes of single words and
MWESs have roughly the same size, thus MWE iden-
tification is a crucial issue for deep analysis of nat-
ural language text. Indeed, it has been shown in
the literature that MWE identification helps vari-
ous NLP applications, such as information retrieval,
machine translation, and syntactic parsing (New-
man et al., 2012; Ghoneim and Diab, 2013; Nivre
and Nilsson, 2004). Since huge cost is necessary
for annotation, there are few corpora that are suffi-
ciently annotated for English MWESs. Schneider et
al. (2014b) constructed an MWE-annotated corpus
on English Web Treebank, and proposed a sequen-
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(a) We bring our computers up.
(b) She goes over the question.
(c) Someone goes over there.

Figure 1: a positive instance (a) of a separable expression
“bring up”, a positive instance (b) and a negative instance
(c) of an inseparable expression “go over”.

tial labeling method for MWE identification. How-
ever, they tried to manually cover the types of com-
prehensive MWEs, and the number of instances for
each MWE was very limited.

In this paper, we propose an efficient annota-
tion method for separable MWEs appearing in a
syntactic annotated corpus like the OntoNotes cor-
pus. Although most of natural languages gener-
ally have a separable MWEs, an effort for separa-
ble MWE annotation is extremely limited. There-
fore, we believe that constructing a large-scale cor-
pus for separable MWEs is useful to develop and
compare techniques of MWE identification. We es-
pecially focus on phrasal verbs that are a majority of
separable MWESs, and propose an efficient method
for phrasal verb annotation. To efficiently identify
MWE usages, we exploit dependency structures on
OntoNotes !. We also report experiments on MWE
identification based on a binary classification, and
show that it achieves better performance than rule-
based and sequence-labeling methods. Further, we
explore effective features for achieving high perfor-
mance on the MWE identification task.

Our contributions are summarized as follows: (1)

"We use English OntoNotes corpus converted into the Stan-
ford Dependency annotation format.

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 125 - 131
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Masayuki Komai, Hiroyuki Shindo and Yuji Matsumoto
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Table 1: The number of MWE types.

| VB RB IN | I | PRP | DT [ Other
types 994 395 94 17 14 12 6
example || go over | far from | in front of | ad hoc | anything else | a few | no way

We propose an efficient semi-automatic method for
annotating phrasal verbs on OntoNotes. (2) We
show that SVM-based naive classification is suffi-
cient for accurate MWE identification. We also in-
vestigate effective features for MWE identification.

2 Related Work

MWEs can be roughly divided into two categories,
separable and non-separable (or fixed) MWEs. Pre-
vious work annotated fixed MWEs on Penn Tree-
bank, where they used syntactic trees of Penn Tree-
bank and an MWE dictionary that is extracted from
Wiktionary (Shigeto et al., 2013). In Schneider et al.
(2014b), they annotated all types of MWEs on En-
glish Web Treebank completely by hand. Afterward,
they added to supersenses, which mean coarse-
grained semantic classes of lexical units (Schneider
and Smith, 2015).

In MWE identification tasks, previous work in-
tegrated MWE recognition into POS tagging (Con-
stant and Sigogne, 2011). An MWE identification
method using Conditional Random Fields was also
presented together with the data set (Shigeto et al.,
2013). A joint model of MWE identification and
constituency parsing was proposed (Constant et al.,
2012). They allocated IOB? tags to MWEs and used
MWEs as special features when reranking the parse
tree. However, it is difficult for these methods to de-
tect discontinuous MWE:s.

In contrast, as for methods that can handle sepa-
rable MWEs, Boukobza and Rappoport (2009) tack-
led MWE detection on specific MWE types with a
binary classification method. In a framework of a
sequential labeling method for MWE detection, a
new [OB tag scheme, which is augmented to capture
discontinuous MWEs and distinguish strong MWEs
from week MWEs, was presented (Schneider et al.,
2014a). Here strong MWEs indicate the expres-

’1, O and B indicate Inside, Outside and Begin in a chunk
respectively.
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sion which has strong idiomaticity, and week one
indicate the expression which is to more likely to
be a compositional phrase or collocation. Addi-
tionally, words between components of MWEs are
called gaps, and the sequential labeling method that
allocates IOB tags even to discontinuous sequences.
This model is capable of capturing unknown MWEs,
but it is difficult to detect new expressions with high
accuracy.

3 Corpus Annotation

In this section, we present our annotation scheme
for phrasal verbs. Our scheme mainly consists of
three steps: acquisition of phrasal verbs, identifica-
tion of phrasal verb occurrences on OntoNotes, and
semi-automatic MWE classification with our heuris-
tic rules.

3.1 Acquisition of Phrasal Verbs

First, we extract phrasal verb candidates from the
English part of Wiktionary>. In particular, we parse
a dump data of Wiktionary and extract verb entries
that are composed of two or more words. We also
collect phrasal verb candidates from the Web. For
each MWE candidate, we manually check if they ac-
tually function as a phrasal verb. Moreover, we man-
ually annotate whether their candidates are “separa-
ble” or “inseparable” and whether they are “transi-
tive” or “intransitive”. By “separable”, we mean an
object noun phrase can intervene between the main
verb and a particle (e.g. look the tower up). Note
that separable phrasal verbs do not always have an
intervening object and also that inseparable phrasal
verbs can be intervened by an adverb (e.g. consist

largely of).

*https://en.wiktionary.org/
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Table 2: Statistics in phrasal verb annotation

Annotation type # instances

manual annotations 4022
automatic annotations 18574
Total 22596
ROOT
punct
prep
nsubj pobj
prt
It breaks down in  sunlight
ROOT
punct

pobj
nsubj fdet\
She goes over the question

Figure 2: Examples of prt (break down) and prep (go
over).

3.2 Identification of Phrasal Verb Occurrences
in OntoNotes

Second, we retrieve all possible occurrences of
phrasal verbs in OntoNotes. Here, we convert a sur-
face word into a lemma form using Python-NLTK#,
then match the phrasal verb candidates with lemma-
tized words in OntoNotes. We regard this match-
ing pattern as an instance. In Figure 1, instances (a)
and (b) are positive instances where they are used as
phrasal verbs. On the other hand, (c) is a negative in-
stance where “go over” is not used as a phrasal verb
but is used in the literal meaning. We extract dis-
continuous patterns as well since phrasal verbs have
a potential of appearing discontinuously.

3.3 Semi-Automatic Annotation

Third, we check each instance whether it is used as a
positive case or a negative one. Since it is too costly
to check all instances manually, we propose to make
use of dependency structures on OntoNotes to per-
form semi-automatic annotation. Indeed, we use the
Stanford dependency converted from phrase struc-
ture trees on OnteNotes corpus. For each possible

*http://www.nltk.org/
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Table 3: Annotation rules for phrasal verb candidates.
(In this table, “p” is positive, “n” is negative, “m” means

manual annotation.)

direct continuous dependency
dependency or not label

True * prt p
False * prt n
True True prep p
False True prep m
True False prep m
False False prep n
True * other m
False * other n

instance of a phrasal verb, we use the following re-
lation between the verb and the particle that com-
prise the phrasal verb candidate: whether the verb
and the particle appear adjacently or not and whether
the verb and the particle have direct dependency or
not, and if so the label of the dependency.

Table 3 shows the whole annotation rules. In these
rules, we especially focus on the dependency labels
prt and prep in Stanford dependency (de Marn-
effe and Manning, 2008). The prt label, which
directly connects a verb and a particle, may indi-
cate the usage of a phrasal verb, and the prep la-
bel indicates a modifier to a verb as a prepositional
phrase. Thus, we assume instances which have a di-
rect prt dependency as positive instances. In the
case of prep, there is a possibility of phrasal verbs
or not. However, we assume instances which are ad-
jacent, have a direct prep relation, and exist in our
MWE lexicon as positive instances. If an instance is
either not adjacent or having no direct relation with
its particle or preposition, we put it for a candidate of
manual checking. In this way, we have constructed
annotation rules for MWE making full use of syn-
tactic information.

For example, the instance of “break down” in
Figure 2 has a direct relation with label prt, thus
the first rule in Table 3 is applied. However, there
are overlapping ambiguities that are not covered by
these rules. For example, an instance “catch up
with” can be labeled as positive, but another instance
“catch up” of the part of “catch up with”, may also
be labeled as positive. When such an ambiguity oc-
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Table 4: Corpus statistics of MWE:s.

# instances

positive instances 13214
negative instances 41167
Total 54381

Table 5: Evaluation of annotation rules.

F-value
71.30

Precision Recall
62.72 82.60

curred, we manually checked their instances. As a
result of annotation rules, we could reduce the cost
of manual annotation considerably as shown in Ta-
ble 2.

After annotating phrasal verbs on OntoNotes, we
merge our annotation with the fixed MWE annota-
tion done by (Shigeto et al., 2013). However, similar
overlapping ambiguities have been generated again
in this time (s.t. “get out of” and “out of’), we also
manually eliminate these ambiguities.

In Table 4, we show statistics about our con-
structed corpus after merging. In total, 54381 in-
stances are extracted from the 37015 sentences on
OntoNotes,

4 Evaluation of Annotation Rule

In order to evaluate our annotation method, we also
validate it on English Web Treebank annotated by
(Schneider et al., 2014b). We first apply our method
to English Web Treebank, then evaluate the qual-
ity of automatic annotation between automatically-
annotated positive instances and gold MWEs on En-
glish Web Treebank. However, there is a large dif-
ference between both MWE candidates since anno-
tators (the dictionary-based rule method and human)
and domains of two corpora are different. In view
of this, we evaluate only common phrasal verbs be-
tween two corpora.

In Table 5 we show the results of evaluating an-
notation rules. We obtain a sufficient recall, but
the precision is lower than we expected. However,
we consider this is unavoidable because annotators
and domains are different as we have described pre-
ciously.
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Table 6: The Feature list. W, GG are the position list of
the target MWEs to detect and of gaps. h and ¢ are the
position of the head MWEs and the tail. ¢;, /; and p; is
the ith context word, lemma and POS respectively. [c;]¥
is the substring from jth to kth in ¢;. F'(x) is the set that
consisted of each element in the xth feature set.

basic features

I e, L, pi liew
2 cilipiliew
3 floor(@)
context features

4 e liyp|I22
5  cili,pi fifﬂ

foriin {1,2,3,4,5}

6 pilicc

suffix & prefix features

7 [el] B, foriinh —1toh —3
8 [ci]kci‘ “ji‘|ci|—3 foriinh—1toh—3
9 [all B foriint+1tot+3
10 [e]f (9, foriint+1tot+3
11 [CIH 17_4 foriin G

12 [CZ]LCJ7 “ji‘|ci|73 foriin G
combination features

13 (e1,e2) € {F(1) x F(2)}

14 (e1,e2) € {F(1) x F(3)}

15 (e1,ea) € {F(1) x F(4)}

16 (e1,e2) €{F(1) x F(5)}

17 (e1,e2) € {F(1) x F(6)}

18  (e1,e2) € {F(1) x F(7)}

19 (e1,e2) € {F(1) x F(8)}

20 (e1,e2) €{F(1) x F(9)}

21 (e1,e2) € {F(1) x F(10)}

22 (e1,e2) € {F(1) x F(11)}

23 (e1,e2) € {F(1) x F(12)}

5 Experiments

In this section, we evaluate the performance of
MWE identification task on our MWE-annotated
OntoNotes. The MWE-annotated corpus used in
our experiments contains fixed MWE annotations
(Shigeto et al., 2013) and our phrasal verb annota-
tions. The corpus is split into 2 sets: 33313 sen-
tences (48970 instances) for training, and 3702 sen-
tences (5411 instances) for testing. In these experi-
ments, the system identifies MWEs given a sentence
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Table 7: The experimental results.

Precision Recall F-value
Rule-based method 62.93 97.78  76.58
Augmented IOB (Schneider et al., 2014a) 93.37 91.44 9240
SVM 93.77 9427  94.02

with gold POS.

5.1 Compared Methods

We compare SVM-based binary classification
method against rule-based and sequential labeling
method (Schneider et al., 2014a). The SVM method
simply classifies each candidate instance as positive
case or negative one. For the rule-based method, we
use the following two simple rules. The first one is
“if the target MWE is an instance of an inseparable
phrasal verb and there is no gap between the verb
and the particle (or preposition), then it is regarded
as positive.” The second one is “if the target MWE
is an instance of a separable phrasal verb and the
gap is 0 or equal to 1, then it is regarded as posi-
tive.” Since our dictionary has information whether
the target MWE is separable or not, we can use this
information.

Table 6 shows the features that are used for SVM,
which are categorized as four types: basic features,
context features, suffix & prefix features, and com-
bination features. In this table, bold c, 1 and p are
sequences that are concatenated context words, lem-
mas, POS sequences of target MWESs respectively.
In respect to a classifier, we used SVMlightS with a
linear kernel.

For sequential labeling method, we follow the
previous work (Schneider et al., 2014a) for MWE
identification. Their work exploits six types of tags,
that is, {0 o B b I i}, to handle with separa-
ble MWE identification, where O, B, I tags indi-
cate Qutside, Begin, Inside, and o, b, i tags indicate
outside, begin, inside in gaps respectively. In the ex-
periments, we use their implementation® with exact
match evaluation and set the recall-oriented hyper-
parameter p to 0.

Shttp://svmlight joachims.org/
Shttp://www.cs.cmu.edu/ ark/LexSem/
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Table 8: Investigation of effectiveness of features.

H F-value
basic features 92.89
+ context features 93.69
+ suffix & prefix features | 93.06
+ combination features 94.02

5.2 Experimental Results

Table 7 summarizes the experimental results. In the
table, we can see that SVM-based binary classifica-
tion outperforms the rule-based and sequential label-
ing method. This result suggests that simple binary
classification is sufficient for accurate MWE identi-
fication.

We also investigated which features are effective
for our MWE identification task. Table 8 summa-
rizes this analysis result. In the table, we can see
that adding context features, suffix & prefix features,
and those combinatorial ones to basic features suc-
cessfully boost the identification performance. Fur-
ther investigation of combinatorial features could be
helpful for achieving better results, but we leave this
for future work.

In error analysis, we found it is difficult for our
method to detect the mutually-overlapping MWEs.
For example, there should be the positive instance
of “come out of” and the negative instance of “out
of” in nature, but our model may say “positive” for
both instances. Resolution of such conflicting cases
should be investigated for future work.

Moreover, we have found that it is hard to rec-
ognize fixed MWEs, which appear continuously
but are in literal usages. For example, “a bit” in
“1s really a bit player on the stage” is in literal
usages. Our model tends to predict “positive” for
such an instance.
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6 Conclusion

We presented an semi-automatic method for anno-
tating English phrasal verbs on the OntoNotes cor-
pus. For efficient annotation, we use the dependency
structure of a sentence to filter out positive and nega-
tive cases, resulting in a drastic reduction of annota-
tion cost. We also reported that binary classification
method outperformed rule-based and sequential la-
beling method. In order to improve the accuracy, we
need a better model that takes wider contexts into
consideration. We consider integration of syntactic
parsing into MWE identification is one of such di-
rections.

This paper also have described MWE annotation
on OntoNotes. We will make the constructed dataset
available on our website’. We are hoping that stud-
ies on MWEs are increased by using our dataset.

There are MWE types that we haven’t handled at
this work. For example, some flexible MWEs such
as “take into account” are not annotated. Thus, we
plan to annotate other discontinuous MWE types on
OntoNotes so as to cover all MWEs on OntoNotes.
We also believe that MWEs can include syntactic
patterns, such as “not only ... but also”. To deeply
analyze a natural language text, we should explore
such directions in future.
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Abstract?

The Complete Tang Poems (CTP) is the most
important source to study Tang poems. We
look into CTP with computational tools from
specific linguistic perspectives, including
distributional semantics and collocational
analysis. From such quantitative viewpoints,
we compare the usage of “wind” and “moon”
in the poems of Li Bai? (%2 v ) and Du Fu
(# # ). Colors in poems function like sounds
in movies, and play a crucial role in the im-
ageries of poems. Thus, words for colors are
studied, and “% ” (bai2, white) is the main
focus because it is the most frequent color in
CTP. We also explore some cases of using
colored words in antithesis(% ¢ )® pairs that
were central for fostering the imageries of the
poems. CTP also contains useful historical
information, and we extract person names in
CTP to study the social networks of the Tang
poets. Such information can then be inte-
grated with the China Biographical Database
of Harvard University.

1 Introduction

Complete Tang Poems (CTP) is the single most
important collection for studying Tang poems
from the literary and linguistic perspectives
(Fang et al., 2009; Lee and Wong, 2012). CTP

! A majority of the contents of this paper was also
published in Chinese in (Liu et al., 2015).

* Romanized Chinese names are in the order of surname
and first name, following the request of a reviewer.

* “Antithesis” is not a perfect translation of “$f ¢ ”
(dui4 zhang4). Roughly speaking, “#+&” refers to
constrained collocations, and requires two terms to
have opposite relationships in pronunciations, but

does not demand the terms to be opposite in meanings.

In English, “antithesis” carries a rather obvious
demand for two referred terms to be opposite in
meanings.
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was officially compiled during the Kangxi years
of the Qing dynasty, and includes more than
40,000 poems, totaling more than 3 million
characters, that were authored by more than
2000 poets. Employing linguistic theories and
computational tools, we analyze the contents of
CTP for a wide variety of explorations.

Lo and her colleagues pioneered to handle
texts of Chinese classical poetry with computer
software (Lo et al., 1997). Hu and Yu (2001)
achieved a better environment and demonstrated
its functions with a temporal analysis of selected
Chinese unigrams, i.e., #(chou2), = (ku3), {%
(hend), z%(beil), % (ail), and & (youl). Jiang
(2003) employed tools for information retrieval
to find and study selected poems of Li Bai and
Du Fu that mentioned “wind” and “moon”.
Huang (2004) analyzed the ontology in Su Shi’s
(##%) poems based on 300 Tang Poems, and
Chang et al. (2005) continued this line of work.
Lo then built a more complete taxonomy for
Tang poems (Lo, 2008; Fang et al., 2009).

Lee conduct part-of-speech analysis of CTP
(Lee, 2012) and dependency trees (Lee and
Kong, 2012). They also explored the roles of a
variety of named entities, e.g., seasons, direc-
tions, and colors, in CTP (Lee and Wong, 2012),
and used their analysis of CTP for teaching
computational linguistics (Lee et al., 2013).

CTP can serve as the bases of other innova-
tive applications. Zhao and his colleagues have
created a website * for suggesting couplets,
which was accomplished partially based on their
analysis of the CTP (Jiang and Zhou 2008; Zhou
et al., 2009). Voigt and Jarafsky (2013) consid-
ered CTP when they compared ancient and
modern verses of China and Taiwan.

Our work is special in that we analyze the
contents of CTP from some linguistic perspectives,
including collocational analysis and distributional

* http://couplet.msra.cn/ of Microsoft Research Asia

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 132 - 141
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Chao-Lin Liu, Hongsu Wang, Wen-Huei Cheng, Chu-Ting Hsu and Wei-Yun Chiu



PACLIC 29

3000
P 2500 -
1
2000 -~
e
c 1500 -
e 1000 -
s 500 -
0 _
o g 0 B KM R ol bl R T A Ko KL T E H U R B W R E Ry
b b e R e 1R et w6 L) M A bl o Ko B ) o e e B M o by bl e
= W b e MR o B i} T e

Figure 1. Number of works of the leading poets in CTP

semantics. We rely on certain literary knowledge
for handling the CTP texts such that typical
procedures for text analysis are not absolutely
necessary for obtaining the words in poems. The
concept of distributional semantics (Harris, 1954;
Miller and Walter, 1991) provides the basis for
comparing poets’ styles. We investigate the
functions of colors in poems by considering their
collocations and antitheses. Colors in poems
play similar roles as sounds and lights in movies.
They are crucial for nurturing the imageries in
art works. Analyzing the appearances of colors
in poems leads to interesting observations.

We extend our exploration from literature to
history in CTP, just like Chen’s (2010) studies of
the political information hidden in the poems of
Tang Taizong (& ~ = ). Person names that were
mentioned in the poems provide hints about the
social networks of the poets. Hence, we may
employ CTP as a source of biographical infor-
mation for the China Biographical Database of
Harvard University.

In Section 2, we check the CTP used in our
work, and report a basic analysis of its contents.
In Section 3, through a distributional semantics
perspective, we compare the usage of “wind”
and “moon” of Li Bai and Du Fu, and examine
why some poets, e.g., Bai Juyi (¢ £ %), were
classified as a social poet (#- ¢ ¥ 4, she4 hui4
shil ren2). In Section 4, we dig into the usage of
more colors and related words by considering
their collocations and antitheses. In Section 5,
we show and discuss how social networks of
poets can be computed from CTP. In Section 6,
we extend applications and analyses of CTP to
couplet suggestion and authorship attribution.

2 Data Sources and Basic Analysis

Although we have found several papers on the
analyses of CTP, none of them specified exactly
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which version of CTPs was used in their work.
Although there is only version of CTP in “4t z_
z B >27° (qinl ding4 si4 ku4 quan2 shul),
there exist alternative text versions.

2.1 Data Sources

There is no “the” authoritative version of CTP.
In “frz_> B #” (yud dingd quan2 tang2
shil), we can find Li Bai’s “# % 5 » %”°
(chuang2 gian2 kan4 yue4 guangl), but, in
textbooks in Taiwan, we will read “J& 5 p# 2 s&”
(chuang2 gian2 ming2 yue4 guangl). Both are
accepted by domain experts.

We can find online CTP in WikiSource’,
Wenxue100®, Xysa®, Ctext™®, ChillySpring*, and
Guji'?, for example. Most of these websites
allow online reading but do not allow complete
download, though some do. We have completed
a preliminary comparison between the Wen-
xuel00 and Ctext versions. They are very similar,
and appear to have a common source.

In this paper we are using the version that
we obtained from Wenxue100.

2.2 Basic Analyses

In the WenxuelOO version, we have 42,863
works, and, in Figure 1, we show the poets who
have leading numbers of works in CTP. The
vertical axis shows the numbers of their works
included in CTP, and poets’ Chinese names are
shown along the horizontal axis, where “7 3£~

https://en.wikipedia.org/wiki/Siku_Quanshu
source: LiBai (% ¢ ): # & & (jingd ye4 sil)
WikiSource: https://zh.wikisource.org/zh-hant/
Wenxuel00: http://www.wenxuel00.com
Xysa: http://www.xysa.com/

10" Ctext: http://www.ctext.org/

1 ChillySpring: http://210.69.170.100/s25/

2 Guji: http://guji.artx.cn/

5
6
7
8
9
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Table 1. Frequent bigrams in CTP

bigram freq. bigram freq. bigram freq. bigram freq. bigram freq.
i v 1669 & A 881 F b 662 PR 550 xp 498
* A 1469 B PR 834 L E 634 ) 544 * e 497
ga 1455 1% & 780 ket 629 S 539 2 496
+32 1305 7L A 778 T4 597 ot 526 pE 496
2B 1165 . 749 £ E 593 b 5 520 F 7 481
* 1158 Kig 740 E 592 a A 517 W 4 481
* ¥ 1148 AP R 733 + & 589 53 516 W pF 478
5 h 1128 £ % 722 x 3 588 I 515 il 477
v 2 1108 v p 697 A7 587 T 509 2 476
2 # 947 4P 687 X 586 p 508 X T 472
2 896 -+ E 678 3 579 7 A 507 = E 472
AR 890 fm A 663 Py 553 #-F 499 fif?i 471

(bu4 xiang2) means unknown and is not a name.
Bai Juyi is the most popular poet in CTP, and has
2643 works, followed by Du Fu’s 1158 works
and Li Bai’s 896 works. In total, we have
3,055,044 Chinese characters and punctuations
in this version of CTP.

The exact number of works in CTP needs
further research to make sure. Some adjustments
should be expected. We cannot determine the
authors of some poems even when we read the
“ffr2_2 B 7. The author of the poem with title
“Y8F L % E EF” (ti2 huod shanl qin2 zunl
shil) may be Du Gaung-Ting (4 s &) or Zheng
Ao (3n:#r) as the piece appeared in volumes 854
and 855, respectively.

It is very easy to compute the most common
unigrams in CTP, and they are “7# ”(bu4), “+”
(ren2), “di”(shanl), “& ”(wu2), “k “(fengl),
“— "(yil), “p 7(ri4), “Z ”(yun2), “7F "(you3),
and “ = ”(he2).

It is very challenging to precisely segment
words in poems without human final inspection.
Nevertheless, it is well-known that the patterns
of 5-character and 7-character Tang poems usu-
ally follow specific traditions (Lo, 2005). The
segments in poems were constituted by words of
one or two characters.

For 5-character Tang poems, the sentences
in poems can be segmented into words of 2, 2,
and 1 characters or alternatively 2, 1, 2 charac-
ters. For instance “v P iz L& " (bai2 ri4 yil
shanl jin4) and “g ¥ =% (gan3 shi2
hual jian4 lei4) used, respectively, 2+2+1 and
2+1+2 patterns. Similarly, the sentences of

13

source: Wang Zhi-Huan (2 2. /%) ¥ # ¥ #&
(dengl guan4 que4 lou2)
" source: DuFu (# #): %3 (chunlwang4)

134

7-character Tang poems usually used 2+2+2+1
and 2+2+1+2 patterns, e.g., “ & b 7 £2 % 4%
if ”* (dongl fengl bu4 yu3 zhoul lang2 bian4)
and “F i % 7% 5 £ 7 (jin4 dai4 yil guanl
cheng2 gu3 qiul), respectively.

Employing such a literary common sense as
a heuristic for segmenting words in CTP, we can
find words of relatively high frequencies in
Table 1. In the order of higher frequencies, the
most common two-character words in CTP are
“i® e’ (hel chu4, where), “% &” (bud zhil,
unknown), “g 2 ” (wan4 li3, tens of thousands
of miles), “+ 2 ” (qgianl 1i3, thousands of miles),
“Z p” (jinl ri4, today), “# L (bu2 jian4,
cannot be seen), “7 ¥ ” (bu4 ke3, cannot), “%
k" (chunl fengl, spring wind), “¢ Z” (bai2
yun2, white cloud), “7# #”(bu4 de2, cannot),
“p 37 (ming2 yued, bright moon) 4= A &
(ren2 jianl, human world).

Not all frequent strings thus identified are
real words. “* % ” (ren2 bu4) in Table 1 is not a
word but just a frequent string as in “& p i
£ 7 8.1 (jin4 ri4 shangl xinl ren2 bu2 jian4)
and “B25 + 4 47 (suil bing4 ren2 bu4 zhil).

Proposing nonwords like “+ % ” brings re-
searchers inconvenience but does not cause
serious troubles. Considering that we are han-
dling millions of characters in CTP and that it is
neither impossible nor very time-consuming to

> source: Li Bai (26 ): % &1 % & 4 (dengl jinl
ling2 feng4 huang? tai2)

16 source: Du Mu (4 #c): #* &= (chi4 bi4)

" source: Li Shang-Yin (% 7 '&): ©5& o3 (you2
ling2 gie2 si4)

' source: Bai Juyi (¢ & %): 3# ¢ I % (du2 shi3
wu3 shou3)
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Table 2. Li Bai’s wind

bigram freq. bigram freq. bigram freq. bigram freq. bigram freq.
Lk 72 b 17 3 b 8 Eh 6 B b 4
F R 28 TR 14 R 8 BB 5 a 4
b 26 R 11 w R 8 # b 5 *h 4
i b 24 % 10 pEN); 3 7 JE R 5 B 4
£ R 22 #h 8 2 6 Bk 5 ki 4

Table 3. Du Fu’s wind

bigram freq. bigram freq. bigram freq. bigram freq. bigram freq.
b 30 5 8 B kb 6 Ay} 4 2 h 4
%R 19 Ml 8 Fh 6 Fh 4 ) 4
A b 14 HE R 7 Xk 6 Db 4 %R 4
Th 10 v B 7 £ R 5 5 R 4
A2 J 8 Tk 7 £ 4 7k 4

identify such nonwords, our experience indicates
that applying computational tools for automatic
processing of the CTP contents made our study
of CTP more efficient than without using the
tools.

We have designed tools for extracting con-
texts that contain candidate words for research-
ers’ inspections, so validating candidate words is
very easy. Furthermore, sometimes the words
that do not exist in contemporary literature may
turn out to be artistic usages of words that are
hard to be correctly handled by current tools for
Chinese segmentation, and researchers are more
than happy to check those innovative words with
a limited cost in time.

Table 1 exemplifies a problem of this paper:
that we cannot provide pronunciations for all
Chinese words that appear in this page-limited
manuscript. Due to the large number of Chinese
words in this and other tables, we cannot afford
to annotate and explain all of the words in tables.

3 Styles

Adapting the concept of distributional seman-
tics™ (Harris, 1954; Miller and Walter 1991),
researchers investigate the semantics of a word
from the distributions of its surrounding words.
Firth (1957) stated that “You shall know a word
by the company it keeps.” Similarly, we should
be able to extend the concept of distributional
semantics to compare poets’ styles: “You shall
know a poet’s style by the words s/he uses.”

" Arreviewer for this paper, referring to (Lin, 1998),
considers our approach as a collocational analysis of
words in a given context. We used “distributional”
because there is a sense of distribution when we can
consider the frequency distribution of a set of words.
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3.1 Wind and Moon

Jiang (2003) compared the styles of Li Bai and
Du Fu by looking into how they used “j ”
(fengl, wind) and “* ” (yue4, moon) in their
works by checking into individual pieces of
poems. We take a quantitative approach by ex-
amining the terms related to “j ” and “* " in the
poets’ works.

We can employ the PAT-tree techniques
(Chien, 1997) or our own tools® for finding the
characters that appear immediately before a
specified Chinese character to find words con-
taining “%& ”and “? ” in poets’ works.

Tables 2 and 3 show how Li and Du used
“wind.” Both Li and Du were very creative in
inventing terms for “jk ”. The most common
term of “Rk ” in Li Bai’s works were “% kb ”
(chunl fengl, spring wind), “7 & ” (qingl fengl,
clear wind), “# k ”(qgiul fengl, autumn wind),
“% R ” (dongl fengl, eastern wind), and “£ & ”
(zhang2 fengl, long wind). Du Fu , on the other
hand, had “# & ", “% k", “4* b " (bei3 fengl,
northern wind), “zk ” (beil fengl, sad wind),
and “#p k ” (shuo4 fengl, northern wind).

For those who can appreciate Chinese, the
poets’ “f ” carried very different imageries. For
instance, in China, winds from the north are
generally cold, which has been used to convey a
sense of sadness by many. In contrast, the east-
ern wind and spring wind are more comfortable
and pleasing.

Tables 4 and 5 show how Li and Du used
“moon.” Although Du had more works in CTP

20 https://sites.google.com/site/taiwandigitalhumanities/
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Table 4. Li Bai’s moon

bigram freq. bigram freq. bigram freq. bigram freq. bigram freq.
g 57 i 9 3 5 3 3 & 3
ﬁJ\» A 40 AN A 9 ﬁ A 4 /§ A 3 | 3
E 28 Z 0 9 5L ! 4 ! 3 wh 2 3
p e 23 oA 8 ¥ 4 70 3 B 7 3
Pl 14 5 7 e " 4 g 3 - 3
2 13 R 6 3% 3 E 3 Lo 3
= 13 &5’ 5 B 3 s 3 =1 3
Ly B 10 %’ 5 K 3 4F 2 3 3%k 3
Table 5. Du Fu’s moon

bigram freq. bigram freq. bigram freq. bigram freq. bigram freq.
p 20 oA 7 e 4 i ! 3 JER 3
e 14 2 6 2 51 3 1 ? 3
L9 10 ik 6 % 4 Fr 2 3

= 9 & ! 5 o8 3 r ! 3

N A 8 -2 5 —% | 3 | 3

(cf. Section 2.2), statistics in Tables 4 and 5
show that Li used more words about “* ” than
Du. Li and Du also demonstrated quite diverging
styles in using “* . For frequent terms of “? ”,
Li had “p ?* ” (ming2 yue4, bright moon), “#«
2 7 (giul yued, autumn moon), “p * 7 (ri4 yue4,
sun and moon) , “/& * ” (hai3 yue4, sea and
moon), and “.L: * ”(shanl yue4, mountain moon);
in contrast, Du used more “#& * ” (sui4 yue4,
ages) and monthly names, e.g., “-+ * ” (shi2
yue4, October), “= * ” (sanl yue4, March), and
“ 1" (bal yued, August).

3.2 White Words in CTP

Colors for poems are like sounds for movies.
They foster the feelings and imageries of the
artistic works. When we checked the most fre-
guent unigrams in CTP (cf. Section 2.2), we
have found that “v ” (bai2, white) is the most
frequent color name in CTP.

Using the same mechanism for finding
words that contained “j ” and “* ” in CTP, we
can find words that started with “v ”. Then, we
can calculate the percentage of a poet’s poems
that used specific words that started with “v ”.
The statistics are collected for 13 renowned
poets and are listed in Table 6, which is placed at
the end of this manuscript because of its huge
size.

The third and following rows of Table 6
show two types of information. The second
leftmost column lists the white words that ap-
peared more than 30 times in the works of 12

136

poets®’. The leftmost column lists the total fre-
guencies of these white words that were used in
the poets’ poems. The percentages that appear to
the right of the white words indicate how often
an individual poet used this white word, while
the thick boxes indicate the most frequent words
used by the poets.

The first row, Ratio A, of Table 6 shows the
total percentage of the poet’s poems in CTP that
used the white words in Table 6. Li Bai liked to
use “v ” much more than others based on the
data. Nearly half of Li’s poems in CTP, i.e.,
46.65%, used the color.

The second row, Ratio B, of Table 6 shows
the total percentage of poets’ poems that used
“uv 57 (bai2 fa3, gray hair), “v &g ”(bai2 tao2,
white head), “# & ” (bai2 shou3, white head),
“v %% ”(bai2 syul, white beard), “v % ”(bai2
gu3, white bone), and “v £” (bai2 zil, white
mustache). Statistics for these terms are specially
marked by shadowed rows. These six terms
typically appeared in works that carried pessi-
mistic senses.

It is thus possible to peek into the differ-
ences of the main themes of poets’ works with
Ratio B. The B ratios of Meng Hao-Ran (& /2
#%), Li Shang-Yin (% % *Z), and Wen Ting-Yun
(78 5e3#5) are less than 2%. In sharp contrast, we
could see that the B ratios of Du Fu and Bai Juyi
are more than 7%. In general, Meng’s works are

?! Table 6 also includes statistics for selected words
that appeared more less than 30 times. This table is
adapted from a similar table in (Liu et al., 2015).
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Table 6. Percentages of poets’ works that used white words

Ratio A 8.96 | 1841 | 9.73 | 46.65 | 23.83 | 12.55 | 26.94 | 1567 | 18.80 | 17.37 | 16.30 | 10.48
Ratio B 187 | 572 | 180 | 592| 213 | 466 | 794 | 199 | 228| 719 | 370 3.23
freq. pigram FR & | F38 (2P | 39 | 327 | B&k | BF |(Er¥| ra|dhkE |5 |4
217 | % p 075 | 473 162 692 298| 101 242 o000 114] 20a| 222 3.23
164 | v % | 112 373 os5a| 23a| 1.28] 162] 199 o000] 08| 250 2.22| o054
158 | v 2| 299 199 o054 379 o085 142 086 | 028 7.41] 095] 44a] o027
149 | w5 | 000 | 075] 072] 067 | 043 223 337 114 os57] 2.23] 049 161
86 | v % | 075] 1.00] o018 156| 043 ] 020] 1.99] o0.85] 0.85] 1.02] 0.25] 0.81
74 |4 3| o000| 050 234] 3.01] 085)] 0.81] 060| 000] 08| 053 | 000]| 027
74 |46 5| 037| 050| o000 234] a68| 000 | 138] 2.85] o085] 030| 0.00| 0.0
63 |v 2| 037| 025| 036] 234) 000| 040| 1.04| 028 | 000| 068) 0.00]| 027
59 |v 4% | 000| 000| 018 | 1.00| 043 | 000] 354] 028 | 000| 008 | 0.00| 0.54
58 |v % | 000| 050| 018 | 156 043 | 000| 086 | 028 | 028 079 0.99] 0.27
54 |6 % | 000] 1.00] o090] 112 | 043 | 000| 026| 057 | 057 | 068 1.23] 0.81
38 |vwis# | 037] 075] o018 022 1.28] 020 052] 2.85] 000| 030] 000 054
32 |v-k| 000| 025| 000| 089 1.28] 000| 112 | 000 | 057 | 0.08| 0.00| 027
31 |v% | 000| 000| 018 | 011 | 000| 020| 000| 000 | 000] 098] 049 | 0.00
30 |v#%| 000| 025| 000| 179 | 000 | 0.40| 026 | 000 | 0.85]| 015| 0.25| 0.00
21 |v % | o000| 025| 018 | 1.23| 0.00| 000| 060 | 000| 000| 000 0.00]| 027
17 |v 2| 000| 000| 018 | 022 | 000| 000| 017 | 000| 057 | 0.19| 099 ] 0.00
15 | % | 000 | 000| 000| 000| 000| 040 | 000 | 000 | 000| 045 | 0.25| 0.00
15 |4 | 000| 000| 000| 078 | 085 | 000| 0.26] 0.85| 0.00| 000| 0.00| 0.00

considered to belong to the relaxing category (=
Flz%/%, Tian2 Yuan2 Shil Pai4), and Li and
Wen are considered to use expressions that lead
to “a beautiful and gorgeous conception” (Lee,
2009). Both Du Fu and Bai Juyi, on the other
hand, are considered as social poets who cared
about the status of the society.

4  Collocations and Antithesis

Collocations refer to the occurrence of two
words within a specified range. If two words
constantly appear within a short range, they may
have some close relationships in semantics.
Antithesis (%f %, dui4 zhang4) refers to the
parallelism in poems. Two words need to have
special relationships in their positions, pronunci-
ations, and meanings to form an antithesis pair.
There are complex rules®® for observing
antitheses and rhymes in Tang poems. In a Lu
Shi (#3%), the third and the fourth sentences
form a sentence pair (%, lian2), so do the fifth
and the sixth sentences. A pair of sentences
should follow the antithesis rules. In “¢ p % %
X F o050 4 b RAEHICIS 2P, 46 p 7 and “ris”

2 http://cls.hs.yzu.edu.tw/300/all/primaryl/DET4.htm
2 source: Yuan Zhen (~4£): F4 % & o #F = o

137

form a collocation but not antithesis, while “v
p” and “4F k ” are both a pair of collocation
and a pair of antithesis. In this case, “¢ p ” and
“¥rf£” do not locate at corresponding positions.

If we can segment words in poems correctly,
then recognizing antithesis will not be very
difficult. However, perfect word segmentation in
poems needs semantic information. Sometimes
the poems could carry ambiguous meanings.

4.1 Word Pairs

We can compute the collocations of a word to
acquire a sense of the circumstances of the
word’s occurrences. To do so, we extract con-
texts of words, say n characters, before and after
the word of interest from CTP. Then we can
compute frequent words from the contexts (cf.
Section 2.2).

Table 7 lists some educational findings
when we set n to 30. It is very interesting to find
out that “v Z” (bai2 yun2, white cloud) collo-
cates with “p? * ” (ming2 yue4, bright moon)
and “7-k” (liu2 shui3, running water), that “#
p " (bai2 ri4, bright sun) collocates with “§ %

j £
shi2 yil)

(gingl doul chunl ji4 - ji4 hu2 sanl ~ wu2
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Table 7. Statistics of some collocations in CTP (n=30)

v 2 v P v B
bigram freq. bigram freq. bigram freq. bigram freq. bigram freq.

e 61 F B 10 ¥ % 32 F 38 L F) 7

K 40 ¥R 7 F 21 ¥ 2 27 ¥ @ 6

Y 29 o F 7 TR 18 93 16 Tk 4

A 28 2 5 S B 15 ¥ % 15 27 4

2 F 17 T A 2 i 15 + 4 13 3 * 3

T E 16 F 3 2 aRan 6 A 8 oy 3

T3 14 9 1 FiE 3 F 42 7 fE 3

F7 3
1 2
Table 8. Corresponding colors in CTP

v 3 = ¥ 3 3 - Vil 2z
C F C F C F C F C F C F C F C F C|F|C]|F
F 1919 | ¢ |919 | ¢ | 358 | ¢ |[505| 4= [335| F | 197 | &= | 199 | ¢ | 142 | % |54 | F | 36
F | 505 | % | 202 | % |335] F | 152 | F [202 | | 139 | # | 188 | % | 70 | % |39 | % | 27
b | 358 | % [ 197 | ¥ | 199 | % | 139 | F | 83 | k= | 107 | # |100| ¥ | 50 | ¢ |33 |24
F 1274 % | 188 | ® | 139 | % [ 83 |9 | 70 | ¥ | 72 | % | 74 | # | 41 | % |19] 9% |15
2 142 F |152 ) # |11 | ¥ |74 | #F [ 70| > |70 |6 |57 | % |35 | F|15]m |13
B099 | &2 111 % | 107 | = | 44 | 2 31 | #F | 56 |~ 50 | % | 31 | &= 13| #F |10
97 | ¥ | 54 | & 44 | #* 39 127 | 2| 41 | &£ | 42 | = 29 | A |12 ] 2 8
Ml 9% | A | 54 |4 |36 | ® |33 |% |26 | 4£[39 % [3[|%]2|>]10%]s8
% |70 | | 42 |2 |31 |F |32 |%F|26 | ¥F|[35|4|31]|4]21]|7%]|8|%]|7
% |66 |2 |41 | & 21 | 227|423 |2 |32 |F|2|F|17|%x]|7|#A]7

(gingl chunl, young age) and “ .. (qgingl
shanl, mountains), and that “v %¢” (bai2 fa3,
gray hair) collocates with “3 ., and “# Z”
(gingl yun2, blueish clouds).

We can also study the cases of antitheses of
the white words that were used by individual
poets. For instance, we can find at least 26 in-
stances of “v % and “5 2 ” that were used as
a antithesis pair in CTP. “& Z " and “/-k” were
used as a antithesis pair by Liu Yu-Xi (%14 47),
Yao He (4% &), Huang-fu Ran (2 § 4 ),
Huang-fu Cent (2 ¥ %), Jia Dao (§ &), and
Qian Qi (4 4<), while “5 Z” and “5 % (qingl
cao3, green grass) were used as a antithesis pair
by Liu Zhang-Qing (%14 %), Shu-kong Si (7
% #), Yao Ho (¥* &), Zhang Ji (3% #&), Li Tuan
(% %), and Lang Shi-Yuan (28 L ).

These statistics offer some hints about the
word semantics, and researchers may want to
(and we can) extract the poems that contain a
specific pair of words to examine the complete
poems for either literary or social studies.
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4.2 More Colorsin CTP

It is certainly possible to focus on one-character
color words as well. We can check the positions
of the colors in sentences, and find pairs of
colors that appear at the same corresponding
positions in a pair of sentences. As the most
common color in CTP, “% ” corresponds to
many other colors: “% ”(zhul), “= ”(danl), “*”
(hong2), “x:7(feil), “*%”(tong2), “+ "(qingl),
“®”(cuid), “#¥”(bi4), “% (lud), “% "(cangl),
“7#7(qingl), “¥% (zi3), “= "(xuan2), “& "(zao4),
“ 2 ”(heil), “# ”(lu4), “ P ”(ming2), “% "~
(huang2), “ £ ”(jinl), and “42”(yin2).

Table 8 lists some of the frequent color
pairs for 10 colors in 10 major columns, each
separated by a double bar. In each major column,
the € sub-column lists the colors that correspond
to the color of the major column, and the F
sub-column shows the frequencies.

That “¢ ” corresponds to “ ” (gingl, blue)
and “¥F " (huang2, yellow) and that “Z™ (bi4,
green) corresponds to “ 4= (hong2, red) and “3 "
most frequently are s interesting findings.
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Given these statistics and other computa-
tional supports, we are ready to explore more
interesting topics that are related colors in CTP
(Cheng et al., 2015).

5 Social Network Analysis

Poets mentioned names of their friends or other
people in the titles and contents of their poems,
so we can use the CTP as a basis for studying
social networks of Tang poets. As an extreme
example, Li Bai mentioned himself in his own
poems: “% v k& MpriT o LB AV KB
(li3 bai2 cheng2 zhoul jiangl yu4 xing2, hul
wen2 an4 shang4 ta4 gel shengl).

In CTP, at least eight poets mentioned Li
Bai in 15 works, among which Du Fu contribut-
ed seven. We can also see comments on Du Fu
by Luo Yin (%), ie, “RF#F7P ¢ 101 5
AR 3 72% (dud fu3 shli zhongl wei3 qu3
hual, zhi4 jinl wu2 lai4 shang4 hao2 jial).

Of course, mentioning a person’s name may
not imply direct friendship. The title “& ) i&
2 (changl shal guo4 jia3 yi2 zhai2) cannot
be used to infer that Liu Zhang-Qing (%] %),
the author, passed Jia Yi’s (# &) home, which is
almost impossible as Jia passed away in 168 BC,
and Liu was born in 709 AD.

It is easy to build the relationship of “men-
tioning the name of” in poems, but it takes more
discretion to judge direct friendships. We can
employ other biographical information such as
style names (%, zi4), pen names (%%, hao4),
birthdays of the poets, from the China Bio-
graphical Database®® to make reliable decisions.

Sometimes, a poet’s name is not completely
listed in poems. In “5 » 3% & oo AR L 3 #Y
(bai2 ye3 shil wu2 di2, piaol ran2 sil bu4 qun2),
Du Fu referred to Li Bai only by “& . Hence,
cares are needed to handle special cases.

Verbs can offer extra information about the
relationships between the poets and the men-
tioned persons. For instance, Li Shi-Min (% &
%) was a Tang emperor, and he “g ” (ci4, give
as a present) his poems to officers. Du Fu would
“I8” (yi4, recall) Li Bai. Such verbs show us not
only the way to find connections between per-
sons but also the types of connections. Poems of

source: Li Bai (% ¢ ): B2 % (zeng4 wangl lun2)
source: % & ¥ ik 4 (ji4 nan2 cheng2 wei3 yi4 ren2)
http://isites.harvard.edu/icb/icb.do?keyword=k35201

" source: DUFU (£ #): % p %9 (chunlridyid
1i3 bai2)
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emperors, for instance, shed light on their con-
nections with high-ranking officers that are
useful for historical studies (cf. Chen, 2010).

We may request a list of such special verbs
from domain experts, or we may apply the tech-
nique of “word clippers” (Chang, 2006) to find
verbs that collocated with names, thus providing
opportunities for finding diverse, realistic and
virtual connections among poets.

6 Concluding Remarks

Finding a needle in a haystack is challenging for
human beings, but finding specific words in
millions of words is easy for computers. With
the aforementioned applications, we demon-
strated the potentials of computational tools for
studying the Complete Tang Poems, which is a
bright spot in a fast-growing research field —
Digital Humanities. Computational tools, such as
information retrieval, textual analysis, and text
mining, cannot accomplish deep research yet,
but they can help researchers find and collect
much more relevant research material with
astonishing efficiency.

Evidence shows that knowing the collection
of words that were used by individual poets
opens a window for observing the inner worlds
of the poets. The concept of distributional se-
mantics is proved to be effective for studying
CTPR.

We still need to strengthen our ability to
check the constraints for pronunciations and
rhymes in poems so that we can judge antithesis
more precisely with less human participation.

The functions of colors in poems offer a
stimulating direction that we intend to dig in
further. To do so, we need to employ more tech-
nologies for affective computing (Zheng, 2012)
so that our software can learn to read between
the lines.

We are grateful to the reviewers of this pa-
per for valuable pointers for collocation net-
works (Williams, 1998) and style analysis
(Quiniou et al., 2012). We will have to consider these
suggestions in the context of CTP, which contains
limited material for individual poets. The actual work
about building social networks with CTP is still
underway.
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Abstract

In recent years many people have begun to
express their thoughts and opinions on Twit-
ter. Naturally, Twitter has become an ef-
fective source to investigate people’s emo-
tions for numerous applications. Classifying
only positive and negative tweets has been ex-
ploited in depth, whereas analyzing finer emo-
tions is still a difficult task. More elaborate
emotion lexicons should be developed to deal
with this problem, but existing lexicon sets
are mostly in English. Moreover, building
such lexicons is known to be extremely labor-
intensive or resource-intensive. Finer-grained
features need to be taken into account when
determining finer-emotions, but many exist-
ing works still utilize coarse features that have
been widely used in analyzing only the po-
larity of emotion. In this paper, we present
a method to automatically build fine-grained
emotion lexicon sets and suggest features that
improve the performance of machine learning
based emotion classification in Korean Twitter
texts.

1 Introduction

Nowadays, people freely express their thoughts on
microblogs, and Twitter is known to be one of the
popularly used services. In 2014, 500 million tweets
were sent per day by 316 million monthly active
users across the globe!. Not surprisingly, Twitter
has been actively mined in the field of computer sci-
ence to investigate public opinion (Diakopoulos and
Shamma, 2010; Kim et al., 2014; O’Connor et al.,

"https://about.twitter.com/company
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2010), get real-time information (Doan et al., 2012),
and even forecast future events (Bollen et al., 2011).
All such research shows Twitter’s potentials in the
analysis of human thought and behavior. In partic-
ular, researchers are showing interest in the analysis
of human emotions presented in Twitter messages.
Many studies have been done to classify sentiments
(positive and negative) in tweets. Going further, re-
searchers are currently trying to analyze fine-grained
emotions beyond polarity. Fine-grained emotion
analysis is known to be more challenging than sen-
timent analysis because it must identify subtle dif-
ferences between emotions. Dealing with emotions
in an individual Twitter post is even more difficult
because of its short length with the frequent use of
informal words and erroneous sentence structures.
Elaborate emotion lexicons should be used to deal
with the problem, but non-English speaking coun-
tries have difficulties using existing lexicon sets be-
cause they are mostly in English. Further, build-
ing such lexicons is known to be extremely labor-
intensive or resource-intensive that can be a burden
to under-resourced countries. Moreover, a set of
features that achieves the best performance in fine-
grained emotion classification should be exploited
that is particularly attuned to tweets written in spe-
cific language.

Our goal in this paper is to classify Korean Twit-
ter messages into fine-grained emotions. The emo-
tion types are Ekman’s six basic emotions (Ekman,
1992) and it is known to be the most frequently used
in the field of computer science for emotion min-
ing and classification (Bann and Bryson, 2012). For
this goal, we employed machine learning algorithms

29th Pacific Asia Conference on Language, Information and Computation: Posters, pages 142 - 150
Shanghai, China, October 30 - November 1, 2015
Copyright 2015 by Hyo Jin Do and Ho-Jin Choi
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with fine-grained features including an emotion lex-
icon feature. Specifically, we addressed the follow-
ing problems:

1. Emotion lexicon construction. Is there any sim-
ple and automatic method to generate emotion
lexicons particularly attuned to the Twitter do-
main without using other lexical resources?

2. Feature engineering. What is the best set of
features that can effectively show the subtle
distinctions between finer-grained emotions ex-
pressed in Korean Twitter texts?

We propose an emotion lexicon construction
method and features to address the problems above.
Our main contributions are the following:

1. Emotion lexicon construction. We propose
the weighted tweet frequency (weighted TwF)
method, a simple and automatic way to build
emotion lexicon lists directly from an anno-
tated corpus without using other resources. The
method will be useful for many countries where
relevant resources are not available.

2. Feature engineering. We propose a set of
fine-grained and language-specific features that
improves the overall performance of machine
learning based emotion classification in Korean
Twitter texts.

3. Resource and Dataset Our study is unique be-
cause emotion analysis on Korean Twitter texts
has rarely been addressed before. In addition,
we built an annotated dataset, emotion lexicon
sets, and other resources. Since finding related
datasets and resources in Korean is difficult, we
believe our work can contribute to future re-
lated studies.

The rest of this paper is organized as follows. Sec-
tion 2 overviews related work, and in Section 3,
we introduce our annotated dataset. In Section 4,
we present our emotion lexicon construction method
and in Section 5, we describe features designed for
classification. We provide experimental results and
analysis in Section 6 and conclude in Section 7.
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2 Related Work

There have been extensive studies on sentiment
analysis that classify expressions of sentiment into
positive and negative emotions. In the last few years,
researchers have started to explore finer granularity
of emotion because simple division of polarity may
not suffice in many real-world applications. There
are two main approaches to emotion analysis, one is
a lexicon based approach and the other is a machine
learning based approach. The lexicon based ap-
proach utilizes a dictionary of words annotated with
their emotional orientation and simply counts the
words or aggregates the according values presented
in texts. In contrast, the machine learning based ap-
proach performs classification using machine learn-
ing algorithms based on carefully designed features.
Roberts et al. (2012) tried to classify seven emo-
tions in the Twitter domain with binary support vec-
tor machine(SVM) classifiers, and Balabantaray et
al. (2012) also used SVM classifiers with features
including WordNet-Affect emotion lexicons.

A large number of existing emotion lexicon sets
were built manually such as WordNet-Affect (Strap-
parava and Valitutti, 2004) and Linguistic Inquiry
and Word Count (Pennebaker et al., 2001). Crowd-
sourcing is often utilized to obtain a large volume
of human annotated lexicon sets such as the NRC
Word-Emotion Association Lexicon (Mohammad
and Turney, 2013). Non-English speaking countries
like Korea have difficulties building emotion lexi-
cons without human labor because existing lexicons
and crowd-sourcing platforms are mostly available
in English. To deal with the difficulties, one pop-
ular approach is to build lexicons upon other re-
sources. For example, AffectNet (Cambria and Hus-
sain, 2012) was constructed using ConceptNet(Liu
and Singh, 2004) and WordNet-Affect (Strapparava
and Valitutti, 2004). Another popular choice for
building lexicon sets automatically is translating ex-
isting lexicon lists written in English. Those built
by Remus et al. (2010) and Momtazi (2012) are ex-
amples. We also propose an automatic method that
does not require lexical resources and translation.

Very few attempts have been made so far to ana-
lyze emotions in Korean text. Cho and Lee (2006)
identified eight emotions in Korean song lyrics with
manually annotated word emotion vectors. Lee et al.
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(2013) classified Korean tweets into seven emotions
and achieved 52% accuracy when using the multi-
nomial naive Bayes algorithm with morpheme fea-
tures. The only publicly available Korean emotion
lexicons we found were a set of 265 terms of nine
emotion types, manually built by Rhee et al. (2008).
Our work differs from the aforementioned Korean
studies because we automatically construct larger
emotion lexicon sets and introduce fine-grained fea-
tures that are particularly attuned for Korean Twitter
texts.

3 Korean Twitter Emotion Analysis
(KTEA) Dataset

A Twitter dataset annotated by emotion types is
essential in the machine learning based approach
for the purpose of training. To build the corpus,
we collected random Korean Twitter messages us-
ing Twitter streaming API. We removed tweets with
RT, URL links, and replies. After the collection
process, a corpus can be annotated either manually
by human annotators or automatically by distant la-
bels (Go et al., 2009; Wicaksono et al., ; Lee et al.,
2013). In our case, we manually annotated the cor-
pus. Each tweet was labeled by three annotators,
producing three emotion labels per tweet. Conse-
quently, we constructed a Korean Twitter Emotion
Analysis (KTEA) dataset?, which contains 5,706
valid tweets labeled by seven types of emotions -
Ekman’s six emotions and no emotion(neutral). Us-
ing the dataset, we constructed emotion lexicon sets
as described in Section 4 and trained our machine
learning algorithm as presented in Section 5.

4 Constructing Emotion Lexicons

4.1 Our Approach - Weighted Tweet
Frequency

We built emotion lexicons automatically from the
annotated corpus without using other lexical re-
sources. For the construction, we utilized part of our
KTEA dataset, which is the set of tweets, each of
which was labeled as representing one of Ekman’s
six emotion types (disregarding the neutral case) by
at least one annotator. Table 1 shows the number of
tweets we used per emotion for the purpose of lexi-
con construction.

2g00.gl/GuOGNw
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Emotion | Number of Tweets
Happiness 770
Sadness 1377
Anger 903
Disgust 694
Surprise 475
Fear 228
Total 4447

Table 1: The number of tweets we used to generate emo-
tion lexicons using weighted TwF approach

To generate emotion lexicons, we propose the
weighted tweet Frequency (weighted TwF) method.
First, we aggregated tweets of the same emotion la-
bel in one document (d), producing six documents
(D) of tweets as a result. Using the six documents,
we calculated the weighted TwF for each term (%)
that appeared in the documents. The weighted TwF
is expressed in Equations 1, 2, and 3. Consequently,
we generated six emotion lexicon lists, one list for
each emotion type. Each lexicon has a weighted
TwF value which shows the strength of the corre-
sponding emotion, i.e., the higher the value is, the
stronger the emotion is. The basic idea is simi-
lar to the concept of term frequency - inverse doc-
ument frequency (TF-IDF)3, for which the occur-
rences of a term are counted and a penalty is given
if the term appears in several documents. However,
TF-IDF is not appropriate for our task because the
structures of tweets are often highly ungrammati-
cal, and there are many tweets with meaningless
terms, which are sometimes excessively repeated in
one tweet. In such cases, the meaningless terms
produce high term frequency, which results in erro-
neous emotion lexicons. As illustrated in Figure 1,
when term frequency (TF-IDF) is used, we can see
some words (that are names in this example), such
as A9 “Xiumin”, A7F “Sung Kyu”, and 77l
] “Kim Min Seok”, ranked high in the happiness
lexicon list. This is because there are few tweets
that excessively repeat those names. Similar kinds
of unstructured tweets are frequent in Twitter, and
we can disregard such cases by using the tweet fre-
quency defined in Equation 1. It counts the num-
ber of tweets instead as true emotion lexicons appear
across many tweets, not in a few erroneous tweets.

*https://en.wikipedia.org/wiki/Tf-idf
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Ungrammatical Tweet Example 1:

Result of TF-IDF Result of Weighted TwF

This tweet repeats the word, ZH4 71
“handsome”, and a person’s name, 4

B} “thank you” T} thank you”

I X} "pizza” ZEZt “handsome person”

A 81 “Xiumin” S = 5|Ct "happy”

%44 7| Cf "handsome” BiX|C} “wonderful”

o1 X| C} “wonderful” Ab2 “love”

Ungrammatical Tweet Example 2:

&7 "Sung Kyu" 018 "calm”

This tweet repeats person’s names, A| 22|

212 “Big Bang”

“Xiumin” and Z1014 “Kim Min Seok”.
BIa A2 A 2101 A2 A

& 14 "Kim Min Seok” Ab2t AT} “adorable”

Figure 1: Example of top-ranked happiness lexicons generated from TF-IDF and weighted TwF

Another reason why TF-IDF is not suitable is the log
term in IDF, which is trivial due to the small num-
ber of documents. Thus, we used a simple weighting
scheme instead as in Equation 2. We set the weight
to zero when a lexicon appeared in all the emotion
documents in order to remove lexical items that ap-
pear very frequently but without any emotions, for
example, It} “is”, and L} “T".

- d : A document with tweets of same emotion

- D : Total set of ds

- t : Target term

- n: The number of ds where ¢t appears

Normalized Tweet Frequency

_ Number of tweets in d where ¢ appears ey
N Total number of terms in the d
1
, — n<|D|
Weight = ¢ n (2)
0 n=|D|
weighted Tweet Frequency (weighted TwF) 3)

= Normalized Tweet Frequency x Weight

Automatic methods of building emotion lexicons
have been studied in many works. There are two
widely used methods, namely, a thesaurus-based
approach (Section 4.2) and a translation-based ap-
proach (Section 4.3).

4.2 Thesaurus-Based Approach

The thesaurus-based method builds emotion lexicon
lists using synonyms. Using a small set of emotion
seed words, this method looks for synonyms using a
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thesaurus and adds them to the emotion lexicon lists.
Due to the lack of a large and representative Ko-
rean thesaurus, we combined various publicly avail-
able resources, namely, Dong-a’s Prime dictionary?,
Naver dictionalry5 , a Korean thesaurus®, and Wise-
WordNet’. First, seed words — happiness, sadness,
anger, disgust, surprise, and fear — were translated
into Korean using Dong-a’s Prime English-Korean
Dictionary. Then, we extended the emotion lexicon
sets to include derivatives and synonyms using var-
ious resources and thesauruses. Since the resources
were not perfect, there were many erroneous syn-
onyms. Thus, for the last step, we manually re-
moved the unreasonable ones. The detailed proce-
dure is summarized in Table 2.

4.3 Translation-Based Approach

There are many lexical resources in English for
emotion analysis. This method translates such re-
sources to a specific language, in our case, Ko-
rean. Among many lexical resources, we chose
WordNet-Affect (Strapparava and Valitutti, 2004) as
it is one of the popular and typical emotion lexicon
sets used in emotion analysis, and it is freely avail-
able. WordNet-Affect contains WordNet synonyms
and is manually annotated by Ekman’s six emotions.
We translated the WordNet-Affect list using Google
Translate®. We employed the Google service as it is
the most widely used translator and its performance
is known to be fairly accurate. However, there were

*http://www.dongapublishing.com/entry/index.htm]
Sdic.naver.com

Shttp://www.wordnet.co.kr/

"Software Research Laboratory, ETRI
8https://translate.google.co.kr/
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Thesaurus-Based Approach

Seed words

happiness, sadness, anger, disgust, surprise, fear

(each seed word constructs according emotion

lexicon list)

Step 1. Translate seed words to Korean using
Dong-a’s Prime dictionary

Step 2. Add derivatives using NAVER dictionary

Step 3. Using Korean thesaurus, add synonyms
of each word

Step 4. Using WiseWordNet, add primary
synonyms of each word

Step 5. Leave only exclusive words for each
emotion and remove duplicates within list

Step 6. Manually remove unreasonable or
misleading emotion words

Table 2: Procedure of making emotion lexicons using
thesaurus-based approach

some erroneous translations since the Korean trans-
lator is not perfect. Thus, we manually modified and
removed problematic words and duplicates.

4.4 Comparison

In this section, we explain the qualitative aspects of
our lexicon construction method in comparison with
other approaches. The advantages of our emotion
lexicon sets built by weighted TwF approach are the
following:

1. As the wordlist is constructed based on real Twit-
ter messages, the method generates Twitter-specific
lexicons that include slang, swear words, and un-
grammatical words. Example: &2 “slang for
handsome person”, Z o} “ungrammatical word for

like”

2. Our method discovers topics that are closely re-
lated to some particular emotions. Example: OFX}
“night school study” (sadness - many students feel
sad when they are forced to study at night in school)

3. It is possible to discover keywords that particularly
appear in a specific time range. The method au-
tomatically updates the lexicons to include newly-
coined words, which are essential for emotion anal-
ysis in Twitter domain. Example: 25 “Big Bang”
(happiness - a famous Korean singer Big Bang re-
leased a new album at the time we constructed the
emotion lexicons)

We show the effectiveness of our weighted
TwF approach by comparing it with the popular
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Approach Weighted TWF  Thesaurus Translation
Automatic? (0] (0] (0]

Resource-free? (6] X(thesaurus) X(translator)
No manual work? (0] X X
Twitter-specific? (0] X X

Table 3: Comparison of our weighted TwF approach with
thesaurus-based and translation-based approaches

thesaurus-based and translation-based approaches.
Table 3 compares the three approaches. These ap-
proaches can automatically generate emotion lexi-
cons. To be specific, using the thesaurus-based ap-
proach, we are able to construct emotion wordlists
easily and automatically by using only a small set
of seed words. The translation-based approach also
translates the existing emotion lexicons automati-
cally using translators. However, the thesaurus-
based approach is heavily dependent on lexical re-
sources like dictionaries and thesauruses. A well-
built thesaurus is not likely to be available in
many non-English speaking countries. Additionally,
translation-based approach requires a reliable trans-
lator. In comparison, our weighted TwF approach is
based on statistics, which are independent of lexical
resources and translators; thus, it would be very use-
ful for under-resourced countries. Moreover, we ob-
served that the thesaurus- and translation-based ap-
proaches generate a lot of erroneous words due to
errors of resources and translators. Hence, manual
removal of those words was necessary to achieve
accurate results. In contrast, our approach gener-
ates lexicons with strength values that show how ac-
curately the word may belong to an emotion type.
Even though erroneous words are included in the
list, they are likely to be ignored due to the low
weighted TwF value. Lastly, our lexicon sets are par-
ticularly attuned to the Twitter domain; they include
slang, jargon, ungrammatical words, and newly-
coined words, whereas most other approaches do
not.

5 Machine Learning with Fine-Grained
Features

Our goal is to classify Korean Twitter messages ac-
cording to one of the following six emotions, happi-
ness, sadness, anger, disgust, surprise, and fear. We
used a machine learning algorithm to classify each
Twitter message represented by a feature vector. We
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first explain features that we propose in this work
and explain our machine learning classification.

5.1 Fine-Grained Features

Feature engineering is very important in machine
learning. Features that have been traditionally used
in emotion analysis are lexicons and punctuations.
Positive and negative emoticons such as :) and :(
have also been used in some research. However,
more fine-grained and language-specific features are
necessary to distinguish finer granularity of emo-
tions. To come up with some effective features, we
worked with the following ideas:

e Emoticons and symbols may express specific
types of fine-grained emotions

e Some alphabet letters may convey emotions

e Exclamation words may appear in surprise
messages

e Swear words may appear in angry messages

We explain how we designed the features accord-
ing to the ideas we presented above with some ex-
amples.

Fine-Grained Emoticons and Symbols Emoticons
and symbols are important in analyzing online lan-
guage because many people express their feelings
using them. We constructed a list of emoticons for
each fine-grained emotion type that are used in Ko-
rea as well as general emoticons widely used in East-
ern and Western countries. We constructed a dictio-
nary of emoticons and symbols with the aid of vari-
ous website articles. Moreover, we included Emojis
which have become increasingly popular on Twitter
since mobile devices adopted them. We sorted each
emoticon and symbol into one of the six emotions
using the explanations written in the websites. One
interesting aspect of the dictionary is that it utilizes
regular expressions to incorporate various mutations
of emoticons. For example, Korean emoticons of-
ten use various or extended particles to represent
the mouth of a face. In the case of a smiling face
("), people use various mutation of such emoticons
suchas (".),("___"),"."),C A7),("3%). In other words,
similar to languages, emoticons also have informal
versions of similar patterns. Thus, we incorporated
such common cases with regular expressions. Part
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Emotion | Happiness Sadness Surprise Fear

=) ian =i —A— V(@) /! ~

Examples | \"([(Ms]\" | T{"s)T o'l'o 0170 00

(=) -

M an Lt XX
=) & e - o

Figure 2: Example of fine-grained emoticon-emotion dic-
tionary

Korean Letters Meaning
A, Laughing with Happiness
T, T Crying with Sadness
CC Shaking with Fear
HCHC Trembling with Anger

Table 4: List of Korean letters closely related to emotions

of the dictionary of emoticons and symbols is shown
in Figure 2.

Korean Emotion Letters Language-specific feature
are important in performing emotion analysis for a
specific language. Koreans use certain Korean let-
ters to show emotions, so we took certain letters into
account that are listed in Table 4. ‘=’ and ‘&’ are
often used to indicate laughter, while ‘41’ and ‘—’
indicate crying. Also, sequences of letters, such as
‘C T’ and’H T H T, are often used to express fear
and anger, respectively. We counted and normalized
the number of such emotion letters and added them
as a language-specific feature.

Exclamations of Surprise According to Merriam-
Webster dictionary, the definition of an exclamation
is “a sharp or sudden cry, a word, phrase, or sound
that expresses a strong emotion””. We assumed that
exclamations are often used in tweets expressing
surprise, such as WAA} “oh no”, 9t “oh dear”, and
2 9l “wow”. We searched various websites and col-
lected examples to make a list of exclamations of
surprise. As a result, we constructed a list of 45
surprise exclamation words. We then counted the
number of occurrences of such words in tweets and
added them as a feature.

Swear Words We observed that swear words are of-
ten used in angry tweets; therefore, we assumed that
there occurrence is a strong clue to identify tweets
expressing anger. We constructed our own list of
Korean swear words by combining numerous related

*http://www.merriam-webster.com/dictionary/exclamation
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resources and websites. As a result, a list of 227
Korean swear words was built. For each tweet, we
counted the number of occurrences of swear words
and added them as a feature.

Consequently, we designed a feature vector based
on the conventional features as well as the features
we presented above. To sum up, we considered the
following features for classification:

Emotion lexicons (weighted TwF)
Emotion lexicons (thesaurus+translation)
Punctuation (? ! 1?7 ., ~)

Fine-grained emoticons and symbols
Korean emotion letters

Exclamations of surprise

7. Swear words

N hE LD =

5.2 Machine Learning Based Classification

Before constructing a machine learning classifier,
we applied the synthetic minority oversampling
technique (SMOTE) (Chawla et al., 2002) to the
training set, a well-known oversampling method,
which is known to be more effective than the plain
oversampling method with replication. We pre-
ferred an oversampling method to an undersam-
pling method since our dataset is highly imbalanced,
and undersampling removes too many instances.
SMOTE generates synthetic instances of the minor-
ity class by choosing a random point for each line
segment between randomly selected neighbors from
k nearest minority neighbors. As a result of apply-
ing SMOTE to our training set, we could make a
balanced dataset, which is favored for most machine
learning algorithms. We compared several machine
learning algorithms for classification, including sup-
port vector machine (SVM), multinomial logistic re-
gression, random forest, J48, naive Bayes, and ze-
roR.

6 Experimental Results and Analysis

We performed experiments using WEKA!? to eval-
uate 1) our weighted tweet frequency method and 2)
the performance of machine learning based classifi-
cation using the feature vector we engineered.

Dataset For training and testing the machine learn-
ing algorithms, we used 899 Twitter messages from
our KTEA dataset, which contains tweets for which

Ohttp://www.cs.waikato.ac.nz/ml/weka/
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three annotators all agreed on the emotion type, ex-
cluding neutral. We performed 5-cross validation.
Performance Measure We used precision, recall
and F-measure to evaluate the classification perfor-
mance for each emotion type. Also, the weighted
average of each measure was computed to determine
the overall performance of unbalanced test dataset.
Weighted Tweet Frequency We investigated the
performance of our lexicon building method,
weighted tweet Frequency, and compared it with the
performance of the thesaurus- and translation-based
methods. We found that the lexicons based on the
thesaurus- and translation-based approaches suffer
from low coverage due to the lack of reliable words
produced by the Korean resources and translator.
Therefore, we combined the lexicon lists produced
by the thesaurus- and translation-based approaches
to make a larger emotion lexicon list. In other words,
we compared our approach (weighted TwF) against
the combined approach (thesaurus+translation). The
precision, recall, and F-measure of using SVM is
shown in Figure 3. The F-measure of our approach
is higher than that of the thesaurus+translation ap-
proach. The precision of the thesaurus+translation
approach is relatively high due to the manual re-
moval of erroneous words from the lists. How-
ever, its recall is very low because it does not con-
tain Twitter-specific words. Furthermore, our ap-
proach, used together with the thesaurus+translation
approach, achieves the best performance.

Machine Learning Based Classification First, we
investigated the most appropriate machine learning
algorithm for classification. We tested various ma-
chine learning algorithms: SVM, multinomial logis-
tic regression, random forest, J48, naive Bayes, and
zeroR. Figure 4 shows the results. SVM produced
the best precision, recall, and F-measure compared
to the others.

We conducted another experiment to evaluate
how well the features we proposed improved the
performance of SVM. As shown in Figure 5, the
best performance was observed when all the fea-
tures were combined and the overall F-measure was
about 70%. Emotion lexicon and punctuation fea-
tures achieved an F-measure of about 64%. Adding
the exclamation of surprise feature improved the
classification of the surprise emotion by a 12% F-
measure. Further adding Korean emotion letters



PACLIC 29

1] 0.2 0.4 0.6 0.8 10 0.2

Recall
0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

Happiness
Sadness ¢
Disgust [
Fear
Anger [

Surprise f

Weighted average

S

# Weighted TwF % Thesaurus and Translation ™ Combined

Figure 3: Precision, recall, and F-measure of using our weighted TwF, thesaurus+translation, and the two approaches
combined. The best accuracy was observed when all the approaches were used.

80.0%
00% —/fraam
A
| ’
60.0% A %
500% A /
A /
200% | A /
A N
300% A / —
N /
200% |— A / \
A 7
100% | A\ / 7
A
oo |2 N
Multinomial
UM Logistic Random Forest 148 Maive Bayes ZeroR
Regression
¢, Precision 707% 70.3% 62.8% 63.1% 62.4% 13.8%
™ Recall 69.2% 67.6% 62.4% 615% 40.5% 37.2%
W F-measure 69.5% 68.2% 62.2% 61.9% 45.0% 20.1%

Figure 4: Precision, recall, and F-measure achieved by
using different machine learning algorithms. SVM gen-
erated the best performance.

helped to classify sadness, increasing the classifi-
cation score from 67% to 72.1%, while the value
for fear increased from 76.3% to 79.5%. Moreover,
combining emoticon and symbol feature particularly
improved the classification for happiness increased
from 73% to 76.3%. Lastly, we added the swear
word feature. As expected, it increased the classi-
fication of anger from 54.4% to 56.5%. Overall, we
found that our fine-grained features helped the anal-
ysis of fine-grained emotions, and we believe that
improving the feature resources will further improve
the overall performance.

7 Conclusion

We proposed a machine learning based classifica-
tion method that sorts Korean Twitter messages into
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A B C D E F

# Precision 0.621 0.656 0.669 0.69 0.701 0.707
~ Recall 0.553 0.644 0.659 0.675 0.688 0.692
= F-measure| 0.563 0644 0.66 0.677 0.691 0.695

Feature Sets

A. Emotion Lexicon (Weighted TwE Thesaurus+Translation)
B. A+ Punctuation

C. B+ Exclamation of Surprise

D. C+ Alphabet
E. D+ Emoticon and Symbol
E  E+ Swear Words

Figure 5: Precision, recall, and F-measure using com-
bined set of features. Using all features achieved the best
performance which is about 70% F-measure

six emotion types using carefully designed features.
Emotion analysis research in under-resourced coun-
tries can benefit from our emotion lexicon building
method as we automatically construct lexicons with-
out any help from other resources and tools. In ad-
dition, we suggested several fine-grained features to
improve classification performance. We believe that
our research, the KTEA dataset, and resources rep-
resent a significant step forward in Korean Twitter
emotion analysis studies, which have been rarely ad-
dressed before.
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Abstract

This paper proposes a new method of Chi-
nese word segmentation based on proportional
analogy and majority voting. First, we in-
troduce an analogy-based method for solving
the word segmentation problem. Second, we
show how to use majority voting to make the
decision on where to segment. The prelimi-
nary results show that this approach compares
well with other segmenters reported in previ-
ous studies. As an important and original fea-
ture, our method does not need any pretraining
or lexical knowledge.

1 Introduction

Words are usually considered a basic unit in natu-
ral language processing (NLP) studies. As natural
language texts are continuous sequences of charac-
ters, it is generally agreed that word segmentation is
the initial step of NLP. The performance of the best
Chinese segmenters for F-score has reached 95%, as
reported in the second SIGHAN Chinese segmenta-
tion bakeoff (Emerson, 2005). These best existing
methods rely on massive training data.

How to utilize as much information as possible
from the training corpus to adapt a segmentation sys-
tem towards a segmentation standard has been the
main issue (Kit et al., 2005). Most of existing meth-
ods can be roughly classified as either dictionary-
based or statistical-based methods.

Dictionary-based methods usually rely on large-
scale lexicons and are built upon a few basic "me-
chanical” segmentation methods based on string
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matching. Without a large, comprehensive dictio-
nary, the success of such methods degrade.

Statistical-based methods consider the segmenta-
tion problem as a classification problem on charac-
ters and usually involve complicated language mod-
els trained on large-scale corpora.

All of these methods require pre-training data and
prior lexical knowledge. All current methods as-
sume comprehensive lexical knowledge. How to
model human cognition and acquisition it to seg-
ment words efficiently without using knowledge of
wordhood is still a challenge in CWS (Huang et al.,
2007).

After this introduction, we shall introduce the no-
tion of proportional analogy in section 2 on which
our proposal relies. In section 3, we shall describe
the main idea of our new method for CWS using
proportional analogy. Section 4 shall present the de-
tails of our implementation of our method. Section
5 shall detail some experiments done to evaluate our
method with other state-of-the-art methods.

2 Proportional Analogy

Analogy has shown great potential in natural lan-
guage processing, like machine translation (Lepage
et al., 2005) and semantic relations (Turney et al.,
2005). A proportional analogy is a relationship be-
tween four objects, noted A : B :: C' : D inits
general form (Lepage et al., 2005). On numbers we
have:
5 10 1 . .o .
T~ 30 also written as an analogy 5 : 15 :: 10 : 30
By using words, sequences of words or sentences
instead of numbers, we get proportional analogies
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between words, sequences of words or sentences.
For instance, the following example is a true anal-
ogy between sequences of words:

I walked : to walk :: I laughed : to laugh

We use the algorithm proposed by Lepage (1998)
for the resolution of analogical equations. This algo-
rithm is based on the formalization of proportional
analogies shown in formula (1) (Lepage, 2004).

|Ala = |Bla = |Cla — |Dla, Va
dist(A, B) = dist(C, D)
dist(A,C) = dist(B, D)
ey
Here, a is a character, whatever the writing sys-
tem, and A, B, C and D are strings of characters.
|Al, stands for the number of occurrences of char-
acter a in the string of characters A and dist(A, B)
stands for the edit distance between strings A and
B which only considering insertions and deletions
only as edit operations. The input of this algorithm
is three strings of characters, words, sequences of
words or sentences. Its output is a string of charac-
ters in analogy with the input. The following is an
example applying this algorithm in Chinese:

LM KB RAEAR X
x =R &"BK

A:B:C:D<&

3 A New Method for CWS using
proportional analogy

We propose a new Chinese word segmentation
method based on proportional analogies. Crucially,
we no longer need any pre-processing phase (train-
ing) or lexical knowledge (dictionary). The follow-
ing gives the basic idea of the method. We are
inspired by the example-based machine translation
system proposed by Lepage et al. (2005).

Let us suppose that we have a corpus of sen-
tences in their usual unsegmented form and their
segmented form. We call it the training corpus. A
line in such a training corpus may look like:

unsegmented form # segmented form
e A R e e
wORE 3 Ee
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Let D be an input sentence to be segmented into
segmented sentence D.

(i) We build all analogical equations A; : B; :: x :
D with the input sentence D and with all pairs
of sub-strings (A;, Bj) from the unsegmented
part of the training corpus. According to for-
mula (1), not all analogical equations have a
solution. In order to get more analogical so-
lutions and reduce time in solving analogical
equations, we only consider sub-strings A; and
B; which are more similar to D than a given
threshold;

(i) We gather all the solutions x of the previous
analogical equations and only keep the solu-
tions, named C; ;, which belong to the training
corpus. As it is easy to map from unsegmented
part to segmented part for any sub-strings in
training corpus, for each C; ;, A; and B;, we
easily retrieve their corresponding segmented
formsC; ;, /ii and Bi in the segmented part of
the training corpus;

(iii)) We then form all possible analogical equations

with all pairs (A4;, B, C; j):

AzBZ ::Cz',j Yy

We output the solutions y = Elvj of all these
analogical equations. They are hypotheses of
segmentation for D. We record the number of
times of each hypotheses. Recall that differ-
ent analogical equations may generate identi-
cal solutions.

Figure 1 gives a simple example to illustrate the
basic work flow of the method described above.

4 A CWS system using proportional
analogy

In this section we describe the details of our imple-
mentation of the analogy-based word segmentation
method. The key point in our method is to generate
as precise proportional analogies as possible. These
solutions of proportional analogy are the segmented
results of input sentences. As not all of these so-
lutions are exactly correct, we will consider them



PACLIC 29

Training Corpus

Testing Corpus

REWK | & EHK ‘
e | R B R REW
fABdRdE 1 Mt A8 Hes
...... |
...... |
Mgt | M owE |
...... A

Target

OB MK . b MR . . Ab A8 K

Result

=

Figure 1: Illustration of the Chinese word segmentation method based on proportional analogy

as hypotheses of segmentation. According to for-
mula (1), the longer the sentences are, the more diffi-
cult the constrained equations are satisfied. It means
that long sentences are easy to miss analogical so-
lutions and further to miss hypotheses of segmen-
tation. Splitting sentences is necessary. We split
sentences into n-grams, i.e., sub-strings of length n.
Our system is thus divided into two parts: generat-
ing hypotheses of segmentation for n-grams and re-
combining strategy for segmentation hypotheses to
generate a complete segmented result for the entire
input sentences.

4.1 Generating segmented references of
n-grams

We adopt the method proposed in section 3 to gen-
erate the segmented result of n-grams in practice in
our system. The work flow of generating a segmen-
tation hypotheses for n-grams is shown in figure 2.
According to formula (1), A and B should share
characters with D to get a solution from equation
A; : Bj :x x @ D. It means that A and B should
be similar strings to D to a certain extent. We use
TRE agrep', an approximate regex matching library,
to retrieve sub-strings which are similar to the in-
put D from training corpus. We use edit distance,
with only insertions and deletions as edit operations,
to quantify how similar two strings are to one an-

"http:/laurikari.net/tre/
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other. Any two of these similar substrings and input
D form an analogical equation. In general, not all
solutions of the equations occur in the training cor-
pus. Consequently, only the solutions which occur
in the segmented part of the training corpus are con-
sidered as segmentation hypotheses. Notice that dif-
ferent analogical equations may generate identical
solutions. The same segmentation hypotheses can
be generated several times by different analogical
equations. We record this number of occurrences.
It is natural to think that the larger the number of
occurrence is, the more likely the segmentation hy-
pothesis is.

4.2 Recombination Strategy

We use majority voting rules to recombine the seg-
mentation hypotheses of n-grams. A segmentation
hypothesis can be represented as a sequence of char-
acters and delimiters. The general form is:

c1DicaDs...cn1Dp 1y,

occurrence number = m.

In this form, D; is either a space or not a space. We
let all segmentation hypotheses vote for D;.

When D; is a space, it means that this segmen-
tation hypothesis votes m times for segmentation.
When D; is not a space, it votes m times against
segmentation. Figure 3 is an example to illustrate
the use of majority voting in our system. We sum
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Unseg N-gram

Training Corpus

Training Corpus

(Segmented

(Source) (Unsegmented
Part) Part) Input Date
‘\
Approximate
string matcher
. J S g
( ) True Reference
Exact String Strings
Approximate Matcher iﬁ Unsegmented
Strings — % -~ — > Part
N Potential
Proportional} Reference
Analogy J Strings
T 4
_/_ _ r ~
\ u 2Sseg M -«
L nseg2Sseg Mapper Y
Segmented Segmented
Approximate Best Reference Segmented
Strings Strings
]/ \-__,/|/ Part
'Proportional
Analogy
J
Segmented
N-gram
(Target) Output

e
~

Figure 2: Work flow of generating segmented reference of n-grams in our system

Cy | D [+ D2 | C3 Ds | cy | Ds | Cs | Ds | €6 | De | €5 | D7 | Cg Ds Cg
#ofaccurrence | A % # 5 i i H it fift
9 A k2 L # E B ]
3 x o # P piid
1 # 2 oo # L
11 #: £ Lij b S i
37 # FA ] b S i
4 i 511 N () I 1 i
1 i b3 H it fift
for seg () 0 12 0 49 1 53 4 0
against seg 9 0 61 12 56 1 1 5
segmentation result A | 2 . i pi 3 - | o i A

Figure 3: An example of recombination of segmentation hypotheses of n-grams using majority voting
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PKU
Word tokens 104372
Word types 13148
OOV words tokens 6006
OOV words types 2863
Character tokens 172733
Character types 2934
OOV character tokens 372
OOV character types 92

Table 1: Corpus details of PKU test set.

up the votes in favor and against segmentation and
output the final results according to the vote results.

5 Experiments

5.1 Data and Evaluation

To evaluate the effectiveness of our proposed
method, we conduct experiments on a widely used
Chinese word-segmented corpora, namely PKU,
from the second SIGHAN international Chinese
word segmentation bakeoff (Emerson, 2005). The
training set and the test set are publicly available
from the official website>. Table 1 shows some
statistics on the data sets. All evaluation results in
this paper are tested by the official scoring script,
also downloaded from the official website.

The segmentation accuracy is evaluated by test re-
call (R), test precision (P) and balanced F-score, as
defines in Equation (2), (3) and (4).

number of correctly segmented words

~ total number of words in gold standard segmentation

2
_ number of correctly segmented words 3)
~ total number of words in segmentation result
2x PxR
F=——- 4
P+ R @

Our experiments follow the closed track. It means
that no extra resource other than training corpora is
used.

2http://www.sighan.org/bakeoff2005/
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PKU Corpus
Models P R F R.. R.
baseline 84.3 90.7 874 6.9 9538
Best05 closed-set 954 946 950 787 956
This work (closed-set) | 90.9 89.9 904 60.7 91.6

Table 3: Performance of our system on the SIGHAN
2005 data set. Best05 refers to the best closed-set results
in SIGHAN 2005 bakeoff.

5.2 Effects of Length of n-grams and Edit
Distance

As discussed in section 4, long sentences are easier
to miss hypotheses of segmentation. So the length
of n-grams will influence the segmentation results.
Moreover, the larger edit distance is used, the more
similar sub-strings would be retrieved. To measure
it, we conduct experiments using different length of
n-grams and different edit distance.

According to our majority voting method, we
would consider a position is not segmented if no seg-
mentation hypothesis votes for it. The results in Ta-
ble 2 shows that this data sparse problem is more
serious when we used larger length of n-grams.

5.3 Results

We set length of n-grams to 3 and edit distance to 2
for approximate string match to perform our exper-
iments. Table 3 shows our empirical results on the
data set. Our system achieve a significantly better
results than the baseline. R;, score shows that our
method performs well on in vocabulary (IV) word
recognition. Simultaneously, the R, score shows
that our method has certain ability to deal with out-
of-vocabulary (OOV) word and guess their form.
Compared with best result (Tseng et al., 2005) in
SIGHAN 2005, our result still has a lot of room for
improvement. But as a original method which do
not need any pre-training or lexical knowledge, our
method has a great potential in CWS.

6 Conclusion

In this paper, we presented an approach to Chinese
word segmentation based on proportional analogy
and majority voting to make decision on where to
segment. Our approach achieves a desirable accu-
racy, when evaluated on the corpus of the close track
of SIGHAN 2005 and shows an excellent perfor-
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# of n-grams Edit Distance | Word Count | R F
6 3 79828 855 654 74.1
5 3 95079 90.0 82.0 85.8
4 2 99103 90.8 86.2 88.4
3 2 103186 90.9 899 90.4

Table 2: Performance of our method with different length of n-grams and edit distance.

mance in word identification. As an important and
original feature, our method does not need any pre-
training or lexical knowledge.

References

Thomas Emerson. The second international chinese
word segmentation bakeoff. In Proceedings of the
fourth SIGHAN workshop on Chinese language Pro-
cessing, volume 133, 2005.

Chu-Ren Huang, Petr §imon, Shu-Kai Hsieh, and Lau-
rent Prévot. Rethinking chinese word segmentation:
tokenization, character classification, or wordbreak
identification. In Proceedings of the 45th annual meet-
ing of the ACL on interactive poster and demonstration
sessions, pages 69—72. Association for Computational
Linguistics, 2007.

Chunyu Kit and Xiaoyue Liu. An example-based chi-
nese word segmentation system for cwsb-2. In Pro-
ceedings of the Fourth SIGHAN Workshop on Chinese
Language Processing, pages 146—149, 2005.

Yves Lepage. Solving analogies on words: an algorithm.
In Proceedings of the 36th Annual Meeting of the As-
sociation for Computational Linguistics and 17th In-
ternational Conference on Computational Linguistics-
Volume 1, pages 728—734. Association for Computa-
tional Linguistics, 1998.

Yves Lepage. Analogy and formal languages. Elec-
tronic notes in theoretical computer science, 53:180—
191, 2004.

Yves Lepage and Etienne Denoual. Purest ever example-
based machine translation: Detailed presentation and
assessment. Machine Translation, 19(3-4):251-282,
2005.

Huihsin Tseng, Pichuan Chang, Galen Andrew, Daniel
Jurafsky, and Christopher Manning. A conditional
random field word segmenter for sighan bakeoff 2005.
In Proceedings of the fourth SIGHAN workshop on
Chinese language Processing, volume 171, 2005.

Peter D Turney and Michael L Littman. Corpus-based
learning of analogies and semantic relations. Machine
Learning, 60(1-3):251-278, 2005.

156



PACLIC 29

Enhancing Root Extractors Using Light Stemmers
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Abstract

The rise of Natural Language Processing
(NLP) opened new possibilities for various
applications that were not applicable before.
A morphological-rich language such as Ara-
bic introduces a set of features, such as roots,
that would assist the progress of NLP. Many
tools were developed to capture the process
of root extraction (stemming). Stemmers have
improved many NLP tasks without explicit
knowledge about its stemming accuracy. In
this paper, a study is conducted to evaluate
various Arabic stemmers. The study is done
as a series of comparisons using a manually
annotated dataset, which shows the efficiency
of Arabic stemmers, and points out potential
improvements to existing stemmers. The pa-
per also presents enhanced root extractors by
using light stemmers as a preprocessing phase.

1 Introduction

Natural Languages (NLs) are the medium that allow
two or more parties to communicate and interact.
Linguistics have captured NLs as a set of sophisti-
cated rules that describe the usage of a language.

The merger between linguistics and computer sci-
ence began to formalize into Natural Language Pro-
cessing (NLP) in mid 1950s (Nadkarni et al., 2011).
Machine Translation (MT) (Hutchins, 2004) was
one of the first tasks of NLP. MT takes one language
as an input then predicts the output in another lan-
guage. Linguistic complexity limited the develop-
ment of MT, and other NLP tasks (Nadkarni et al.,
2011).
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There exists various NLP tasks. For exam-
ple, Text Summarization (Jing and McKeown,
2000)(Nenkova, 2005), Part of Speech Tagging
(POST) (Habash et al., 2009), word segmentation
(Monroe et al., 2014), sentiment analysis (Oraby et
al., 2013b)(Oraby et al., 2013a), and many more
tasks. Each task has a specific goal which can be
achieved by utilizing another NLP task. For exam-
ple, sentiment analysis utilizes stemming algorithms
(Oraby et al., 2013a). Many NLP tasks are a part of
more complex tasks.

Text plays a central role in NLP and can be found
in different forms, such as simple text or extracted
rom images (Fathalla et al., 2007), this increases
text resources and hence increases the need for more
concise text forms.

Stemming analysis is essential for many complex
tasks. Stemming is a way of reducing a given word
into a concise representation while preserving most
of its linguistic features (Ryding, 2005). Arabic
language is highly supportive for stemming analy-
sis. Arabic language is a derivative language, where
words are constructed from basic forms called roots
(Ryding, 2005). Stemming for the Arabic language
is the process of deriving back the root of a given
word. Some stemmers derive multiple roots for a
single word, hence, various techniques were used to
disambiguate multiple roots. For example, utilizing
a words context was used in the technique Context-
Based Arabic Stemmer , CBAS, proposed in (El-
Defrawy et al., 2015). Arabic stemmers are utilized
for many tasks, such as sentiment analysis (Saleh
and El-Sonbaty, 2007)(Oraby et al., 2013b)(Oraby
et al., 2013a), question answering (Ezzeldin et al.,
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2013), and Information Retrieval (IR) (Aljlayl and
Frieder, 2002a)(Larkey et al., 2002)(Taghva et al.,
2005).

In this paper, a study is conducted to analyze and
compare different Arabic stemmers from different
perspectives, using a manually annotated dataset.
Moreover, the paper presents an enhanced version
of root extractors using light stemmers for prepro-
cessing. The paper is organized as follows, section
2 presents a concise introduction of Arabic morphol-
ogy, which gives the basic intuition of Arabic stem-
ming analysis. Section 3 discusses various tech-
niques and strategies used to develop Arabic stem-
mers, followed by a detailed comparison and evalu-
ation of existing Arabic stemmers in section 4. Fi-
nally, a conclusion is presented in section 5.

2 Background

Understanding the linguistic theory about deriva-
tional analysis provides intuitive reasoning behind
different choices Arabic stemmers would do, and
highlights their capabilities, strengths, and weak-
nesses. This section outlines the theory behind Ara-
bic morphology and the main challenges associated
with it. Arabic morphology is the study of a words
construction, a new word generated from a root (Ry-
ding, 2005). A new word is generated by changing
its root. For example, the word wal (nagh, means
“Successful”) is generated from root ;, ¢ ¢ (nin gym
ha’>, means ”Success”) by adding | ’If) in the mid-
dle.

Arabic morphology uses a set of templates which
are called patterns. Patterns are accurately defin-
ing possible changes to a root to generate a word.
Pattern is a sequence of letters that captures the
structure of the new word (Ryding, 2005). There
are two types of letters that constitute the pattern.
The first is a generic set of letters s (fa’) ¢ (‘yn)
J (lam) that represent a roots letters. The second
type is augmented letters, which represents possi-
ble additions. Augmented letters are represented
by themselves in the pattern, such as the pattern
Je & (fa‘l,means "’ Actor of the verb”) which used to
generate the word ab (nagh, means "Successful”),
the augmented letter | (’If) is represented by itself
in the pattern. There are ten letters which can be
used as augmented letters. It has been collected in
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the word (gusaifl (s’ltmunyha). The root-pattern
system (Ryding, 2005) starts by substituting a roots
letter into the patterns generic letters, where a new
word is generated. There are some cases where
some additional modifications are required, com-
monly due to grammatical rules and letters compat-
ibility, which is not captured neither in the root nor
the pattern.

2.1 Vocalization and Mutation

Vocalization is a words letter transformed from one
form to another, mostly due to grammatical or
phonological rules. Vocalization defines the rules
of handling weak letters, and Hamza (-, Arabic let-
ter) in different situations. For example, the root 3
J s (qaf waw lam, means “’Saying”) transforms to
the word J& (qal, means ”Said”) depending on the
tense of the sentence, where the weak letter 5 (waw)
is transformed into the weak letter | ’If). Similarity,
mutation follows a similar behavior but for a differ-
ent reason. For example, the word _lyis| (°dtrab,
means “Disturbance”) transforms to w/,ls/ (dtrab,
means “Disturbance”), due to phonological incom-
patibility between & (dad) and . (ta”) which results
& (t2%) being transformed to L (ta’). Vocalization
and mutation are common challenges that face con-
structing Arabic stemmers.

2.2 Prefixes and Suffixes Addition

Prefixes and suffixes addition (Ryding, 2005) is a
categorization to a type of augmented letters. It de-
scribes the augmented letters additions to the front
or to the end of the root. Patterns can be defined
to represent such additions. However, some letters
can be added to the front or the end which are not
part of augmented letters. For example, the word
LK (ktabk, means “your book™), the letter ¢f (kaf)
at the end is added as an indication to ownership. It
is not part of the word itself and it is also not part of
augmented letters. Defining new patterns with pre-
fixes and suffixes attached not only would increase
the number of patterns, but it will also break the
augmented letters rule, which is preferable to de-
fine in a separate process to avoid breaking the Ara-
bic linguistic model of having ten augmented letters

g saift (s’Itmiinyha).
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2.3 Stopwords

Arabic language defines a set of words that have
a special meaning, such & (fy, means “In”) and
e (mn, means “From”). Such words do not follow
root-pattern substitution and commonly have some
static forms (Ryding, 2005). It is part of Arabic mor-
phology to identify such words and skip it.

2.4 Diacritics

Diacritics (Ryding, 2005) are part of Arabic words
semantics. It encapsulates a set of invaluable
features capturing grammatical, morphological,
and phonological information. Diacritics are an-
notations on individual letters of a word, but it is
optional (Pasha et al., 2014). Most of the Arabic
readers depend on their intuition to capture such
information. Many Arabic resources do not include
Diacritics, such as newspapers and non-linguistic
books, which creates another challenge for Stem-
ming algorithms.

Stemming is the reverse process of derivational
analysis, where for a given word a root needs to
be extracted. For Arabic speakers, stemming is
fairly simple even with missing information. They
are capable of deducing the correct root. But, for
computational devices, it is a highly complex pro-
cess. Even with a complete representation of Arabic
morphology, the missing information of input, such
as diacritics, may lead to a set of possible results.
The challenges presented above enforce scientists
to make different assumptions when constructing
stemmers to find an appropriate balance between
correct and incorrect results.

3 Related Work

Various stemmers were developed to utilize Arabic
morphological features. Each stemmer developed
some mechanism to extract these features. In this
section, we explore major stemmers, and their tech-
niques.

3.1 Khoja Stemmer

Khoja stemmer (Khoja and Garside, 1999) starts
by removing diacritics, punctuation, and non-
characters of the input word. The word then follows
a set of predefined paths, such as a decision tree. The
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paths are initially based on the words length then a
series of prefixes and suffixes removals are defined.
The resulting word gets matched with a set of prede-
fined patterns. The matching process is highly com-
plex, since it involves an additional set of linguis-
tic rules. Finally, the extracted root gets validated
against a set roots dictionary, then the process is ter-
minated if the root is correct. In case the extracted
root is incorrect, the stemmer continues searching
for other root possibilities. The process is termi-
nated when it reaches the first correct root, or af-
ter exhaustive search without finding a root, and it
is then marked as an un-stemmed word. The num-
ber of used patterns is relatively small, indicating
that Khoja stemmer is intensively dependent on pre-
fixes and suffixes removal. Khoja stemmer is one of
the closest simulations to the manual root extraction.
The decisions made by Khoja stemmer are static,
where it has a linguistic justification for each deci-
sion. But, it does not capture the dynamics of the
language and it does not explore all linguistic pos-
sibilities. Khoja stemmer turns out to be a powerful
tool (AlSughaiyer and AlKharashi, 2004). However,
it does not involve other important cases, such as
mutation, and the complexity of its decisions makes
it challenging to update.

3.2 Sebawi Stemmer

Sebawi (Darwish, 2002) uses a different approach to
build an Arabic stemmer. It utilizes a set of word-
root pairs to deduce Arabic patterns, prefixes, and
suffixes. The knowledge of the word and root makes
it possible to segment the word into three parts, pre-
fix, suffix, and stem (infix). The stems characters are
then aligned with roots characters to formulate a pat-
tern. The deduced patterns vary from linguistically
defined patters (Darwish, 2002). For example, the
word ¢ (mktab, means "Written”) when aligned
with its root & « o (kaf ta> ba>, "Writing™) would re-
sult » (mym) as prefix and pattern J g3 (fal) instead
of the actual pattern J sad. (mf“0l). Sebawi (Darwish,
2002) keeps track of prefixes, suffixes, and deduced
pattern counts, which will be used in the stemming
analysis. In the root extraction process, an input
word is entered, the stemmer searches for possible
matches in the deduced patterns, when it matches
prefix, suffix, and pattern, a root is extracted. How-
ever, there is a potential that the input word would
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match two or more patterns; Sebawi utilizes the fre-
quencies computed from the pattern deduction to as-
sociate a score with each possible match based on
the conditional probability of prefix, suffix, and de-
duced pattern. Finally, the resulting roots are com-
pared to an Arabic root dictionary to validate their
existence (Darwish, 2002). The deduction of pattern
removes the need for manually enumerating them.
However, the deduced patterns are different from the
linguistic patterns, deduced patterns introduce new
patterns not previously used and in many cases de-
duced frequencies will not reflect the actual linguis-
tic frequencies.

3.3 Light10 Stemmer

Light stemming is a less complex version of stem-
ming analysis (AlSughaiyer and AlKharashi, 2004).
Light stemmers are more concerned with removing
the prefix and suffix of a word (AlSughaiyer and
AlKharashi, 2004). Aljlayl and Frieder (2002b) con-
struct a light stemmer to show that light stemming
has a higher potential than root extraction with re-
spect to Information Retrieval (IR). Larkey et al.
(2002) conducted a similar study by constructing
a set of light stemmers and comparing them with
Khoja stemmer. Both types of stemming analysis
showed improvement in IR (Larkey et al., 2002).
However, the Lightl0 outperforms various stem-
mers in IR and it is widely used in IR (Larkey et
al., 2007). Light10 is a fast and straightforward al-
gorithm. It starts by removing punctuation, diacrit-
ics, and non-Arabic letters. It mainly normalizes the
Hamza with all of its variations to | (°If). Then it
starts by removing prefixes according to a set of con-
straints.

3.4 ISRI Stemmer

ISRI stemmer (Taghva et al., 2005) is another sim-
ulation for the linguistic process similar to Khoja
stemmer (Khoja and Garside, 1999). It starts by nor-
malizing the input word, removing diacritics, and
non-related Arabic characters. The key in normal-
ization is unifying the different forms of Hamza to
I CIf) which differs from Khoja stemmer (Khoja
and Garside, 1999). The normalized word then fol-
lows a series of decisions to remove possible pre-
fixes that is three, or less characters, and then map it
to a group of patterns according to its length. ISRI
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searches for possible matches within a groups pat-
terns, if there is no match; it starts by removing
possible suffixes. The stemming process should be
stopped when the remaining length of the input word
is three or less characters. Another key difference
from Khoja stemmer is that ISRI does not validate
roots against any type of dictionaries. ISRI is more
oriented towards finding the minimal representation
of an input word which can be used for information
retrieval. The lack of dictionary has some side ef-
fects, such as the extracted roots are not necessarily
correct, the root could be a meaningless set of char-
acters. Roots would be unreliable for further pro-
cessing, specially for linguistic based tasks.

3.5 Tashaphyne Stemmer

Tashaphyne is a light weight Arabic stemmer (Zer-
rouki, 2010). It is uses similar approach to ISRI
stemmer. Since, it searches for the minimum repre-
sentation of an Arabic word (Zerrouki, 2010). But, It
is not as greedy as ISRI stemmer. It starts by remov-
ing non-related letters in the root extraction process,
such as diacritics. It uses two lists of prefixes and
suffixes to segment a given word. Tashaphyne pro-
vides both a light stem or a root to the input word.

3.6 ElixirFM Morphological Analyzer

ElixirFM (SmrZ, 2007) is a functional morphologi-
cal analyzer that utilizes syntactic features to distin-
guish a words sense (Smrz, 2007). Arabic Gram-
mar and Morphology are highly correlated (Ryding,
2005). Many of the prefixes and suffixes additions
have grammatical justification, which contributes to
the formulation of patterns, such as pronoun addi-
tions. ElixirFM uses such correlation to improve
the root extraction process; it uses Prague Arabic
Dependency Treebank (PADT) (Smrz et al., 2008)
to provide annotated syntactic features associated
with Buckwalter stem dictionary (Buckwalter, 2002)
for additional morphological knowledge. ElixirFM
also handles many cases, such as mutation, using or-
thographical and phonological rules. The ElixirFM
generates all possible roots and associates all de-
duced features (reasons) to distinguish word senses.
It also provides additional options, such as inflecting
words in various forms. ElixirFM provides various
levels of analysis, such as resolving words with or
without tokenization.
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3.7 MADAMIRA Morphlogical Analyzer

MADAMIRA (Pasha et al., 2014) is a morpholog-
ical analyzer that provides a set of valuable fea-
tures including stemming. MADAMIRA (Pasha et
al., 2014) is composed of two sub-tools, MADA
(Habash et al., 2009) and AMIRA (Diab et al.,
2007). MADA annotates the input word with every
possible morphological feature, such as diacritics
and lemma (Habash et al., 2009). MADA is capa-
ble of predicting 19 morphological features by using
14 distinct Support Vector Machine (SVM) and N-
gram language model to predicte the other 5 features
(Habash et al., 2009). AMIRA (Diab et al., 2007)
includes a word Tokenizer, POST, and Base Phrase
Chucker (BPC), where some tasks intersect with
MADA. AMIRA uses a machine learning approach
(SVM) for its predictions. AMIRA analysis is not
as deep as MADA with respect to the intersected
tasks which makes AMIRA relatively faster (Pasha
et al., 2014). The merger extends both tools (Pasha
et al., 2014). It is a dynamic tool that provides a
set of valuable features to other tasks, such as Ma-
chine Translation (MT) and Named Entity Recogni-
tion (NER) (Pasha et al., 2014). MADAMIRA pro-
vides a light stemming analysis feature where it re-
moves prefix and suffix from a word. It is a pow-
erful tool that captures underlying data dynamics.
However, it is dependent on the data quality and the
learning features.

4 Stemmers Evaluation and Enhancement

Arabic stemmers have been evaluated using a stan-
dard IR test, due to the lack of existing stemmed
datasets (Smirnov, 2008). In this section, the
stemmers are evaluated using a manually stemmed
dataset. In addition, an enhancement for the root
extractors discussed in the Related Work section is
obtained by using light stemmers as a preprocessing
step to root extractors. The results of the enhance-
ment are shown in tables 2, 3, and 4.

4.1 Evaluation Dataset

A set of 29 manually annotated documents were
used for stemmers evaluation. The dataset is part of
International Corpus of Arabic (ICA) (Alansary et
al., 2007). ICA is a collection of Arabic documents
obtained from various resources such as newspa-
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pers, magazines, and books (Alansary et al., 2007).
ICA was collected and annotated to give a complete
representation of the Arabic language to be used in
Arabic NLP research (Alansary et al., 2007). The
29 documents contain 10,302 tokens. Only 8,941
words are Arabic words, while the remaining are to-
kens, such as ’/T” (beginning of a title). Only 6, 323
words have associated roots and 3, 629 unique word-
root pairs of the 10,302 tokens. Every word has a
various set of features associated with it for evaluat-
ing the discussed stemmers, such as stem and root.
This makes the dataset an ideal reference for evalu-
ating the introduced stemmers. However, some fea-
tures were left blank because the words do not have
the associated feature, such as stopwords, as shown
in Figure 1. The dataset will be used to conduct a
series of comparisons to evaluate Arabic stemmers
from various perspectives.

4.2 Evaluation Criteria

Arabic roots and stems provide a valuable set of
characteristics that are useful for many computa-
tional tasks (Aljlayl and Frieder, 2002a)(Oraby et
al., 2013a)(Ezzeldin et al., 2015). Various tasks re-
quire different perspectives such as Information Re-
trieval would use roots for grouping, and other may
use linguistic features of roots.

The linguistic accuracy provides a representative
measure for the efficiency of the stemmer in lin-
guistic based tasks. Linguistic accuracy is com-
puted as the ratio between the number of correctly
stemmed words and the number of the input words.
On the other hand, roots can be used as a word’s
label, which can group linguistically similar words.
Another set of measures were used to measure the
macro and micro classification capabilities of the
roots. The difference between macro and micro
is that the size of class if reflected on the micro
measure where the the macro measure treats classes
equally regardless of class’s size. The following set
of equations are used to provide macro and micro
classification measurements (Manning et al., 2008):

4.3 Evaluation Results

The stem and root features of the evaluation data set
allow to investigate the two types of stemming algo-
rithms, light stemming and root extraction. The light
stemmers that are used in the experiment are Light10
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Table 1: Light Stemmer Linguistic Accuracy

Light Stemmer

linguistic Accuracy

MADAMIRA (MADA)

Light10

91.73%
47.83%

Table 2: Stemmers Lingustic Accuracy

Stemmer linguistic Accuracy linguistic Coverage
Khoja 72.1% 72.1%
MADA + Khoja 72.1% 72.1%
ISRI 14.2% 14.2%
MADA + ISRI 16.91% 16.91%
Tashaphyne (TASH) 30.3% 30.3%
MADA + TASH 38.23% 38.23%
ElixirFM NA 98.15%

Table 3: Stemmers Macro Classification Statistics

Stemmer Accuracy Precision Recall Fy
Khoja 57.53% 57.53%  59.59% 58.55%
MADA + Khoja  57.53% 57.53% 59.59% 58.55%
ISRI 10.43% 1043% 10.49% 10.46%
MADA + ISRI 15.40% 15.40% 15.60% 15.50%
TASH 25.07% 25.07%  25.15% 25.11%
MADA + TASH 41.79% 41.79%  41.85% 41.82%

Table 4: Stemmers Micro Classification Statistics

Stemmer Accuracy Precision Recall |
Khoja 71.42% 95.38% 73.98% 83.33%
MADA + Khoja  71.42% 95.38%  73.98% 83.33%
ISRI 14.20% 97.34%  14.25% 24.87%
MADA + ISRI 17.25% 96.59% 17.36% 29.43%
TASH 30.42% 99.45% 30.47% 46.11%
MADA + TASH 39.61% 99.86%  39.62% 56.74%

and MADAMIRA stemmers, while the root extrac-
tors stemmers are Khoja, ISRI, and Tashaphyne.
The experiments also investigate combining the two
types of stemming algorithms, where light stem-
ming is used as preprocessing for root extractors. It
combines MADAMIRA stemmer with Khoja, ISRI,
and Tashaphyne stemmers. Only unique words in
the dataset having an associated root feature are used
in the test.
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Table 1 shows the improvement of the light stem-
ming algorithm MADAMIRA over Lightl0 stem-
mer. MADAMIRA gives an accuracy of 91.73%
with roughly 44% accuracy improvement over
Light10. Using the MADAMIRA light stemmer as
a pre-processing phase before root extraction using
Khoja, ISRI, and Tashaphanye stemmers improves
the accuracy of root extraction.

Table 2 shows the linguistic accuracy of Khoja,
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ISRI, and Tashaphanye stemmers in standalone
mode and when preceded by MADAMIRA pre-
processing. There is a substantial difference be-
tween Khoja stemmer and the other two, ISRI and
Tashaphyne, with at least 40% linguistic accuracy
gap. This is due to the usage of a roots dictionary
by Khoja. But when adding MADAMIRA as a pre-
processing phase, there is a noticeable improvement
in ISRI and Tashaphanye by roughly 2% and 8%, re-
spectively. There is no effect of using MADAMIRA
with Khoja, this is due to the robust segmentation
of Khoja and the existence of dictionary validation.
The ElixirFM morphological trees were not suffi-
cient to disambiguate the generated roots. However,
it provides a valuable set of features and substantial
root converge which can be used for further analy-
sis. The usage of MADAMIRA is also reflected on
the classification and clustering measures. As no-
ticed, the increase of linguistic accuracy increases
related measures, namely, classification and cluster-
ing. Table 2 also shows the effectiveness of gener-
ating possible roots of ElixirFM. However, the syn-
tactic strategy for distinguishing words’ senses is not
completely effective in producing only one root.

Classification has a distinctive property, that is
grouping similar words. By comparing Tables 3 and
4, there is a noticeable increase in clustering mea-
sures over classification. This due to the fact that
size of classes is being reflected to the micro clas-
sification measure where it is ignored with macro
classification measure.

The performance of stemming algorithms can
be noticeably improved by applying some minor
changes, such as normalization processes. For ex-
ample, changing the form of Hamaz (-, an Arabic
letter). Such changes would not affect only linguis-
tic based task but also related non-linguistic tasks.

5 Conclusion

Stemmers are employed in various tasks, such
as information retrieval (IR) (Aljlayl and Frieder,
2002a)(Larkey et al., 2002) and sentiment analysis
(Oraby et al., 2013b). Stemmers achieve a notice-
able improvement in related NLP tasks (Oraby et
al.,, 2013a). However, the evaluation of stemmers
does not explicitly show the stemming efficiency
(Smirnov, 2008). In this paper, direct evalaution
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was used to study the behaviour of Arabic stem-
mers. The paper investigates two types of stemming
algorithms, namely, light stemmers and root extrac-
tors. The light stemmers studied were MADAMIRA
(Pasha et al., 2014) and Light10 (Larkey et al.,
2007). And, the root extractors studied were Khoja
(Khoja and Garside, 1999), ISRI (Taghva et al.,
2005), and Tashaphyne (Zerrouki, 2010). The mea-
sures used to compare the stemmers were the lin-
guistic accuracy and coverage, in addition to macro
and micro classification measures. The results ob-
tained show that the increase of linguistic accuracy
increases the effectivness in other tasks(Oraby et al.,
2013b)(Ezzeldin et al., 2015).

This study and IR’s results (Taghva et al., 2005)
show that low linguistic accuracy in stemming al-
gorithms does not necessarily affect efficiency of
a stemmer in information retrieval, possibly due
to the presence frequently correct events (extracted
roots). For example, ISRI stemmer has an accu-
racy of 14.2%, but performs efficiently and shows
competitive result with Khoja in IR (Taghva et al.,
2005). The study shows another set of possible im-
provements, which is using light stemmers as pre-
processing for the root extraction task. Different
studies show that light stemming has a higher po-
tential for improving IR than root extraction (Larkey
et al., 2002)(Taghva et al., 2005). Using light stem-
ming associated with root extraction methods would
build a complete hierarchical representation of Ara-
bic words, in addition, light stemming improves the
performance of other stemmers. The study con-
ducted and the results obtained show the correla-
tion between linguistic accuracy and other measures,
the increase in linguistic accuracy increases other
related mesures. The existence of multiple Arabic
stemmers adds richness to the stemming analysis
task. Each of the discussed stemmers has its own
strengths and weaknesses, where the weaknesses
could be reduced by combining multiple stemmers
in effective ways.
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Abstract

It has been long observed that Latinate verbs in
English cannot appear in verb-particle
constructions, resultative constructions, and
double object constructions. Recent research
has revealed that, despite persistent
counterexamples, the hypothesis invoking the
morphological complexity of verbs is the most
promising in dealing with the Latinate/native
asymmetry (Coppock, 2009; Harley, 2008;
Punske 2012, 2013). This paper aims to show
two more cases of the asymmetry in favor of
the morphological complexity hypothesis.
Moreover, in an attempt to refine the hypothesis,
an analysis will be provided within Distributed
Morphology (Halle and Marantz, 1993).
Specifically, it argues that the asymmetry can
be reduced to the selectional properties of the
acategorial roots involved. Some roots are
obligatorily specified for a particular morpheme
and combine with it to form a complex root,
while others are not necessarily specified as
such and they can either stand alone as a simple
root or form a complex root.

1. Introduction

It has been long observed that Latinate verbs in
English are typically bad with verb-particle
constructions (e.g., Whorf, 1956; Di Sciullo and
Williams, 1987; Harley, 2008), resultative
constructions (Harley, 2008), and double object
constructions (Pinker, 1989; Pesetsky, 1995;
Harley, 2008), which are commonly found in
Germanic languages and considered to be a family
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of constructions (Snyder, 1995; Stromswold and
Snyder, 1995; Snyder and Stromswold, 1997).

Various hypotheses have been proposed to
derive the asymmetry observed between Latinate
and native verbs in those constructions. Notable
among them are the prosodic weight hypothesis,
which takes the prosodic weight of verbs as a
crucial factor (Grimshaw, 2005; Anttila, 2007), the
two-lexicon hypothesis, which makes recourse to
two different lexical classes, Latinate and native
(Grimshaw, 2005), ' and the morphological
complexity hypothesis, which invokes the
morphological complexity of verbs (Pinker, 1989;
Harley, 2008). > While there are persistent
counterexamples, the morphological complexity
hypothesis, as it stands, is the most promising
hypothesis in dealing with the Latinate/native
asymmetry, as convincingly demonstrated in a
series of psycholinguistic experiments on
ditransitivity by Coppock (2009).

In this paper, assuming that the morphological
complexity hypothesis is on the right track, I will
attempt to further increase the plausibility of the
hypothesis. Specifically, I will show that the
Latinate/native asymmetry can be observed in two
more empirical domains, along with the
constructions mentioned above: exocentric V-N
compounds and non-compositional verb phrase
idioms. Moreover, an analysis will be presented
within the framework of Distributed Morphology
(henceforth, DM; Halle and Marantz, 1993).
Specifically, I will argue that the difference
between Latinate and native verbs can be reduced

! Grimshaw uses the terms Romance and Germanic for
Latinate and native, respectively.
2 Coppock’s (2009) classification of the hypotheses is adopted.
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to the selectional properties of the acategorial roots
involved: some roots are obligatorily specified for
a particular morpheme and form a complex root,
while others are not necessarily specified as such
and they can stand alone as a simple root or form a
complex root, depending on the specification.

The organization of the paper is as follows: In
the next section, I will briefly review the observed
asymmetry between Latinate and native verbs in
English. In section 3, I will demonstrate that the
same asymmetry can be observed in two more
empirical domains, exocentric V-N compounds
and non-compositional verb phrase idioms.
Moreover, an analysis will be provided to account
for the Latinate/native asymmetry in terms of the
selectional properties of the roots involved. Section
4 is a summary.

2. The Latinate/Native Asymmetry

2.1  Verb Particle Constructions

As mentioned above, Latinate verbs cannot form a
verb-particle combination in general, as shown by
the following examples, taken from Harley (2008).

(1) a. writeitup *compose/arrange it up
b. eatitup *consume it up
c. finishitup  *complete it up
d. throw itout *discard it out
e. showitoff  *exhibit it off

The robust contrast in (1) strongly suggests that
Latinate and native verbs are significantly different
at some level. To account for their difference,
Harley (2008) proposes the following structures for
Latinate verbs and particle verbs, respectively:’

(2) Mary exhibited her painting to John.

vP
/\
\% SC (Small Clause)
-hibit T~
DP PP
A /\
her painting P PP
€X- PN
to John

3 Harley (2008) assumes that acategorial roots, e.g,V-hibit and
\show, are inserted into v (Manner Incorporation).
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(3) Mary showed off her painting to John.

vP
/\
v SC
show T~
DP PP
=~ T~
her painting P PP
off PN
to John

For Harley, the two kinds of verbs are
structurally the same, with the assumption that a
Latinate prefix, ex- in (2), and a particle, off'in (3),
are the same, with the only difference being that
the former incorporates into the verb, and the
restriction on Latinate verbs can be explained in
terms of structural competition: the particle and the
prefix cannot co-occur because they occupy the
same structural position. Thus, in one sense, this
analysis directly implements Cowie and Mackin’s
(1979) pre-theoretical intuition that particle verbs
and Latinate affixed verbs are on a par.

Straightforward as it may be, there are a number
of Latinate verbs which run counter to the
morphological complexity hypothesis. Consider
(4) and (5).*

4) a
b. partition it off
c. telegraph back/in
d. telephone around/back/in/over

centrifuge it out

5) divide it up

collect it up
conduct them away
entice them away

separate them out

opo os

(Shimada, 1985)

The verbs in (4) are instrumental denominal verbs
and they may well receive a different analysis from
the one in (2). Specifically, while they are

* 1t should be made clear that monomorphemic Latinate verbs
can form (idiomatic) verb-particle combinations, as in (i).
(i) a. seizeup

b. serve it up, serve it out

c. figure it out
This clearly shows that morphological complexity matters, not
the etymological origin.
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morphological complex, denominal verbs are
immune to stress assignment in the verbal domain
and retain their nominal stress pattern, which
suggests that they are not in the domain where
their morphological complexity matters.’

On the other hand, it appears the verbs in (5) do
run counter to the morphological complexity
hypothesis. Although I do not have a satisfactory
answer at present as to how to accommodate them
under the hypothesis, one thing worth pointing out
is that the combinations in (5) (and those in (4)) do
not have idiomatic interpretations, which are
typically observed with verb-particle combinations,
and the particles involved retain their meaning,
either directional or aspectual (Jackendoff, 2002).

In an attempt to make (5) make look less
strange, I propose that, in addition to (2) and (3),
the following structure is also possible for Latinate
verbs and particle verbs.’,’

(6)
/

\%

v VROOT+PART

/\

\VROOT PART

The structure in (6), where a root and a (prefixal)
particle forms a complex predicate,® has its basis
on the consensus in the literature that verb-particle
combinations are associated with two different
configurations, which are reflected in their
interpretations (Wurmbrand, 2000; Basilico, 2008,
among others). Specifically, the compositional
interpretation and the idiomatic/non-compositional
interpretation are associated with the structure in
(3) and the Germanic version of (6), respectively.
Thus, I extend this distinction into Latinate verbs
by assuming they can be associated with the
structures in (2) and (6). This assumption makes it
possible to have two particles, one idiomatic and
the other compositional in the verbal domain,

> See Kiparsky (1982, 1997) and Arad (2005).

I remain agnostic about Harley’s treatment of Manner
Incorporation, simply treating category-defining functional
heads and acategorial roots as separate terminal nodes.

71 assume, following Zhang (2007) and Basilico (2008), that a
root can be complex before the categorizing head is merged.

8 The PART head gets realized as a prefix after syntax.
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thereby opening up the possibility for accounting
for the combinations in (5).

Independent support for (6) as a possible
structure  for particle verbs comes from
nominalized verb-particles, or exocentric V-P
compounds, as in (7) below. It is highly unlikely to
derive them by syntactic incorporation, which is
assumed in (2) (Farrell, 2005).

(7) a. adrop off
b. a show off
a break up
a hold up
a set back

o a0

Moreover, within DM, it is assumed that
acategorial roots have their categorical status
determined by category-defining functional heads
such as v, a and n (Marantz, 2001), and the nouns
in (7) are analyzed to have the following structure,
parallel to their verbal counterparts.

(8) n
/\
n VROOT+PART
/\
VROOT PART

According to Marantz (2001), those category-
defining heads fix the edge of a cyclic domain
whereby the interpretation of the root in the
context of the categorizing functional head is
negotiated, using the encyclopedic knowledge.
This view of interpretation is quite congenial to the
proposal in the verb-particle literature that
idiomatic verb-particle combinations involve a
complex head structure, as in (6). We will turn to
this point below.

2.2

The Latinate/native asymmetry can also be
observed in the case of resultative constructions.
Consider the following examples from Harley
(2008).

Resultative Constructions

(9) a. fillit full *inflate it full
b. squeeze it empty *compress it empty
c. stab it dead *impale it dead
d. eatyourselfsick *devour yourself sick
e. freeze solid *congeal solid
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By assuming the structure as in (3), with a
resultative predicate as the predicate of a small
clause in place of a particle, Harley successfully
accounts for the asymmetry in terms of structural
competition.

It is worth mentioning in this connection that
some resultatives can behave more like verb-
particles in that a native verb and a resultative
adjective form a complex predicate, without the
help of Heavy NP Shift, as shown in (10).” In such
cases, it is appropriate to treat them as involving
the structure in (6).

(10) a. John cuts open the melon.
b. The activists set free the lab rats.
c. John wiped clean the table.

2.3 Double Object Constructions

Pesetsky (1995) made the observation that Latinate
verbs are awkward with double objects, as shown
in(11):

(11) a. Susie gave Oxfam some canned food.
a'. Susie gave some canned food to Oxfam.
b.*Susie donated Oxfam some canned food.
b'. Susie donated some canned food to Oxfam.
c. Bill sent Sue his regards.
c'. Bill sent his regards to Sue.
d.*Bill conveyed Sue his regards.
d'. Bill conveyed his regards to Sue.
e. Mary showed the committee her findings.
e'. Mary showed her findings to the

committee.

f.* Mary displayed the committee her findings.

f. Mary displayed her findings to the
committee.
g. Tom told Ben the story.
g'. Tom told the story to Ben.
h.*Tom recounted Ben the story.
h'. Tom recounted the story to Ben.
(Pesetsky, 1995: 128ff.)

As is the case with verb-particles and
resultatives, Harley accounts for the asymmetry in
terms of structural competition by assuming that
low Appl(icative)P (Pylkkinen, 2008) is involved
in place of SC in (2).

? The examples are from Neeleman (1992), Svenonius (1994),
and Williams (1997), respectively.
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There are a number of attested counterexamples
to the asymmetry. A partial list of Latinate verbs
entering into the double object construction is
given in (12), taken from Harley (2008). I have
nothing insightful to say about these verbs at
present, only hoping to accommodate them under
the morphological complexity hypothesis.

(12) allot, assign, bequeath, concede,
extend, reduce, etc.

3. More on the Asymmetry

So far, we have considered the observations made
in the literature pertaining to the Latinate/native
asymmetry. In the three cases we saw, the
asymmetry is attributed to the difference in the
structure of the root domain between Latinate and
native verbs. By and large, Latinate verbs involve
complex roots, while native verbs simple roots.
This difference is ultimately reduced to the
selectional  properties of Latinate roots.
Specifically, the type of selection that is relevant is
l(exical)-selection, i.e., selection for particular
lexical items (Pesetsky, 1995; Everaert, 2010)."
Thus, particular Latinate roots are obligatorily
specified for a set of particular morphemes and
combine with them to form complex roots, as in
(13)b; native roots can also be specified as such, as
in the case of idiomatic verb-particle constructions,
but they can be unspecified and stand alone as a
simple root, as in (13)a, as well. These roots
undergo categorization by v, also shown in (13).

(13) a. w/ simple root b. w/ complex root

/\ /\
v \VROOT v VROOT+X
/\

YROOT —» X
l-selection

Once we accept the structures in (13), we can
immediately explain the fact that Latinate verbs are

19 -selection is defined in Everaert (2010:94) as follows:

(i) a. L-selection involves the selection by one terminal
element o of another terminal element B where the
projection of B is in the syntactic domain of a.

b. The syntactic domain of head o is the set of nodes
contained in Max(a) that are distinct from and do not
contain .
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more restricted in distribution than native verbs.
Thus, simple roots, as in (13)a, can combine with
some morpheme to form a complex root, as in
(13)b, but the latter cannot form a (more) complex
root because they are already complex.'' In this
sense, the structure in (13)b reflects the view that
verb-particle combinations and prefixed Latinate
verbs are on a par.

This said, we will see in this section two more
cases of the Latinate/native asymmetry and that the
above difference in structure plays a crucial role in
deriving the asymmetry.

3.1 Exocentric V-N Compounds

Recall that in section 2.1, we discussed exocentric
V-P compounds and that they are associated with
idiosyncratic interpretations. In what follows, I will
argue that essentially the same analysis applies to
exocentric V-N compounds, with twists on the
interpretation.

First, let us see the relevant data. Consider (14).

(14) a. breakwater *disintegrate-water
b. cutthroat *incise-throat
c. killjoy *eliminate-joy
d. kiss-ass *osculate-ass
e. turnkey *rotate-key
f. scarecrow *Intimidate-crow

While it is impossible to argue for the absence of
something, the examples in (14) give you the feel
that Latinate verbs cannot form V-N compounds.
Thus, I claim that the gap is not accidental and
Latinate verbs are systematically ruled out as the V
part of a V-N compound.'*> Moreover, given the
assumption on categorization in DM, I argue that
V-N compounds do not involve categorized
morphemes, [v YROOT] or [n YROOT], but a root
naming an event and another root naming an
entity. ”'* Viewed this way, an exocentric V-N

"' No recursive property is observed in this domain. This
indicates that the root domain is relevant to the phenomena.

12 Here, terms such as “V” and “N” are used as descriptive
cover terms, not theoretical entities.

31 follow Harley (2005) and Anagnostopoulou and Samioti
(2014) that roots can be classified into three ontological types:
events, states, and entities.

1t is possible to assume that the nominal in a compound is
categorized as a noun by n, if one adopts a layered structure
for nominal complex DP hypothesis where DP contains
Num(ber)P, which contains NP, here nP.
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compound is a nominalization with a complex root,
as in (15):

(15) nP

n VEVENT+ VENTITY
/\

VEVENT VENTITY

This straightforwardly explains why Latinate
verbs cannot form V-N compounds: a root naming
an event must be a simple root, as in (13)a, not a
complex one, as in (13)b.

Given the observation that the N of a V-N
compound is construed as the object of the V, one
might wonder how the interpretation can be
derived from the structure in (15). I claim the
observed interpretation is not obtained from the
rigid argument structure of the V, but through
negotiation with the encyclopedic knowledge
relating to the event root involved at the conceptual
interface (Marantz, 2001; Barker, 1998). Moreover,
it has also been observed the compound noun itself
is construed as agentive or instrumental, denoting a
human, an animal or a thing. I assume that the
nominalizing head involved in the compound
denotes an entity which is construed as
participating in an event of the type related to the
episodic content of the complex root. Given this,
since the complex root involved roughly
corresponds to an event which involves a proto-
patient, the denotation of the compound noun can
only be construed as participating in the event as a
proto-agent, i.e., as agentive or instrumental. Thus,
we can provide an explanation for the
interpretation of V-N compounds without making
recourse to the argument structure of the V.

Although our primary focus is on English in
this paper, what we have argued for in the case of
exocentric V-N compounds seems to hold in other
languages as well. For instance, in French, a
complex root cannot appear as the V part of a V-N
compound. Consider the following:"

b. ouvre-boite
open-can
‘can opener’

(16) a. grille-pain
grill-bread
‘toaster’

!5 The glosses are simplified in such a way that theme vowels,
which are at the end of the verb stem, are treated as part of the
verb stem.
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c. tourne.vis d. leche-vitrine
turn.screw lick-window
‘screwdriver’ ‘window shopping’

e. gratte-papier f.
scratch-paper
‘pen pusher’

coupe-gorge
cut-throat
‘dangerous back ally’
(17) a. remue-menage
move-housework
‘commotion, bustle’
b. reveille-matin
wake.up-morning
‘alarm clock’

Although the examples in (17) run counter to the
generalization and need to be accommodated in
some way or other under the morphological
complexity hypothesis, it largely holds true in
French as well that a complex root cannot appear
as the V part of a V-N compound.

The evidence from exocentric V-N compounds
is significant in that they are not particular to
Germanic languages, unlike the cases we have seen
so far, i.e., resultatives, verb-particles, and double
object constructions, clearly showing that the
asymmetry can be observed with non-Germanic
languages as well. Thus, although we have referred
to the observed asymmetry as the Latinate/native
asymmetry, it is ultimately not about the
vocabulary type or etymological origin, but rather
about the complexity of the wverb/event root
involved, as depicted in (13) above.

3.2  Verb Phrase Idioms

The other hitherto unnoticed case of
Latinate/native asymmetry involves verb phrase
idioms (henceforth, VP idioms). It goes without
saying that English has countless VP idioms, but,
when you examine them more closely, you notice
that you seldom find idioms based on Latinate
verbs. This may sound trivial due to the fact that
many idioms involve verb-particle combinations,
which are mostly incompatible with Latinate verbs,
as we have seen above. Yet the observation holds
in other cases which involve a verb and its object
as well. First, consider (18):

(18) a. kick the bucket
b. bite the dust
c. carry the can
d. jump the shark
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spill the beans
pull strings
break the ice
kick the habit

P oo

The native verb idioms in (18) can be classified
into two classes: non-compositional idioms, as in
(18)a—(18)d, and compositional idioms, as in
(18)e—(18)h. Compositional idioms are said to
have meanings distributed among their parts and
the correspondences between literal and idiomatic
meanings can be made, while no such
correspondences hold in non-compositional idioms
and the idiomatic expression as a whole is
associated with a particular idiosyncratic meaning
(Nunberg et al., 1994).

VP idioms with Latinate verbs are hard to find,
but the following examples can be considered to be
idioms in terms of conventionality.

deliver the goods
b. connect the dots
c. contemplate one’s navel
d. deserve a medal (for doing)
e. reinvent the wheel
f. recharge your batteries
g. promise someone the moon

However, these examples are highly
compositional, and the literal meanings of the parts
of these idioms play an important role in
interpretation in that they are mapped to the
idiomatic meanings. To put it differently, in (19),
the idiomatic meanings cannot be obtained without
accessing the literal or original meanings.

Thus, the asymmetry in VP idioms can be
stated as follows: idioms with native verbs can be
compositional or non-compositional, while those
with Latinate verbs can only be compositional.

Since there are not so many non-compositional
VP idioms to begin with, the gap may be
accidental. Yet a paucity of compositional idioms
is also a telling piece of evidence that shows that
Latinate verbs adhere to their literal meanings,
which are in some sense idiomatic to being with.

This asymmetry can also be captured in terms
of the structural difference between simple and
complex roots in (13). In fact, a coherent picture
can be drawn of the incompatibility of non-
compositional VP idioms with Latinate verbs by
invoking the Il-selectional properties of the
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morphemes involved. Specifically, contemporary
accounts of idioms hold that the structural
constraints on idioms can be reduced to the I-
selectional properties of particular morphemes
(O’Grady, 1998; Everaert, 2010, Bruening, 2010),
and also that a chain of selectional relations, which
are structurally established by means of head-to-
head relations, provides the basis for special,
idiomatic meaning (O’Grady, 1998). Thus, an
idiom like kick the bucket under the current
assumptions has the following chain of relations,
as given in (20)c, based on the structure in (20)b.

(20) a. kick the bucket

b. vP
/\
v VkickP
/\
Vkick nP
/\
D /\
the n vbucket
c. i. v — vkick
ii. “kick —n

iii. n — Vbucket
iv. n— D (the)

Turning to Latinate verbs with complex roots,
as in (13)b, repeated here as (21), we can see why
Latinate verbs do not form non-compositional
idioms: they are idioms in their own right, with no
further material involved. Specifically, an event
root l-selects a particular prefix, represented as
PART in (21), which I-selects nothing. As we have
seen above, the complex root, or a chain of I-
selection in this case, is negotiated in the context of
v by using the encyclopedic knowledge in order to
derive special meaning. This analysis can be
regarded as a contemporary rendition of Katz and
Postal’s (1963) intuition pertaining to what they
call lexical idioms.

1)
_—
v
/\
v VROOT+PART
A
VROOT — PART
I-selection
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Note that the compositional idioms as in (19)
have the original meanings, read off from the
structure in (21), mapped into their idiomatic
meanings in the context of some other particular
morphemes.

VP idioms are not particular to Germanic
languages. Once again, examples from French are
given in (22) and (23) below. Note that the
examples in (23) do not run counter to the
morphological complexity hypothesis, as long as
they are compositional idioms.

(22)a. casser sa  pipe
break one’s pipe
‘kick the bucket, die’

b. grillerun feu rouge
grill a fire red
‘run a red light’

c. lever le coude
raise the elbow
‘enjoy a drink’

(23) a. promettre la lune

promise the moon

‘promise the moon’

b. retourner sa veste
return one’s jacket

‘become a turncoat’

4. Summary

Drawing heavily on Harley (2008), we have
attempted in this paper to further increase the
plausibility of the morphological complexity
hypothesis. Specifically, I have shown that
exocentric V-N compounds and non-compositional
VP idioms display the Latinate/native asymmetry
and accounted for the asymmetry in terms of the
structural difference between simple and complex
roots, as given in (13). I have also argued that the
difference in (13) should be ultimately attributed to
the l-selectional properties of the roots involved.
Specifically, although some roots are specified for
particular morphemes and form complex roots,
others have no intrinsic l-selectional properties and
hence stand alone as simple roots. Such simple
roots are commonly found in English and other
Germanic languages, and they can enter into
complex predicate formations such as resultatives,
verb-particles, and double object constructions.
Moreover, as we have shown above, simple roots
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can form exocentric V-N compounds and non-
compositional VP idioms, both of which can be in
a way regarded as “complex root formation.” On
the other hand, roots with their intrinsic I-
selectional properties obligatorily form complex
roots by combining with particular morphemes,
e.g., prefixes in Romance languages. Such roots, as
they can be complex only in the specified ways,
cannot enter into the aforementioned formations
freely.

As we have seen above, there are a number of
attested counterexamples to the morphological
complexity hypothesis. Hopefully, further inquiry
into such examples will lead to refinement—rather
than confutation—of the hypothesis.

Acknowledgments

I am grateful to Chigusa Morita and the three
anonymous reviewers for invaluable comments
and suggestions on an earlier version of this paper.
I am solely responsible for the inadequacies that
remain.

References

Anagnostopoulou, Elena and Yota Samioti. 2014.
Domains within Words and Their Meanings: A Case
Study. In A. Alexiadou, H. Borer and F. Schifer, eds.,
The Syntax of Roots and the Roots of Syntax, pp.81-
111. Oxford University Press, Oxford.

Anttila, Arto. 2008. Phonological Constraints on
Constituent Ordering. In C.B. Chang and H.J. Haynie,
eds., Proceedings of the 26th West Coast Conference
on Formal Linguistics, pp.51-59. Cascadilla
Proceedings Project, Somerville, MA.

Arad, Maya. 2005. Roots and Patterns:
Morpho-syntax. Springer, Dordrecht.

Barker, Chris. 1998. Episodic -ee in English: A
Thematic Role Constraint on New Word Formation.
Language, 74(4):695-727.

Basilico, David. 2008. Particle Verbs and Benefactive
Double Objects in English: High and Low
Attachments. Natural Language and Linguistic
Theory, 26(4):731-773.

Hebrew

Bruening, Benjamin. 2010. Ditransitive Asymmetries
and a Theory of Idiom Formation. Linguistic Inquiry,
41(4):519-562.

Coppock, Elizabeth. 2009. The Logical and Empirical
Foundations of Baker’s Paradox. Ph.D. Thesis,
Stanford University.

174

Cowie, Anthony P. and Ronald Mackin. 1979. Oxford
Dictionary of Current Ildiomatic English, Volume 1:
Verbs with Prepositions and Particles. Oxford
University Press, Oxford.

Di Sciullo, Anna Maria, and Edwin Williams. 1987. On
the Definition of Word. MIT Press, Cambridge, MA.

Everaert, Martin. 2010. The Lexical Encoding of Idioms.
In M. Rapapport Hovav, E. Doron, and I. Sichel, eds.,
Lexical Semantics, Syntax, and Event Structure,
pp-76-98. Oxford University Press, Oxford.

Farrell, Patrick. 2005 English Verb-Preposition
Constructions: Constituency and Order. Language
81(1):96-137.

Grimshaw, Jane. 2005. Words and Structure. CSLI
Publications, Stanford, CA

Harley, Heidi. 2005. How Do Verbs Take Their Names?
Denominal Verbs, Manner Incorporation and the
Ontology of Roots in English. In N. Erteschik-Shir
and T. Rapoport, eds., The Syntax of Aspect, pp.42-
62. Oxford University Press, Oxford.

Harley, Heidi. 2008. The Bipartite Structure of Verbs
Cross-linguistically, Or, Why Mary Can't Exhibit
John Her Paintings. In T. Cristéfaro Silva and H.
Mello, eds., Conferéncias do V Congresso
Internacional da  Associagdo  Brasileira de
Lingiiistica, pp.45-84. ABRALIN and FALE/UFMG,
Belo Horizonte, Brazil.

Halle, Morris and Alec Marantz. 1993. Distributed
Morphology and the Pieces of Inflection. In K. Hale
and S.J. Keyser, eds., The View from Building 20,
pp-111-176. MIT Press, Cambridge, MA.

Jackendoff, Ray. 2002. English Particle Constructions,
the Lexicon, and the Autonomy of Syntax. In N.
Dehé, R. Jackendoff, A. Mclntyre, and S. Urban, eds.,
Verb-Particle Explorations, pp.67-94. Mouton de
Gruyter, Berlin/New York.

Katz, Jerrold J. and Paul M. Postal. 1963. Semantic
Interpretation of Idioms and Sentences Containing
Them. Quarterly Progress Report of the Research
Laboratory of Electronics, 70, pp.275-282. MIT.

Kiparsky, Paul. 1982. Word Formation and the Lexicon.
In F. Ingeman, ed., Proceedings of the Mid-America
Linguistics Conference, pp.3-29. University of
Kansas.

Kiparsky, Paul. 1997. Remarks on Denominal Verbs. In
A. Alsina, J. Bresnan and P. Sells, eds., Argument
Structure, pp.473-499. CSLI Publications, Stanford.

Marantz, Alec. 2001. Words. Paper presented at the 20"
West Coast Conference on Formal Linguistics,
University of Southern California, 23-25, February.



PACLIC 29

Neeleman, Ad. 1992. Complex Predicates. Ph.D. Thesis,
Utrecht University.

Nunberg, Geoffrey, Ivan A. Sag, and Thomas Wasow.
1994. Idioms. Language, 70(3):491-538.

O’Grady, William. 1998. The Syntax of Idioms. Natural
Language and Linguistic Theory, 16(2):279-312.

Pesetsky, David. 1995. Zero Syntax. MIT Press,
Cambridge, MA.

Pinker, Stephen. 1989. Learnability and Cognition: The
Acquisition of Argument Structure. MIT Press,
Cambridge, MA.

Punske, Jeffrey. 2012. Aspects of the Internal Structure
of Nominalization: Roots, Morphology and
Derivation. Ph.D. Thesis, University of Arizona.

Punske, Jeffrey. 2013. Three Forms of English Verb
Particle Constructions. Lingua 135:155-170.

Pylkkénen, Liina. 2008. Introducing Arguments. MIT
Press, Cambridge, MA.

Shimada, Hiroshi. 1985. Kudoosi (Phrasal Verbs).
Taishukan, Tokyo.

Snyder, William. 1995. A Neo-Davidsonian Approach
to Resultatives, Particles, and Datives. In J. Beckman,
ed., Proceedings of NELS 25, pp.457-472. GLSA,
Amherst, MA.

Snyder, William, and Karin Stromswold. 1997. The
Structure and Acquisition of English Dative
Constructions. Linguistic Inquiry, 28(2):281-317.

Stromswold, Karin, and William Snyder. 1995.
Acquisition of Datives, Particles, and Related
Constructions: Evidence for a Parametric Account. In
D. MacLaughlin, and S. McEwen, eds., Proceedings
of the 19" Annual Boston University Conference on
Language Development, pp.621-628. Cascadilla
Press, Somerville, MA.

Svenonius, Peter. 1994. Dependent Nexus. Ph.D. Thesis,
University of California, Santa Cruz.

Whorf, Benjamin. 1956. Language, Thought, and
Reality. MIT Press, Cambridge, MA.

Wurmbrand, Susi. 2000. The Structure(s) of Particle
Verbs. Ms. McGill University, Montréal.

Zhang, Niina Ning. 2007. Root Merger in Chinese
Compounds. Studia Linguistica, 61(2):170-184.

175



PACLIC 29

Distinguishing between True and False Stories
using various Linguistic Features

Yaakov HaCohen-Kerner
Dept. of Computer Science
Jerusalem College of Technology
21 Havaad Haleumi St., P.O.B. 16031
9116001 Jerusalem, Israel

kerner@jct.ac.il

Shimon Friedlich
Dept. of Computer Science
Jerusalem College of Technology
21 Havaad Haleumi St., P.O.B. 16031
9116001 Jerusalem, Israel

shimonfriedlich@gmail.com

Abstract

This paper analyzes what linguistic features
differentiate true and false stories written in
Hebrew. To do so, we have defined four
feature sets containing 145 features: POS-
tags, quantitative, repetition, and special
expressions. The examined corpus contains
stories that were composed by 48 native
Hebrew speakers who were asked to tell
both false and true stories. Classification
experiments on all possible combinations
of these four feature sets using five
supervised machine learning methods have
been applied. The Part of Speech (POS) set
was superior to all others and has been
found as a key component. The best
accuracy result (89.6%) has been achieved
by a combination of sixteen POS-tags and
one guantitative feature.

1 Introduction

"Alieis a false statement to a person or group
made by another person or group who knows it is
not the whole truth, intentionally" (Freitas-
Magalhées, 2013). Dilmon (2014) defines a lie as
"a linguistic message that conveys a falsehood or
in which the truth is intentionally manipulated, in
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order to arouse in the listener a belief which he
would not otherwise have held.”

The efforts to discover linguistic cues to detect
lies are based on the assumption that there are
differences between the language of an individual
when he (or she) is not telling the truth and his (or
her) “normal,” truthful language. Fraser (1991)
claims that these differences are the outcome of a
feeling of stress, which is manifest in a decline in
capacity for cognitive integration, in precision, in
organization, and in ranking things. These
difficulties result in a change in the normal
elements of the speaker’s language.

There were a few studies during the last four
decades concerning verbal cues that characterize a
lie discourse. Dulaney (1982) finds that the
response time was shorter, there were fewer special
words, a smaller number of verbs in the past tense,
and a faster speech rhythm when an individual was
lying; there were fewer words in the discourse, as
well as a tendency to short messages. Knapp et al.
(1974) find that there were more general
declarations and fewer factual ones, linguistic
ambiguity, repeated declarations, more markers of
diminishment (few, a little, hardly) and fewer
group markers (we, our, all of us), more markers of
the other (they) and fewer personal declarations (I,
me). Hollien and Rosenberg (1991) use lexical
breakdown to investigate deception (type-token
ratio - TTR), and finds less linguistic diversity
when a person is practicing deception.
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The studies of Dilmon (2007; 2008; 2012)
conduct a comprehensive examination of the
linguistic criteria that differentiate between the
discourse of truth and of deception in the Hebrew
language, and attempt to produce a primary test of
the cognitive and emotional functions involved in
the latter type of discourse. Forty three verbal
criteria (Section 2.2) were classified according to
the cognitive and emotional functions affecting the
speaker, also addressing his level of awareness of
these functions. Except one verbal criterion that
was automatically computed by a program, the
values of all other criteria for each story were
computed by hand. This study starts from the end
of the studies of Dilmon. Firstly, we implemented
and/or applied four feature sets: POS-tag features,
guantitative features, repetition features, and
special expressions. Secondly, the application of
the features is automatically done by a computer
program in contrast to Dilmon's features (42 of her
43 features were computed by hand for each story).
Thirdly, in contrast to Dilmon's studies that found
which are the specific criteria that are statistically
significant differentiators, we apply five supervised
machine learning (ML) methods and various
combinations of feature sets to find the best
method for single-document classification, i.e., for
each input story identifying whether it is a true or a
false story. That will potentially lead to find
discoveries concerning distinguishing between
truth and false stories.

The task of distinguishing between true and
false story as well as the interpretation of the
obtained results are of practical interest for any
language in general and for Hebrew in particular.
Such a system can be of great help to the work of
organizations, such as workplaces, detective
agencies, police, and courts, to identify various
types of stories.

The rest of this paper is organized as follows:
Section 2 presents relevant background on
linguistic examination in relevant systems,
linguistic examination between discourses of truth
and deception, text classification, and text
classification of deception and true stories. Section
3 describes the classification model and the chosen
feature sets. Section 4 presents the examined
corpus, the experimental results and their analysis.
Finally, Section 5 summarizes the main
findings and suggests future directions.
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2 Relevant Background

2.1 Linguistic examination in relevant

systems

Argamon et al. (2009) describe an automatic
process that profiles the author of an anonymous
text. Accurate profiling of an unknown author is
important for various tasks such as criminal
investigations, market research, and national
security. The deciphering the profile of someone is
performed in the following way: Given a corpus of
documents, marked as "male" and "female". Only
four features were selected: sex, age, mother
tongue, and neurotic level of disturbance behavior.
Combination of linguistic features and various ML
methods (Support vector machines and Bayesian
regression) enable an automated system to
effectively determine several such aspects of an
anonymous author.

Chaski (2005) presents a computational,
stylometric method that has obtained 95%
accuracy and has been successfully used in
investigating and adjudicating several crimes
involving digital evidence. Chaski's approach
focuses on language features that are -easily
achievable, e.g., word length, sentence length,
word frequency, and the distribution of words
according to different lengths.

Strous et al. (2009) describe an automatic
process that characterizes and identifies
schizophrenia in writing. This study investigates
and analyzes computer texts written by 36
schizophrenia patients. Each document contains
from 300 to 500 words. The system tested
differences between these documents to documents
written by people who are not sick with this
disease. Observations have shown that methods
using lexical and syntactic features obtained 83.3%
accuracy. 60 features were chosen for the
classification process: the 25 most frequent words
in the corpus, the 20 most frequent letter tri-grams,
and the average number of 15 repetitive words.
The main conclusions are: (1) Some of the basic
processes in schizophrenia are evident in writing;
(2) Automatically identified characteristics of
schizophrenic writing are closely related to the
clinical description of the disorder; and (3)
Automatic classification of samples in writing of
schizophrenia is possible.
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2.2 Linguistic examination between

discourses of truth and deception

Hancock et al. (2005) found that “liars tended to
produce more words, fewer first person singular
but more third person pronouns, and more sense
words than truth-tellers”. Only a small number of
criteria were examined, the discourse being studied
was written on a computer, the motivation to lie
came from preliminary instructions, and the
discourse examined was a conversation (not a full
text).

The studies of Dilmon (2007; 2008; 2012) dealt
with discovering linguistic differences between the
discourse of truth and discourse of deception.
Dilmon's studies present an investigation of 48
couples of stories told by 48 subjects. Each of them
told a true story and a false story. The comparison
was made using linguistic instruments, and the
results obtained were examined statistically. The
48 subjects are native Hebrew speakers of both
sexes, of different ages and a variety of
backgrounds (with no criminal background).

The subjects were being instructed to take part
in a game in which they had to tell two stories
from their past, one true and the other an invention,
and the “real” subjects would have to guess which
of the stories was true and which an invention. In
this way, the subjects themselves chose where and
how they would mislead, and they would be
motivated to provide stories that would make it
hard to identify them as stories of deception. That
is to say, they tried to escape detection, as would
be the case in an actual deceptive situation. Apart
from this instruction, they received no other
instructions as to subject matter, length, or any
other issue of the story’s substance.

Dilmon (2012) compared between the true
stories and the false stories. Her assumption is that
the true stories indicate the subject’s ordinary,
“normal” language, while the false stories indicate
deviations from that normal language. 43 criteria
were defined by her to analyze the language of
truth and falsity. Part of the criteria were translated
to Hebrew from the foreign literature. Other
criteria were collected after interviews with an
attorney, a police investigator, a military police
investigator, and two psychologists who had
worked for the police. These criteria belong to the
following areas: morphology, syntax, semantics,
discourse analysis, and speech prosody.
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42 out of 43 criteria were calculated manually.
All these criteria were examined whether they
differentiate between the discourse of truth and of
deception. Statistical analyses using MANOVA
were performed with repeated measures for each
linguistic criterion. 19 criteria were found to
differentiate significantly between the two types of
discourse. 5 out of the 19 criteria that have been
found as significant belong to the morphology area
as follows: 1- # of past tense verbs, 2- # of present
tense verbs, 3- # of future tense verbs, 4- # of first
person verbs, and 5- # of third person verbs. All
these criteria are normalized by the # of verbs in
the tested story.

2.3 Text classification

Text classification (TC) is a supervised learning
task that assigns natural language text documents
to one or more predefined categories (Sebastiani,
2002). The TC task is one of the most fundamental
tasks in data mining (DM) and machine learning
(ML) literature (Aggarwal and Zhai, 2012).

TC has been applied in various domains, e.g.,
document indexing, document filtering,
information retrieval (IR), information extraction
(IE), spam filtering, text filtering, text mining, and
word sense disambiguation (WSD) (Pazienza,
1997; Knight, 1999; Sebastiani, 2005).

There are two main types of TC: TC according
to categories and to stylistic classification. TC
according to categories (e.g., disciplines, domains,
and topics) is usually based on content words
and/or n-grams (Cavnar and Trenkle, 1994;
Damashek, 1995; Martins and Silva, 2005; Liparas
etal., 2014).

Literature documents, for instance, are different
from scientific documents in their content words
and n-grams. However, stylistic classification, e.g.,
authorship attribution (Stamatatos, 2009; Koppel et
al., 2011), ethnicity/time/place (HaCohen-Kerner
et al.,, 2010A; 2010B), genre (Stamatatos, 2000;
Lim et al., 2005), gender (Hota et al., 2006; Koppel
et al., 2002), opinion mining (Dave et al., 2003),
computer  science  conference  classification
(HaCohen-Kerner et al., 2013), and sentiment
analysis (Pang et al., 2002), is usually based on
various linguistic features, such as function words,
orthographic features, parts of speech (POS) (or
syntactic)  features,  quantitative  features,
topographic features, and vocabulary richness.
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2.4 TC of deception and true stories

Mihalcea and Strapparava (2009) present initial
experiments in the recognition of deceptive
language. They introduce three data sets of true
and lying texts containing 100 true and 100 false
statements for each dataset. They use two
classifiers: Naive Bayes and SVM. Their features
were words belonging to several special word
classes, e.g., friends (friend, companion, body),
and self (our, myself, mine, ours). No feature
selection was performed, and stopwords were not
removed. Using a 10-fold cross-validation test
their accuracy results were around 70%.

Ott et al. (2011) develop a dataset containing
400 truthful hotel reviews and 400 deceptive hotel
reviews. Their features were Linguistic Inquiry and
Word Count (LIWC) features extracted by the
LIWC software (Pennebaker et al., 2007), relative
POS frequencies extracted by the Stanford Parser
(Klein and Manning, 2003) and 3 n-gram feature
sets (unigrams, bigrams, and trigrams). Ott et al.
show that the detection of deceptive opinion spam
is well beyond the capabilities of human judges.
Using Naive Bayes and SVMlight (Joachims,
1999) and a 5-fold cross-validation test they have
found that a bigram-based classification based on
unigrams and bigrams obtained an accuracy of
89.6%, and a combination of LIWC features,
unigrams and bigrams performed slightly better
(89.8%).

3 The Classification Model
Chosen Feature Sets

and the

We decided to use Dilmon's stories as our data set.
We defined, programmed and automatically
calculated features for the input stories. In contrast
to Dilmon, who calculated the ability of each
feature alone to statistically distinguish between
true and false stories, we investigated the ability of
various combinations of features to classify
between true and false stories using various ML
methods.

The main stages of the model are as follows:

1. Building a corpus containing 96 stories (48
false and 48 true stories).

2. Computing all four feature sets including the
POS-tag features using the tagger built by Adler
(Adler, 2007; Adler et al., 2008). This tagger
achieved 93% accuracy for word segmentation and
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POS tagging when tested on a corpus of 90K
tokens.

3. Applying five ML methods for each possible
combination of feature sets wusing default
parameters.

4. Filtering out non-relevant features using
InfoGain (IG) (Yang and Pedersen, 1997) and re-
applying the best ML method found in stage #3.

Features

In this paper, we consider 145 features divided into
four meaningful linguistic feature sets as follows:
123 POS-tag features, 4 quantitative features, 9
repetition features, and 9 special expressions.
These four feature sets have neither been defined
nor applied by Dilmon. In this research, some of
Dilmon's (2008) criteria have not been examined
(e.g., discourse analysis and prosodic elements
as stuttering and hesitation marks) because it was
difficult to automatically detect them. However,
features such as tense verbs and person verbs have
been applied among the POS-tag feature set.

We did not choose the bag of words (BOW) or
N-gram (which are usually the most frequent
continuous sequences of N-grams) as features
because they are too simple; they have less
meaning and they can be partially seen as a black
box. As an example of their low significance is the
fact that the linear ordering of the N-grams within
the text is ignored. That is to say, these
representations are essentially independent of the
sequence of words in the collection.

The first chosen feature set contains 123 POS-
tag features automatically extracted by Adler’s
tagger for the Hebrew language (Adler, 2007;
Adler et al., 2008). This set contains features,
which belong to many feature sub-sets: 7 prefix
types, 28 part-of-speech tags, 3 gender types, 5
number types, 4 person types, 3 status types, 7
tense types, 4 pronoun types, 8 named-entity types,
4 interrogative types, 3 prefix types, 15
punctuation types, 5 number suffix types, 4 person
suffix types, 2 polarity types, 7 Hebrew verbal
stem types, 3 conjunction types, 5 number types, 3
gender suffix types, and 3 quantifier types.

The second feature set is the quantitative set
containing 4 types of average # of letters per word,
average # of letters per sentence, average # of
words per sentence, and TTR (the number of
different word types in atext divided by the total
number of word tokens).
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The third feature set is the repetition features
containing the following 9 features: normalized #
of n-gram words (for n=1, 2, 3, 4) that repeat
themselves in the same sentence, respectively,
normalized # of ‘ha’ (i.e., “the”, the definite article
in Hebrew), and normalized # of n-gram words
(for n=1, 2, 3, 4) that repeat themselves in
the entire text only once, twice, 3, or 4 times,
respectively. The normalization is done by a
division of the computed value to the number of
word tokens in the document.

The fourth and the last feature set is the special
expressions set that contains the normalized # of
the following 9 features: intensifiers, minimizing
markers, negative expressions, positive
expressions, time expressions, expressions of
doubt, Emotive words and words describing
emotions, demonstrative pronouns, generalized
words, ‘et’ (a term used to indicate a direct object),
and ‘shel’ (i.e., of, belonging to).

4  Corpus and Experimental Results

The examined corpus (supplied by Dilmon)
contains 96 stories (48 false and 48 true stories)
that were told by 48 native Hebrew speakers (23
men and 25 women) between the ages of 20 and
45. The reasons for relatively small number of
subjects are: (1) The subjects did not receive
payment for their participation; each one of them
volunteered to participate. It is not easy to find
many volunteers for such action. (2) The course of
Dilmon's study included a recording of the stories,
varying in length from five minutes to an hour.
Then an accurate transcription of the stories was
required (receiving over 100 pages of transcribed
text) and a careful count of all the linguistic

characteristics. Table 1 presents general
information about this corpus.
Type | Total Avg. # Median | Std. of
of #of | ofwords | valueof | words
story | words per words per per
story story story
True | 8722 181.7 155.5 145.03
False | 6720 140 1135 103.09

Table 1. General information about the corpus.

Five supervised ML methods including two
decision tree methods have been selected. The
accuracy rate of each ML method was estimated by
a 10-fold cross-validation test. These ML methods
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include SMO and Naive Bayes (that were
examined in the two previous studies about
true/false classification mentioned in sub-section
2.4). The five applied ML methods are:

(1) Reduced Error Pruning (REP)-Tree is a fast
decision tree  learner, which builds a
decision/regression  tree  using  information
gain/variance and prunes it using reduced-error
pruning with back fitting (Witten and Frank,
2005). This algorithm sorts values for only
numeric attributes. Missing values are dealt with
by splitting the corresponding instances into
pieces. Because the tree grows linearly with the
size of the samples presented, and that, after a
while, no accuracy is gained through the increased
tree complexity, pruning becomes helpful if used
carefully (Elomaa and Ké&éridinen, 2001).

(2) J48 is an improved variant of the C4.5
decision tree induction (Quinlan, 1993; Quinlan,
2014) implemented in WEKA. J48 is a classifier
that generates pruned or unpruned C4.5 decision
trees. The algorithm uses greedy techniques and is
a variant of ID3, which determines at each step the
most predictive attribute, and splits a node based
on this attribute. J48 attempts to account for noise
and missing data. It also deals with numeric
attributes by determining where thresholds for
decision splits should be placed. The main
parameters that can be set for this algorithm are the
confidence threshold, the minimum number of
instances per leaf and the number of folds for REP.
As described earlier, trees are one of the easiest
thing that could be understood because of their
nature.

(3) Sequential Minimal Optimization (SMO;
Platt 1998; Keerthi et al. 2001; Hastie and
Tibshirani, 1998) is a variant of the Support
Vectors Machines (SVM) ML method (Cortes and
Vapnik 1995; Vapnik 2013). The SMO technique
is an iterative algorithm created to solve the
optimization problem often seen in SVM
techniques. SMO divides this problem into a series
of smallest possible sub-problems, which are then
resolved analytically.

(4) Logistic regression (LR; Cessie et al., 1992)
is a variant of a probabilistic statistical
classification model that is used for predicting the
outcome of a categorical dependent variable (i.e., a
class label) based on one feature or more (Cessie et
al., 1992; Landwehr et al., 2005; Sumner et al.,
2005).


http://en.wikipedia.org/wiki/Statistical_classification
http://en.wikipedia.org/wiki/Statistical_classification
http://en.wikipedia.org/wiki/Categorical_variable
http://en.wikipedia.org/wiki/Dependent_and_independent_variables
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(5) Naive Bayes (NB; John and Langley, 1995;
McCallum and Nigam, 1998) is a set of
probabilistic classifiers with strong
(naive) independence assumptions between the
features. The Naive Bayes Classifier method is
usually based on the so-called Bayesian theorem
(the current probability is computed based on a
previous related probability) and is particularly
suited when the number of the features is high.

These ML methods have been applied using the
WEKA platform (Witten and Frank, 2005; Hall et
al.,, 2009) using the default parameters. After
finding the best ML method we have performed
further experiments using only this method. Non-
relevant features were filtered out using
Information gain (InfoGain, 1G), a feature selection
metric for text classification. IG is a popular
measure of feature goodness in text classification
(Yang and Pedersen, 1997). It measures the
number of bits of information obtained for
category prediction by knowing the presence or
absence of a feature. In their comparative study,
Yang and Pedersen reported that IG and Chi
performed best in their multi-class benchmarks.
Forman (2003) reported that IG is the best filtering
method when one is limited to 20-50 features. In
Forman's experiments, |G dominates the
performance of Chi for every size of the feature
set. The accuracy of each ML method was
estimated by a 10-fold cross-validation test.

Combinations | Rep- | J48 | SMO | LR | NB
of feature sets | Tree

P 60.4 | 68.8 | 80.2 | 63.5 | 78.1
Q 615 | 615 | 67.7 | 64.6 | 66.7
R 52.1 | 57.3 | 60.4 | 615 | 615
S 68.8 | 66.7 | 77.1 | 77.1 | 68.8
P,Q 625 | 66.7 | 823 | 68.8 | 79.2
P,R 60.4 | 70.8 | 75.0 | 65.5 | 78.2
P,S 57.3 | 67.7 | 833 | 625 ] 79.2
Q,R 604 | 67.7 | 635 | 67.7 | 67.7
Q,S 708 | 69.8 | 77.1 | 76.0 | 74.0
R, S 70.8 | 60.4 | 75.0 | 75.0 | 68.8
P,Q,R 625 | 677 | 771 | 67.7 | 79.2
P,R, S 71.9 65.6 81.3 719 | 79.2
P,Q,S 583 | 66.7 | 844 | 76.0 | 813
QR,S 68.8 66.7 75.0 76.0 | 70.8
P,Q,R,S 58.3 | 635 | 813 | 69.8 | 80.2

Table 2. Accuracy results for the classification of
True/False stories.

In this research, there are four feature sets

(section 3). POS-tags (P), Quantitative (Q),
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Repetitions (R), and Special Expressions (S).
Therefore, there are 24 = 16 combinations of
feature sets (including the empty set). For each ML
method we tried all 15 non-empty combinations of
feature sets.

Table 2 presents the accuracy results for the
classification of true/false stories according to all
15 combinations of feature sets. These results were
obtained by applying the 5 supervised ML methods
mentioned in Section 3.

Several general conclusions can be drawn from
Table 2:

e The first 4 rows present the accuracy results
using only one feature set. The best result for 3
ML methods (SMO, J48 and NB) was achieved
by the POS-tags set. The best result out of these
results was obtained by the POS-tags set using
SMO. Similar to Ott et al. (2011) we related to
the accuracy results achieved by the POS-tag
features (80.2%) as the baseline with which to
compare our other results.

e The POS-tags feature set (80.2%) is superior to
the other single sets. Several possible
explanations for this finding are: this set
includes the largest number of features (123),
and these features include widespread
information about the whole text, which is
relevant to the task at hand.

e The SMO method obtained the best accuracy
result results for most of the set combinations
(in 8 out of 15 experiments).

e The best accuracy result using a combination of
2 sets (83.3%) was obtained using a
combination of the POS-tags and the special
expressions.

e The best accuracy result in Table 2 (84.4%) was
obtained using a combination of 3 sets: POS-
tags, quantitative and the special expressions.

e The addition of the repetitions features to the 3
sets (i.e., the combination of all 4 sets) led to a
decline in the results (81.3%). The repetitions
set was the set with the worst results compared
with the other sets for all five ML methods.

e The improvement rate from the best set to the
best combination of sets is 4.2%.

Since SMO has been found as the best ML
method for our classification task, we decided
to do further experiments using only SMO and
IG (as explained above).
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Combinations | SMO before IG SMO after IG
of feature sets # of Acc. # of Acc. True False

feat. feat. [3) R F [3 R F
P 123 80.2 15 86.5 80.9 79.2 80.0 79.6 81.3 80.4
Q 4 67.7 1 57.3 68.4 27.1 38.8 54.5 87.5 67.2
R 9 60.4 1 53.1 53.1 54.2 53.6 53.2 52.1 52.6
S 9 771 |4 69.8 67.3 77.1 71.8 73.2 62.5 67.4
P,Q 127 82.3 17 89.6 91.3 87.5 89.4 88.0 91.7 89.8
P,R 132 75.0 17 87.5 90.9 83.3 87.0 84.6 91.7 88.0
P,S 132 83.3 20 85.4 88.6 81.3 84.8 82.7 89.6 86.0
QR 13 63.5 2 63.5 65.1 58.3 61.5 62.3 68.8 65.3
Q,S 14 77.1 5 78.1 77.6 79.2 78.4 78.7 77.1 77.9
R, S 13 75.0 |4 69.8 67.3 77.1 71.8 73.2 62.5 67.4
P,QR 136 77.1 18 88.5 91.1 85.4 | 88.2 86.3 91.7 88.9
P,R,S 136 81.3 20 85.4 88.6 81.3 84.8 82.7 89.6 86.0
P,Q,S 137 84.4 21 89.6 93.2 85.4 | 89.1 86.5 93.8 90.0
Q,R,S 22 75.0 6 79.2 78.0 81.3 79.6 80.4 77.1 78.7
P,Q,R,S 145 81.3 22 89.6 93.2 85.4 | 89.1 86.5 93.8 90.0

Table 3. Accuracy results for combinations of feature sets using SMO and IG.

Table 3 presents the accuracy results for all
combinations of feature sets using SMO (the best
ML method according to Table 2) before and after
filtering out non-relevant features using IG. In
addition, for the stage after activating IG we also
present the precision, recall, and F-score results for
each type of story (true, false) for all possible
combinations of the four feature sets. The
following conclusions can be drawn from Table 3
regarding the classification of True/False stories
using SMO and IG:

e The best accuracy result (89.6%) has been
achieved by three different combination sets. The
combination with the smallest number of feature
sets, is the combination of two sets: POS-tag and
guantitative, which contains 17 features including
16 POS-tag features and one quantitative feature.

e The improvement rate of this combination of
two sets from the initial state before performing I1G
to the state after performing IG is 7.3%. This
improvement has been achieved due to the filtering
out of 110 features out 127!

e The relatively similar accuracy, precision,
recall, and F-score results for both types of stories
(true, false) for all types of set combinations
represent that the classification results are at the
same level of quality for both types of stories.

e By looking at the results of the best
combinations in Table 3 (colored with red and
blue), we see that on the one hand, the precision
values are higher for the true stories (i.e., less false
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positives; which means that the system has a high
ability to present only relevant true stories), and on
the other hand, the recall values are higher for the
false stories (i.e., less false negatives; which means
that the system has a high ability to present all
relevant false stories)

Detailed results for the best combination (16
POS-tag features and one quantitative feature)
using SMO and IG are presented in Tables 4 and 5.
Table 4 presents the suitable confusion matrix and
Table 5 shows the values of the ROC and PRC
areas. The area under the ROC curve (Bradley
1997; Fawcett 2006) and the area under the PRC
curve, i.e., the area under the precision-recall curve
(Boyd et al., 2013) are often used to evaluate the
performance of ML methods.

Actual answer

True False
Classifier’s True TP=44 FP=4
answer False FN=6 TN=4

2
Table 4. The confusion matrix.
True False

ROC area 89.6 89.6
PRC area 86.1 84.8

Table 5. The ROC and PRC areas.



PACLIC 29

Using the TP, FP, FN, FP, and TN values in the
confusion matrix, are computed the four popular
measures: recall, precision, accuracy and f-
measure (Table 3). The ROC area is around 90%
and the PRC area is around 85%-86% indicating
very good classification performance of the SMO
method using the 17 chosen features.

Another deeper observation shows several
interesting findings about the most distinguishing
features according to the 1G method (i.e., features
that received the highest weights). Table 6 presents
some distinguishing POS features.

Distingin. Finding Meaning
POS

features

Person-1 The average of this | Truthful people

(first feature for the true | use relatively

person) stories is | more first person
significantly higher | pronouns

Person-3 The average of this | Liars use

(third feature for the false | relatively  more

person) stories is | third person
significantly higher | pronouns

POS- The average of this | Liars use

negation feature for the false | relatively — more

(negation | stories is | negation words

words) significantly higher

Table 6. Distinguishing POS features according to SMO
and IG.

Our findings concerning the use of first-person
pronouns, and negative words are consistent with
the conclusions of Hancock et al. (2005) who
found that the discourse of deception used fewer
first-person pronouns, and more negative words.
Our findings concerning use of first and third
person pronouns are also consistent with the
conclusions of Knapp et al. (1974) who found that
a lie discourse contains more markers of the other
and fewer personal declarations (I, me).

Furthermore, our findings are also consistent
with some of Dilmon (2008): (1) The use of
negative words in the false stories might reveals
the speaker’s mnegative attitude toward his
invention, and his insecurity from being in the
position of misleading the listener, and (2) Higher
use of verbs in the third person and minimal use of
verbs in the first person in false stories may imply
the speaker’s desire to distance himself from a
description of the event and from the possibility of
accepting responsibility for his actions.
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From a pragmatic standpoint, a deception is a
deviation from Grice’s (1975) “Cooperative
Principle”, which is subdivided into 4 maxims: of
quantity, of quality, of relation, and of manner. He
stresses that the meticulous observance of the
maxim of quality is a fundamental pre-condition
that ensure the operation of the other maxims. Mey
(2001) claims that concealment technics (e.g.,
deliberate  omission, and uninformative or
disinformative remarks) contradict the Cooperative
Principle of Grice. By using negative words and
third person verbs, the speaker is violating the
maxim of quality.

5 Summary and Future Work

In this paper, we present a methodology for
distinguishing between true and false stories based
on various linguistic features. The POS-tag set
containing 123 features was superior to all other
sets with an accuracy result of 80.2%. The best
accuracy result (89.6%) was obtained by SMO and
IG using two feature sets including only sixteen
POS-tag features and one quantitative feature.
These results suggest that stylistic differences
between any types of true and false stories can be
guantified along the lines presented in this paper.
The main contribution of this research is the
careful feature set engineering based on analyses
construction of feature sets derived from previous
studies. This together with the competition
between five well-known supervised ML methods,
and filtering out of non-relevant features using 1G
for SMO (the best found ML method),
yields considerably improved accuracy results.
Future research proposals are: (1) Apply this
classification model to other types of true and false
stories coming from other domains and written in
various languages; (2) Implement feature sets with
a focus on special compound linguistic features
that differentiate between true and false stories,
speech features such as hesitations or repetitions,
n-gram features and other types of stylistic feature
sets; (3) Perform experiments to see if some
interactions at feature level, not feature set level,
have any impact on the classification accuracy; and
(4) Perform experiments of distinguishing between
true and false stories by people, and comparing
their results versus those performed by our system.
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Abstract

Out-of-vocabulary (OOV) bilingual lexicon
entries is still a problem for many applica-
tions, including translation. We propose a
method for machine learning of bilingual stem
and suffix translations that are then used in
deciding segmentations for new translations.
Various state-of-the-art measures used to seg-
ment words into their sub-constituents are
adopted in this work as features to be used
by an SVM based linear classifier for deciding
appropriate segmentations of bilingual pairs,
specifically, in learning bilingual suffixation.

1 Introduction

OOV bilingual lexicon entries still remain an open
problem and the approach proposed in this paper
will contribute to solve this by machine learning of
bilingual stem and suffix pairs using a very small
English (EN)-Hindi (HI) bilingual lexicon. These
bilingual segments are then used in deciding seg-
mentations for unseen translations and also in gen-
erating new ones. We examine a combination of
commonly used segmentation measures as clues for
bilingual suffixation of unseen translations in a min-
imally supervised framework.

No translation extraction technique guarantees the
extraction of all possible translation pairs specially
when not found or are infrequent in parallel cor-
pora. Source-target asymmetry further adds to the
problem for morphologically poor and rich language
pairs, as is the case of English and Hindi. Noun, verb
or adjective forms in English tend to have multi-
ple translations in Hindi. Consider the English term
‘good’ with 3 possible translations: ‘acChA’, ‘ac-
ChI’ and ‘“‘acChe’ in Hindi. Each of these represent
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variants of the basic word form ‘acChA’, where -A’
and ‘-I’ represent singular masculine and feminine,
while ‘-e’ denotes a plural adjective suffix. As all the
forms might hardly be seen in the training data, there
is a need for identifying morphological similarities
in the known example pairs!. In the referred exam-
ple, the three word forms share the stem ‘acCh’ and
differ in the endings ‘-A’, -I’, “-e’. As these inflec-
tions appear as endings for other words they serve
in identifying word classes. Thus, the separation of
morphological suffixes conflates various forms of a
word, into a stem which is a crucial source of infor-
mation. On the other hand, suffixes that occur fre-
quently with words belonging to similar class, could
be utilised for generating unknown forms. Hence,
by using the morphological information, all possible
forms can be inferred by combining different com-
ponent morphemes from different mappings learnt
using the example pairs in the translation lexicon.

We discuss a generative approach for suggesting
new translations based on the morphological simi-
larities learnt from translation examples seen in the
existing bilingual lexicon. The approach is distin-
guishing as we rely on the frequent forms (suffixes)
occurring in translations rather than on words in just
one language. Fundamental to this generation strat-
egy, we have 2 phases involving learning and clas-
sification. Firstly, the bilingual approach to learn-
ing morph-like units is used in preparing the training
data (Mahesh et al., 2014). This involves identifica-
tion and extraction of orthographically and seman-
tically similar bilingual segments (as for instance,
‘good’ < ‘acCh’) occurring in known translation

"Words consist of high-frequency strings (affixes) attached
to low-frequency strings (stems) (Hammarstrom, 2009)
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examples (‘acChA’, ‘acChl’ and ‘‘acChe’), together
with their bilingual extensions constituting dissimi-
lar bilingual segments (bilingual suffixes) (" & ‘A’
‘e’ | ‘I’)>. The common part of translations that
conflates all its bilingual variants® represents a bilin-
gual stem (‘good’ < ‘acCh’). The different parts of
the translations contributing to various surface forms
represent bilingual suffixes or bilingual morpholog-
ical extensions (" < ‘A’ | ‘¢’ | ‘I’). Further, bilin-
gual suffixes representing bilingual extensions for a
set of bilingual stems form bilingual suffix classes*,
hence allowing safer translation generalisation. The
bilingual suffix classes thus learnt along with the
bilingual lexicon constitutes the training data set for
the classification phase. Upon identification of the
segmentation boundary (by classification), depend-
ing on the bilingual suffix and the stem surfaced
for the given unseen translation, the bilingual pair is
then classified into one of the bilingual suffix classes
identified in the training phase. New translations are
then suggested by simple concatenation of bilingual
stems and suffixes belonging to the identified class.

2 Related Work
2.1 Monolingual Approaches

Lexical inference or morphological processing tech-
niques have been established for handling unknown
terms that are variations of known forms. Moreover,
learning suffixes and suffixation operations from the
corpus or lexicon of a language allows new words
to be generated. Such approaches are categorised as
supervised (Déjean, 1998), semi-supervised (Lindén
et al.,, 2009) and unsupervised (Goldsmith, 2001;
Creutz and Lagus, 2005; Monson et al., 2009).

The state-of-the-art approaches to unsupervised
morphology learning are overviewed and discussed
with sufficient level of detail by Wicentowski and
Yarowsky (2002) and Hammarstrdom and Borin
(2011), respectively. A most recent work inte-
grates orthographic and semantic view of words
and models word formation in terms of morpholog-
ical chains (Narasimhan et al., 2015). To address
the morphological segmentation problem, Kirschen-
baum (2015) suggests the use of segmentations de-

Note the null suffix in the English side corresponding to
gender and number suffixes in the Hindi side.

3Translations that are lexically similar.

* A suffix class may or may not correspond to Part-of-Speech
such as noun or adjective but there are cases where the same
suffix class aggregates nouns, adjectives and adverbs.
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rived from words sharing similar distribution and
form in analysing less frequent words.

Partially supervised strategies for morphology
learning may be viewed as classification tasks. The
classifier trained on known paradigms classifies
the unseen words into paradigms or induces new
paradigms (Lindén et al., 2009).

2.2 Bilingual Learning Approaches

Sasaoka et al., proposed bilingual inductive learning
mechanism for predicting translations for unknown
words (Sasaoka et al., 1997). Common and differ-
ent parts of strings between known words and their
translations represent the example strings, referred
as Piece of Word (PW) and Pair of Piece of Word
(PPW). The bilingual pairs of these extracted exam-
ple strings maintained as a Pair of Piece of Word
(PPW) dictionary form the basis of the prediction
process.

Snyder and Barzilay (2008) proposed simultane-
ous morphology learning for discovery of abstract
morphemes using multiple languages. To boost the
segmentation decisions, Poon et al. (2009), proposed
discriminative log-linear model employing overlap-
ping contextual features.

In our previous work, we proposed an approach
for learning bilingual suffixation operations by util-
ising the translation lexicon as a parallel resource
(Mabhesh et al., 2014). As a pre-phase to transla-
tion generation, bilingual morph-like units conflat-
ing various translation forms are learnt and conse-
quently clustered into bilingual suffix classes. Fre-
quent forms occurring in translations rather than in
word forms (in a language) are used in arriving at the
segmentation decision. The ambiguities and com-
plexities in decompositions are reduced as the trans-
lation forms impose a restricted subset over the en-
tire universe of word forms from which segmenta-
tion decisions are made. Similar to the approach
proposed by Sasaoka et al., (Sasaoka et al., 1997),
our approach (Mahesh et al., 2014) that we adapt
here for preparing the partial training data, allows
identification of common (bilingual stems) and dif-
ferent (bilingual suffixes) bilingual segments occur-
ring in translation examples, which are then used in
generating new translations.

3 Proposed approach

Much of the research ranging from text analysis for
acquisition of morphology, to learning suffixes and
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suffixation operations for partially overcoming OOV
bilingual entries and generating necessary trustable
bilingual entries, is driven by the fact that word is
made up of high-frequency affixes attached to low-
frequency stems (Hammarstrom, 2009). Extend-
ing this observation, we interpret a bilingual pair
to be constituted by frequent bilingual suffixes at-
tached to less frequent bilingual stems. The pro-
posed approach operates in 2 stages: the learning
phase for identifying bilingual suffix classes that
partially serves as the training data and the classi-
fication phase for deciding segmentation.

3.1 Learning Phase

Learning bilingual segments using translation vari-
ants and their mapping into morphologically related
classes closely follows the bilingual learning ap-
proach and involves learning bilingual suffixes and
suffixation operations (Mahesh et al., 2014) (refer
Algorithm 1).

Definitions Let L be a Bilingual Lexicon.

Let L1, L2 be languages with alphabet set 31, 3o.
T={(wr1,wr2)|(wr1,wr2) C L} be set of valid
bilingual pairs (translations) in L.

S:{pile Sip1>Pigas Sipa ’pim Sip1 = Wipys

DirsSipa WipgsPipys Sira Ezl’pim’ Siro 622} be
the set of substrings of w;, ,,w;,,, where p;, s;,,
denotes the concatenation of stem p;,, and suffix
s;;, in languages L1 and L2.

Let Ssuf fizpPair be the set of bilingual suffix pairs
and Sgtempair be the set of bilingual stem pairs.
Two translations (wq,,,w1,,) and (wa,,,w2,,) €
L are said to be similar if |lcp(w,,, w2,,)| > 3 and
|lep(wn,,, we,,)| > 3, where lcp is the longest com-
mon prefix of the strings under consideration.

Input - Bilingual/Translation Lexicon (L):

Translation lexicon refers to a dictionary which
contains a term (taken as a single word - any con-
tiguous sequence of characters) in the first language
cross-listed with the corresponding term in the sec-
ond language such that they share the same mean-
ing or are usable in equivalent contexts. In Ta-
ble 1, sample entries illustrate bilingual variants:
noun_singular forms (columns 1, 2 in 15¢ 7 rows)
— noun_plural forms (column 3, 4 in 1%t 7 rows)
and adjective forms (columns 1, 2 in last 4 rows) —
adverb forms (columns 3, 4 in last 4 rows).

Output
List of Bilingual stem and suffix pairs: These
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Term (EN) Term (HI) Term (EN) Term (HI)

process fekaT (prakriyA) processes wfosarsif (prakriyAoM)

proof THTOT (pramAN) proofs THTUT (pramANoM)

plant THT (paudhA) plants Y (paudhoM)

proceeding | BRIATET (kAryavAhl) | proceedings FrRIaTfEat (kAryavAhiyoM)

plan ST (yojanA) plans AISATY (yojanAeM)

prayer TTAT (prArthanA) prayers HTeMTY (prArthanAeN)

promise are (vAd) promises g (vAde)

usual W usually ST :
(sAmAny/sAdharaN) (sAmAnyatH/sAdharaNatH)

chief T (pradhAn) chiefly TYMd: (pradhanataH)

rapid ffer (shighr) rapidly offeraT (shighratA)

weak e (durbal) weakly T (durbalatA)

Table 1: Bilingual variants in EN-HI Lexicon

include the list of bilingual stems (columns 3, 4 in
Table 5) and suffixes (Table 4) with their observed
frequencies in the training dataset. Sample bilingual
stems include ‘plant’ < ‘paudh’, ‘boy’ < ‘laDak’.
Sample bilingual suffixes are (), I’), (*, ‘A’),
(‘ion’, ‘A’) and are attached to 10,743, 29,529 and
457 different bilingual pairs respectively. These
lists aid in identifying bilingual stems and bilingual
suffixes, given a new translation.

Bilingual suffixes grouped by bilingual stems:
This represents which set of bilingual suffixes attach
to which bilingual stem. In Table 2°, the bilingual
suffixes, (‘s’, ‘oM’) and (‘ous’, ‘I’) attach to the
same bilingual stem ( ‘mountain’, ‘pahAD’) yielding
the surface forms ‘mountains’ < ‘pahADoM’ and
‘mountainous’ < ‘pahADI’.

Bilingual Stems Bilingual Suffixes

('nation', RT&Z) s (al, 'SR, (alism, '<YFAT),  (‘ality!, '), (alist!, <cYadaEmer)
('nation’, 'TAShTr") : (‘al','lya'), (‘alism','lyatA'), (‘ality', 'IyatA'"), (‘alist', ‘IyatAvAdI’)
(‘mountain’, 'TgTe) @ (s, o), (ous', '«¥)

(‘'mountain’, 'pahAD") : ('s,'oM’), (‘ous','T')

Table 2: Bilingual suffixes grouped by bilingual stems

Bilingual Suffix Classes: A set of bilingual stems
that share same suffix transformations form a cluster
or a bilingual suffix class. In the 1! row of Table
5, (7, ‘A’) and (‘s’, ‘oM’) represent bilingual suf-
fixes that combine with bilingual stems, ‘plant’ <
‘paudh’, ‘boy’ < ‘laDak’ and many more. These
allow new translation forms to be subsequently sug-
gested upon identification of bilingual stems and
suffixes in an unseen translation given as input.

39" Jine in each row shows transliterations for HI terms
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Algorithm 1 Learning Bilingual Suffix Classes

1: procedure LEARNBILINGUALSUFFIXCLASS

2: for each translation (a1, ar2) € L do
3: if 3 (br1, bro) similar to (ap1,ars), and (cp1, cr2) similar to (dpy1,dr2) € L,
4: Where p1,, 5 P1pas P211s P21os S1p15 8100, 82115 52,65, and
5: (aLh aL2):((p1L1 lel)’ (plelez ))’ (bLh bL2):((p1L1 82L1)7 (p1L282L2 ))’
6: (CL16L2)=((p2L1 Sipy )7 (p2L2$1L2)); (dL17 dL2)=((p2L1 S2p1 )7 (p2L2 S2p0 )) then
7: add (p1,,,p1,,) to the list of bilingual stems Sstem pair-
8: add ((s1,,,,51,,), (52,1 52,,)) to the list of bilingual suffixes Ssu f iz Pair-
9: for each suffix pair (s;,,, Si;,) € SsuffizPair 40
10: if 3m, n such that (ms;,,,nS;,,) € Ssuf fizPair, U2 = U7, Van = V1
11: and bilingual stem (u1, v1) and (u2, v2) € SstemPair, then
12: replace (u1,v1) by (ug,v2) and (s;,,, Si;,) by (ms;,,,ns;,,) iff
13: Strength(si,,, 8i,,) or Strength(m,n) > Strength(ms;,,,nsi,,).
14: for each stem pair (p’iLl yPipo )€SStemPa7ir’ where ((piLl SiLl)a (piLz SiLz))= (wiL1 y Wiy )EL do
15: if (s;,,,$i,,) is not in the list of bilingual suffixes
16: associated with the bilingual stem (p;, ,, p;,,) then
17: append (s;,,, Si,,) to the suffix list associated with (p;,,, pi,,)-
18: Cluster the stem pairs sharing similar suffix transformations into bilingual suffix classes.

19: end procedure

3.2 C(lassification
In this section, we discuss the use of SVM based
linear classifier® (Fan et al., 2008) in predicting if
a given segmentation option corresponds to a valid
boundary or not.

(p1L1 7p1L2)(81L1 ) 31L2)7 (p2L1 7p2L2)

(52L1 ) 52L2)7 ceeny (anl 7p71L2)(57LL1 ) San) (1)

In Equation 1, all possible bilingual stems
and suffixes associated with a given bilingual
word pair (w;,,,w;,,) are represented, where
(PigysPigy)(Sis, s Sip,) represents a candidate for the
bilingual stem and suffix (a possible segmentation
boundary). The principle of classification involves
learning a function, to infer a binary decision for
each split, given all possible segmentations compris-
ing of bilingual stems and suffixes for any given un-
seen translation.

Each of the possible segmentations (constituting
bilingual stem and bilingual suffixes) is a data in-
stance, represented as a feature vector and a tar-
get value indicating if the corresponding segmenta-
tion is valid (+1), invalid (-1) or unknown (0). We
train a binary classifier using the features identified
from the training dataset made of the bilingual lexi-
con and the clusters (bilingual suffix classes) identi-
fied during the learning phase. Segmentation bound-
aries identified for each of the bilingual pairs during
the learning phase represent positive samples and all

Shttp://www.csie.ntu.edu.tw/ cjlin/papers/liblinear.pdf
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other possible segmentation options for the bilingual
pair represent negative samples. Given all possible
splits for a new bilingual pair, the estimated model
should predict if each of the candidate segmenta-
tions represents a valid boundary (+1) or not (-1).

3.2.1 Lexicon as Training Data

The measures discussed below, used in segment-
ing words into substituent morphemes, are adopted
in bilingual framework and are used to derive fea-
tures to minimally supervise the segmentation.

Stand-alone Bilingual Pair We use a binary val-
ued feature indicating if each candidate bilingual
stem appears as a stand-alone translation in the
lexicon with respect to the candidate segmentation
boundary. This knowledge is frequently used in sev-
eral word-based models and in one of the best per-
forming approaches selected by Hafer et al. (Hafer
and Weiss, 1974). Instances of bilingual stems ap-
pearing as stand-alone bilingual pairs in the lexicon
are ‘mountain’ < ‘pahAD’ and ‘region’ < ‘kShetr’.

Candidate Boundary Offset (BO) A pair of in-
dex numbers indicating the position of the candi-
date boundary relative to the beginning and end of
the bilingual pair characterises the boundary points.
Single-character suffixes, or generally short suffixes
are often observed to be spurious than the long ones
(Goldsmith, 2001). Index values have been used as
multipliers in the function reflecting optimal split
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position to deal with the disparity with respect to
the frequency of shorter stems and suffixes vs longer
ones (Patel et al., 2010). Further, the index values
have been used as features in correcting the prob-
lem with predecessor variety values resulting from
normalisation (Coltekin, 2010). This knowledge is
represented by 4 additional features:

e A pair of integer-valued features corresponding to
the offsets from the beginning of the bilingual pair
(with respect to candidate boundary). For the bilin-
gual pair, ‘boys’ < ‘laDakoM’, with a candidate
bilingual stem ‘boy’ < ‘laDak’, the offsets’ are 3
and 3 EN and HI characters, respectively.

e A pair of integer-valued features corresponding to
the offsets from the end of the bilingual pair (with
respect to candidate boundary). For the example
above, the offsets are 1 and 1 EN and HI character,
respectively.

Normalised Successor Entropy (NSE) The suc-
cessor entropy is calculated for each stem pair as :

H(pthLz) =

- 2

(srL1,5L2)€succ(pri,pre)

f(prisci,pr2sre)
flpr1,pr2)

f(prisci1,pr2sr2)
f(PLhPLQ)

logs )

where, (pr1Sr1, pr2sre) is the bilingual string that
is formed by concatenation of sy to pr1 and sy9
to pra, f() represents the frequency of the bilingual
pairs starting with the given bilingual stem (prefix
pair), and succ() returns all bilingual suffixes (suffix
pairs) for the given bilingual stem (pr1, pr2).

NSE for a candidate stem pair is obtained by
dividing the calculated entropy value by the ex-
pected value (considering bilingual stems having
same length as the candidate stem pair) correspond-
ing to the split position.

Normalized Predecessor Entropy (NPE) NPE
for a candidate suffix pair is obtained by dividing the
calculated predecessor entropy (PE) value by the ex-
pected value (considering the bilingual suffixes hav-
ing same length as the candidate suffix pair) with re-
spect to the split position. PE can be obtained using
the Equation 2 by replacing successor with prede-
cessor and switching the concatenation order.

"Transcription of HI characters to Latin ones is not character

number conservative. But as we work with both character types,
offsets must obey the character set in question.
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Normalized Successor Variety (NSV) and Nor-
malized Predecessor Variety (NPV) We define
successor variety as the number of distinct bilin-
gual suffixes that follow a candidate bilingual stem.
This count is calculated for each candidate bilin-
gual stem in the training data set. The SV segmen-
tation measure initially proposed by Harris (1970)
is employed in numerous word-segmentation tasks
(Déjean, 1998; R. et al., 2005; Stein and Potthast,
2007; Bordag, 2008). Further, researches show how
this measure could be utilised in improving the seg-
mentation results (Hafer and Weiss, 1974; Coltekin,
2010).

The variety values are normalised by dividing the
calculated value by the expected value (based on the
equi-lengthed bilingual stems) with respect to the
split position. The NPV value for a candidate bilin-
gual suffix may be calculated similarly. Coltekin
(2010) provide an elaborate analysis of the problems
concerning SV values and the suggested improve-
ments using normalized SV scores.

Bilingual Morpheme Frequency (BMF) This
measure quantifies a candidate bilingual morpheme
by the number of distinct translations to which it at-
taches in the bilingual lexicon.

bmf(mr1,mr2) = Number of unique

bilingualpairs (mrp1,mrs) attaches to. (3)

where (mr1,mr2) is the candidate bilingual mor-

pheme (a bilingual stem or a bilingual suffix). This
adds 2 features, corresponding to each candidate
bilingual stem and the candidate bilingual suffix.

Generative Strength (GS) Instead of placing
same weight on each bilingual pair when scoring
a morpheme, each bilingual pair might be assigned
weight based on its generative strength (Dasgupta
and Ng, 2007). The generative strength of a bilin-
gual pair is estimated by calculating how many dis-
tinct induced bilingual morphemes attach to that
bilingual pair. The score of a bilingual morpheme
is defined to be the sum of the strengths of the bilin-
gual pairs to which it attaches.

gs(mpy,mpa) = Y

(Wi Wipy)

Strength(w;,,, w;,,)-

“)

where (wj;,,,w;,,) represents the bilingual
pair to which the candidate bilingual morpheme
(mr1,mpo) attaches. The heuristic has been used
in various word-based segmentation tasks to select
from among multiple suffixes while stemming a
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word form (Pandey and Siddiqui, 2008; Zeman,
2008).

Table 4 (columns 3 and 4) shows the scores for
frequent bilingual suffixes using each of the above
mentioned scoring functions.

3.2.2 Clusters as Training Data

The clusters (bilingual suffix classes) generated in
the learning phase is additionally used as training
data to model the bilingual suffixes for classification.

Cluster-based Bilingual Suffix Length (CBSL)
This is calculated as the number of times a bilingual
pair which is (I1, [2) characters contains an (sl1, sl2)
character long bilingual suffix, normalized by the
total number of bilingual pairs with length (I1,2)
(Brychcin and Konopik, 2015).

Cluster-based Bilingual Suffix Probability
(CBSP) This represents the probability that a
candidate bilingual morphological extension is a
correct bilingual suffix. The clusters generated
in learning phase are used to estimate this and is
calculated as the number of times the bilingual
suffix (s;,,,si;,) follows the bilingual stem of a
translation (w;,,,w;,,) (for each bilingual pair in
each cluster), divided by the number of all times
(wi,,,w;,,) ends with (s;,,,si,,) (Brychcin and
Konopik, 2015).

3.3 Suffix Class Determination and Translation
Generation

Given a new translation, upon identification of
the segmentation boundary (after classification), we
need to identify to which bilingual suffix class the
surfaced bilingual suffix and hence the translation
belongs. Depending on the bilingual suffix and the
stem identified for the given translation, the bilin-
gual pair is classified into one of the bilingual suffix
classes identified in the training phase. This is ap-
proached as a multi-label classification problem.

SVM based tool namely LIBSVM® was used to
learn the multi-label classifier. A class is repre-
sented as a set of features represented by a feature-
value pair and a label. The features are bilingual
suffixes that are representatives of a class. For any
class, the value in a feature-value pair simply indi-
cates whether the bilingual suffix is a representative
of that class (if so, 1) or not (if not, 0).

8 A library for SVMs - Software available at ht tp: //www.
csie.ntu.edu.tw/~cjlin/libsvm
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After the bilingual suffix class for a translation is
determined based on the split, new translations are
suggested by applying the suffix replacement rules
to the identified bilingual stem. For example, given a
new bilingual pair ‘dilemmas’ < ‘duvidhAein’ (Fig-
ure 1), the bilingual suffix resulting from segmenta-
tion is (‘s’, ‘Aein’). As (‘s’, ‘Aein’) is classified as
belonging to the bilingual suffix class (°, ‘A’), (’s’,
’Aein’), the new translation is generated by replac-
ing ‘s’ with " and ‘Aein’ with ‘A’, giving rise to the
new bilingual variant ‘dilemma’ < ‘duvidhA’.

dilemmas < gfaETg

dilemmas <> duvidhAein
New Translation (Bilingual pair)

Segmentation

(dilemma, gfa®): (s', 'wTd)
(dilemma, duvidh): ('s', ‘Aein’)
(Bilingual stem) : (Bilingual Suffix)
Classification
('), (s, 'OTT) : (plan', TISF), (meeting, T, ....
(",'A"), ('s', 'Aein') : ('plan, 'yojan'), ('meeting', 'sabh’), ...
(Bilingual Suffix Class)

Bilingual Suffix Replacement

(s, 'eTq ) = (", ‘o)
(', 'Acin’) = (", 'A")

Generation

dilemma < g Y
dilemma < duvidhA
(Suggested Translation -Bilingual pair)

Figure 1: Sample generation

3.4 Longest Bilingual Suffix Match (LBSM)

The LBSM technique is used as baseline for iden-
tifying bilingual suffixes. After the learning phase,
we have different sets of bilingual stems that have
been grouped according to their bilingual inflec-
tional classes. We call such sets as Bilingual Suffix
Classes. For each translation in the test set, we wish
to determine their bilingual inflections (suffixes) and
the associated bilingual suffix class. As baseline,
we classify each new (unseen) translation in the test
set into the class of longest matching bilingual suf-
fix from the bilingual suffix list. For instance, the
longest bilingual suffix matching the bilingual pair
‘conservative’ & ‘rakshAtmak’ is ‘ative’ & ‘Atmak’
yielding the bilingual stem ‘conserv’ < ‘raksh’.

4 Experimental Results and Discussion

4.1 Data set

We used bilingual pairs taken from EN-HI bilingual
lexicon representing single-word translations as the



PACLIC 29

training data set. Approximately 90% of the entries
in the lexicon were acquired from the dictionary®.
The remaining (10%) entries were partly compiled
manually and partially using the Symmetric Con-
ditional Probability based statistical measure from
the aligned parallel corpora'® (Da Silva and Lopes,
1999). The details are as shown in the Table 3.

Description Total Training Test
Bilingual Pairs 58,048 52K 6K
Minimum Length (EN-HI) 3,3
Maximum Length (EN-HI) 18, 10

Table 3: Statistics of the Data set

4.2 Bilingual Learning and Generation

The bilingual suffixes (frequently undergoing trans-
formations) recognised using the approach dis-
cussed in Section 3.1 are shown in Table 4. Table
511 presents the bilingual suffix transformation rules
which enable one translation form to be obtained us-
ing the other. The grouping in row 1 implies that re-
placing the suffix ‘s’ with *” and the suffix ‘oM’ with
‘A’ in the bilingual pair ‘boys’ < ‘laDakoM’, yields
its bilingual variant ‘boy’ < ‘laDakA’.

Bilingual Suffixes
(Hindi Suffixes
transliterated)

,°T)

Bilingual
Suffixes

Frequency | Generative Strength
(bmf) (g9)

10,743 11,240

(,*A) 29,529 30,635
(Yion’, A”) 457 567
(ter', *A") 428 515
(lity', “A") 286 340

Table 4: Bilingual Suffixes with frequent replacements

To avoid over-segmentation, we perform the suf-
fix containment check, looking for one candidate
bilingual suffix enclosed within another. A true
compound bilingual suffix (a combination of mul-
tiple candidate bilingual suffixes) is retained based
on the observation that the strength of a compound
bilingual suffix is less than the strengths of the bilin-
gual suffixes composing it (Dasgupta and Ng, 2007).

Evaluation A few of the induced bilingual suffix
class based morphological patterns are incomplete
as not all the translation forms are seen in the lexi-
con. Further, distinct surface translation forms due

“http://sanskritdocuments.org/hindi/dict/eng-hin unic.html,
www.dicts.info, hindilearner.com

YEMILLE Corpus - http://www.emille.lancs.ac.uk/

Number of times a bilingual suffix co-occurs with another
bilingual suffix in the input lexicon (Mahesh et al., 2015)
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Suffix pair
Bilingual Suffixes | Co-occurrence Bilingual Stems
Score*

), (s, 'Y b, | (plant, T | (boy, e
(",'A"), (s', 'oM") (‘plant’, 'paudh’) ('boy', 'laDak")
(1Y), (s, o) 27 ('J:ob', AHT) (‘archer', "UITHR)
("', ('s', 'oM") (‘job', 'naukar') (‘archer', 'dhanuShadhaar')
('s', "), (ous', '« 8 (‘mountain’, gdd) | (mountain', "TgTS)
('s', 'oM"), (‘ous', 'T') ('mountain', 'parvat') | (‘'mountain', 'pahAD')
(t, aT), (s, 'oTT) 3 (‘plan’, A=) (meeting', T
(",'A"), ('s', 'AeM") ('plan', 'yojan') ('meeting’, 'saB')

Table 5: Highly (top 2), less (bottom 2) frequent bilingual
suffix replacement rules

to inflection classes result in distinct bilingual suffix
classes some of which should be collapsed.

We evaluate the bilingual segments and cluster-
ing results indirectly by examining the applicability
of induced segments in generating new translations.
We first complete the translation lexicon with miss-
ing bilingual pairs using bilingual stems and bilin-
gual suffixes learnt using the known bilingual pairs.
Generation of missing translation is purely concate-
native and is done using the translations in the train-
ing data for the chosen bilingual suffix classes (Ma-
hesh et al., 2014). The generated translations are
then evaluated. Table 6 shows the results of the
learning phase. We calculate the precision for gen-
erated translations as the fraction of correctly gener-
ated bilingual pairs to total number of bilingual pairs
generated. In completing the translation lexicon for
missing forms, when both bilingual stems and bilin-
gual suffixes are known, the precision achieved for
translation generation reaches 86.52% when com-
pared to the precision of 81.31% obtained using the
bilingual learning approach (Mahesh et al., 2014).

Learning l_Jl-uque - Unique | Number of | Generation
Approach Bilingual | Bilingual Suffix Clusters Precision
PP Stem Count Count
IDA2014
(Kavitha et al., 2014) 12,603 781 224 81.31
Proposed-Phase 1 10,224 426 143 86.52

Table 6: Clustering statistics

Table 7'% shows suggested translation examples.
We categorise the generated translations into 3
classes (separated by thick border) based on the de-
gree of correctness. First 3 rows represent accept-
able translations (Accept). The following row shows

2Two bilingual suffixes are shown per class, though they
range from 2 to 5
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translation errors (Reject) and the last row represents
an inadequate translation (Inadequate). Mentioned
errors are briefly explained below:

Inadequate: The bilingual pair ‘Russians’ <
‘rUsiyoM’ (last row of the Table 7) is inadequate, as
in actual usage, both the singular and plural variants
‘Russian’ and ‘Russians’ are translated as rUsI’. An

alternate correct translation would be ‘rUs vAsI’.

Generated Translations

Existing Lexicon Entry

Rule used

cleverly < fgorar cleverness ¢ fAgura (ly', 'ar), (ness', ‘ar)
capitalist & U;Fﬁa'lﬁ capitalism ¢ YsfaTg (ism', ‘a1,
materialist < Wfdearg materialism < Hifdearg (ist’, aTdl)

framework ¢ greT

frameworks <> g

(,'a1), (s, )

world < WY (lauk)
weeks < JTeTEl" (sAptahoM)

worldly ¢ @i (laukik)
weekly <> AT (sAptahik)

(ly’, ), (s, o)

Russians <> &Y (rUsiyoM)

Russian < B4 (rUsI)

(fan’, <), (ians', f2v)

Table 7: Generated Translations

Reject: Incorrect generations are a result of in-
correct generalisations. Typical errors correspond
to irregular translation forms, specifically, the stem
changes before suffixation and misclassifications
due to insufficient translation forms. An example for
the former class of errors is the generated translation
‘world’ < ‘lauk’ (row 5), as the correct translated
form should be ‘world’ < ‘lok’. The surface variant
‘worldly’ < ‘laukik’ is obtained from the stem pair
‘world’ < ‘lok’ by appending ‘Iy’ < ‘ik’ at the end
of the word pair ‘world’ < ’lok’. Further, the stem
undergoes a change from ‘o’ to ‘au’.

Our approach being purely bilingual suffixation
based, does not handle irregular forms and does not
capture stem changes prior suffixation.

4.3 Minimally supervised learning

The results of segmentation by classification were
indirectly evaluated by examining what the induced
bilingual segments is expected to facilitate, specifi-
cally, in suggesting or generating new translations.
In evaluating the generated translations, the Preci-
sion (P), Recall (R) and F-measure (F;,) are com-
puted as given below:

P:tp/(thrfp)a R:tp/(tp+fn);
F,=2«PxR/(P+R) (5

where, 7, denotes the number of times the generated
translations were correct, f, denotes the number of
times the generated translations were incorrect and
frn denotes the number of times a possible correct
translation suggestion was missed. The results for
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various features are shown in Table 8. When new
translations are given as inputs, the best f-measure
of 70.88% is achieved.

Features Precision | Recall F-measure
Longest Bilingual Suffix Match 74.41 47.32 57.85
NSV + NPV + BO + Stand-alone pair 75.23 52.54 61.87
NPE + NSE + BO + Stand-alone pair 70.14 57.22 63.02
BMF + GS + CBSP + CBSL + BO + Stand-alone pair 76.21 66.24 70.88

Table 8: Results of minimally supervised learning

5 Conclusion and Future Work

We have discussed a minimally supervised approach
for learning bilingual segments. The training data
prepared using the bilingual learning approach par-
tially serves as the basis for segmentation along with
the bilingual lexicon (Mahesh et al., 2014). Various
measures used in word segmentation tasks are used
as features to represent a boundary/non-boundary
condition in a bilingual framework. The segmen-
tation boundary identified for a bilingual pair during
the learning phase represent a positive sample and
all other possible segmentation options for the bilin-
gual pair represent negative samples. Experiments
with distant language pairs and limited training data
show that knowing both bilingual stems and bilin-
gual suffixes, missing forms could be generated with
the precision of 86.52%. For new translations, the
precision falls by 10%.

As future work, direct evaluations should be done
by comparing the learned bilingual segments and
suffix classes to those in the grammar descriptions
for the language pairs under consideration. Learn-
ing from bigram equivalents to predict translations
for verb forms shall be addressed in the future work.
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Abstract

This paper explores the possibility of pre-
senting additional contextual information as a
method of answer presentation Question An-
swering. In particular the paper discusses the
result of employing Bag of Words (BoW) and
Bag of Concepts (BoC) models to retrieve
contextual information from a Linked Data
resource, DBpedia. DBpedia provides struc-
tured information on wide variety of entities
in the form of triples. We utilize the QALD
question sets consisting of a 100 instances in
the training set and another 100 in the testing
set. The questions are categorized into single
entity and multiple entity questions based on
the number of entities mentioned in the ques-
tion. The results show that both BoW (syn-
tactic models) and BoC (semantic models) are
not capable enough to select contextual infor-
mation for answer presentation. The results
further reveals that pragmatic aspects, in par-
ticular, pragmatic intent and pragmatic infer-
ence play a crucial role in contextual informa-
tion selection in the answer presentation.

1 Introduction

Answer Presentation is the final step in Question
Answering (QA) which focuses on generating an an-
swer which closely resemble with a human provided
answer (Perera, 2012b; Perera, 2012a; Perera and
Nand, 2014a). There is also a requirement to asso-
ciate the answer with additional contextual informa-
tion when presenting the answer.

This paper focus of exploring methods to extract
additional contextual information to present with the
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extracted factoid answer. We provide a classifica-
tion if questions based on the type of the answer re-
quired and the number of entities that mentioned in
the questions. The question classification is illus-
trated in Fig. 1. Firstly, question can be categorized
based on the information need where questions may
require a definition as the answer or a factoid an-
swer which is an information unit (Perera, 2012a;
Perera and Nand, 2014a). The definitional questions
need definitions which include both direct and re-
lated background information and there is no need to
further expand the answer with contextual informa-
tion. So far the way factoid questions presentation
involved only the answer itself without contextual
information. Recently, Mendes and Coheur (2013)
argued that even factoid questions need to present
additional information. An advantage of presenting
contextual information is that answer is justified by
the information provided, so that users can conclude
that the answer that is acquired by the system is one
that they are searching for.

The rest of the paper is structured as follows. Sec-
tion 2 explores Bow and BoC models to rank con-
textual information. Section 3 foc<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>