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Introduction

We are excited to welcome you to SIGDIAL 2019, the 20th Annual Meeting of the Special Interest
Group on Discourse and Dialogue. This year the conference is being held in Stockholm, Sweden, on
September 11-13, with the Satellite Event YRRSDS 2019 (Young Researchers’ Roundtable on Spoken
Dialog Systems), and in close temporal proximity with Interspeech 2019, held in Gratz, Austria, and
SemDial 2019, held in London, UK.

The SIGDIAL conference is a premier publication venue for research in discourse and dialogue. This
year, the program includes three keynote talks, six oral presentation sessions, three poster sessions
including six demonstrations, a panel entitled “The Future of Dialogue Research” organized by Phil
Cohen, and a special session entitled “Implications of Deep Learning for Dialogue Modeling” organized
by Nigel Ward, Yun-Nung (Vivian) Chen, Tatsuya Kawahara and Gabriel Skantze.

We received a record 146 submissions this year, about one third more than the submissions received in
2018. The 146 submissions comprised 93 long papers, 43 short papers and 10 demo descriptions. All
submissions received at least three reviews. When making our selections for the program, we carefully
considered the reviews and the comments made during the discussions among reviewers. The members
of the Program Committee did an excellent job in reviewing the submitted papers, and we thank them
for their essential role in selecting the accepted papers and helping produce a high quality program for
the conference. In line with the SIGDIAL tradition, our aim has been to create a balanced program that
accommodates as many favourably rated papers as possible. We accepted 51 papers: 33 long papers—
three of which were converted to short papers, 13 short papers, and five demo descriptions. These
numbers give an overall acceptance rate of 35%, with the following rates for the different types of papers:
35% for long papers, 30% for short papers and 50% for demo descriptions. It is worth noting that the
acceptance rate for long papers was significantly lower than that of previous years — a result of the
unusually large number of submissions.

Each of the three conference days features one keynote and one poster session, with the remaining time
given to oral presentations, demos, the panel and the special session. The oral presentations comprise
16 of the long papers and three long papers selected for the special session. The three poster sessions
feature the remaining long papers, all the short papers and two work-in-progress special session papers.
In terms of content, about a quarter of the accepted papers discuss datasets and evaluation issues, and
approximately half employ deep learning to address problems in discourse and dialogue—a trend also
exhibited in recent Language Technology conferences. Finally, this SIGDIAL features an invited demo
that showcases research conducted in the department of Robotics, Perception and Learning at KTH, the
host institution.

A conference of this scale requires advice, help and enthusiastic participation of many parties, and we
have a big ‘thank you’ to say to all of them. Regarding the program, we thank our three keynote speakers,
Dan Bohus (Microsoft Research, Redmond, Washington, US), Mirella Lapata (University of Edinburgh,
UK) and Helen Meng (Chinese University of Hong Kong, China) for their inspiring talks on situated
interaction, learning neural natural language interfaces, and dialogue research application to healthcare,
e-commerce and education. We also thank the organizer of the panel on the Future of Dialogue Research,
and the organizers of the special session on Implications of Deep Learning for Dialogue Modeling. We
are grateful for their smooth and efficient coordination with the main conference. In addition, we thank
Alex Papangelis, Mentoring Chair for SIGDIAL 2019, for his dedicated work on the mentoring process.
The goal of mentoring is to assist authors of papers that contain important ideas but require significant
stylistic modifications. In total, seven of the accepted papers received mentoring, and we thank our
mentoring team for their excellent support of the authors.

We extend special thanks to our Local Chair, Gabriel Skantze, and his team, including the student
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volunteers who provide on-site assistance. SIGDIAL 2019 would not have been possible without their
effort in arranging the conference venue, handling registration, making banquet arrangements, numerous
preparations for the conference, and last but not least, Gabriel’s personal contributions, which exceeded
those of a local organizer.

Mikio Nakano, our Sponsorship Chair, has conducted the massive task of recruiting and liaising with
our conference sponsors, many of whom continue to contribute year after year. Sponsorships support
valuable aspects of the program, such as lunches and the conference banquet. We thank Mikio for his
dedicated work and his assistance with conference planning. We gratefully acknowledge the support of
our sponsors: (Platinum level) Honda Research Institute, Interactions and Microsoft Research; (Gold
level) Amazon Alexa, Apple, Rasa Technologies and Spotify; (Silver level) Educational Testing Service
(ETS) and Monash University; and (Bronze level) Toshiba Research Europe. We also thank the KTH
Royal Institute of Technology for its generous sponsorship as host.

Koichiro Yoshino, our publicity chair, was tireless in the design and maintenance of the SIGDIAL 2019
website, cheerfully coping with multiple and constant changes; and Stefan Ultes, our publication chair,
capped the long organizational process by putting together these high quality conference proceedings.
We thank the SIGdial board, both current and emeritus officers, Gabriel Skantze, Mikio Nakano, Vikram
Ramanarayanan, Ethan Selfridge, Kallirroi Georgila, Jason Williams and Amanda Stent, for their advice
and support from beginning to end.

We once again thank our program committee members for committing their time to help us select an
excellent technical program. Finally, we thank all the authors who submitted to the conference and all
the conference participants for making SIGDIAL 2019 a success and for growing the research areas of
discourse and dialogue with their fine work.

Satoshi Nakamura, General Chair

Milica Gasi¢ and Ingrid Zukerman, Program Co-Chairs
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Dialog State Tracking: A Neural Reading Comprehension Approach

Shuyang Gao, Abhishek Sethi, Sanchit Agarwal, Tagyoung Chung and Dilek
Hakkani-Tur

Coffee Break
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12 September 2019 (continued)

15:35-16:25 Session 5 - Acoustics

Cross-Corpus Data Augmentation for Acoustic Addressee Detection
Oleg Akhtiamov, Ingo Siegert, Alexey Karpov and Wolfgang Minker

A Scalable Method for Quantifying the Role of Pitch in Conversational Turn-Taking
Kornel Laskowski, Marcin Wlodarczak and Mattias Heldner

16:25-17:10 Sponsor Session

18:30-21:00 Banquet at Vasa Museum

XX
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09:00-10:00 The Many Facets of Dialog
Helen Meng

10:00-10:30 Coffee Break

10:30-11:45 Session 6 - Evaluation and Data

A Large-Scale User Study of an Alexa Prize Chatbot: Effect of TTS Dynamism on
Perceived Quality of Social Dialog
Michelle Cohn, Chun-Yen Chen and Zhou Yu

Influence of Time and Risk on Response Acceptability in a Simple Spoken Dialogue
System
Andisheh Partovi and Ingrid Zukerman

Characterizing the Response Space of Questions: a Corpus Study for English and
Polish

Jonathan Ginzburg, Zulipiye Yusupujiang, Chuyuan Li, Kexin Ren and Pawet Lup-
kowski

11:45-13:00 Lunch
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13 September 2019 (continued)

13:00-14:50 Poster and Demos 3

From Explainability to Explanation: Using a Dialogue Setting to Elicit Annotations
with Justifications
Nazia Attari, Martin Heckmann and David Schlangen

Prediction of User Emotion and Dialogue Success Using Audio Spectrograms and
Convolutional Neural Networks
Athanasios Lykartsis and Margarita Kotti

Modelling Adaptive Presentations in Human-Robot Interaction using Behaviour
Trees
Nils Axelsson and Gabriel Skantze

Coached Conversational Preference Elicitation: A Case Study in Understanding
Movie Preferences
Filip Radlinski, Krisztian Balog, Bill Byrne and Karthik Krishnamoorthi

A Crowd-based Evaluation of Abuse Response Strategies in Conversational Agents
Amanda Cercas Curry and Verena Rieser

A Dynamic Strategy Coach for Effective Negotiation
Yiheng Zhou, He He, Alan W Black and Yulia Tsvetkov

Investigating Evaluation of Open-Domain Dialogue Systems With Human Gener-
ated Multiple References

Prakhar Gupta, Shikib Mehri, Tiancheng Zhao, Amy Pavel, Maxine Eskenazi and
Jeffrey Bigham

User Evaluation of a Multi-dimensional Statistical Dialogue System
Simon Keizer, Ondfej Dusek, Xingkun Liu and Verena Rieser

Dialogue Act Classification in Team Communication for Robot Assisted Disaster
Response
Tatiana Anikina and Ivana Kruijff-Korbayova

Multi-Task Learning of System Dialogue Act Selection for Supervised Pretraining
of Goal-Oriented Dialogue Policies
Sarah McLeod, Ivana Kruijff-Korbayova and Bernd Kiefer

B. Rex: a dialogue agent for book recommendations
Mitchell Abrams, Luke Gessler and Matthew Marge
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13 September 2019 (continued)

14:20-14:50 Coffee Break (during Poster and Demos 3)

14:50-16:05 Session 7 - Discourse
SpaceRefNet: a neural approach to spatial reference resolution in a real city envi-
ronment
Dmytro Kalpakchi and Johan Boye
Which aspects of discourse relations are hard to learn? Primitive decomposition
for discourse relation classification

Charlotte Roze, Chloé Braud and Philippe Muller

Discourse Relation Prediction: Revisiting Word Pairs with Convolutional Networks
Siddharth Varia, Christopher Hidey and Tuhin Chakrabarty

16:05-16:20 Short Coffee Break

16:20-17:20 Business meeting, Awards and Closing
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Keynote Abstracts

Keynote 1 - Learning Natural Language Interfaces with Neural Models
Mirella Lapata
Professor, School of Informatics, University of Edinburgh, UK

Abstract

In Spike Jonze’s futuristic film "Her", Theodore, a lonely writer, forms a strong emotional bond with
Samantha, an operating system designed to meet his every need. Samantha can carry on seamless
conversations with Theodore, exhibits a perfect command of language, and is able to take on complex
tasks. She filters his emails for importance, allowing him to deal with information overload, she
proactively arranges the publication of Theodore’s letters, and is able to give advice using common
sense and reasoning skills.

In this talk I will present an overview of recent progress on learning natural language interfaces which
might not be as clever as Samantha but nevertheless allow uses to interact with various devices and
services using every day language. I will address the structured prediction problem of mapping natural
language utterances onto machine-interpretable representations and outline the various challenges it
poses. For example, the fact that the translation of natural language to formal language is highly non-
isomorphic, data for model training is scarce, and natural language can express the same information
need in many different ways. I will describe a general modeling framework based on neural networks
which tackles these challenges and improves the robustness of natural language interfaces.

Biography

Mirella Lapata is professor of natural language processing in the School of Informatics at the University
of Edinburgh. Her research focuses on getting computers to understand, reason with, and generate
natural language. She is the first recipient (2009) of the British Computer Society and Information
Retrieval Specialist Group (BCS/IRSG) Karen Sparck Jones award and a Fellow of the Royal Society
of Edinburgh. She has also received best paper awards in leading NLP conferences and has served on
the editorial boards of the Journal of Artificial Intelligence Research, the Transactions of the ACL, and
Computational Linguistics. She was president of SIGDAT (the group that organizes EMNLP) in 2018.
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Keynote 2 - Situated Interaction

Dan Bohus Senior Principal Researcher, Perception and Interaction Group, Microsoft Research,
Redmond, Washington, US

Abstract

Physically situated dialog is a complex, multimodal affair that goes well beyond the spoken word. When
interacting with each other, people incrementally coordinate their actions to simultaneously resolve
several different problems: they manage engagement, coordinate on taking turns, recognize intentions,
and establish and maintain common ground as a basis for contributing to the conversation. A wide array
of non-verbal signals are brought to bear. Proximity and body pose, attention and gaze, head nods and
hand gestures, prosody and facial expressions, all play important roles in the intricate, mixed-initiative,
fluidly coordinated process we call interaction. And just like a couple of decades ago advances in speech
recognition opened up the field of spoken dialog systems, today advances in vision and other perceptual
technologies are again opening up new horizons — we are starting to be able to build machines that can
understand these social signals and the physical world around them, and begin to participate in physically
situated interactions and collaborations with people.

In this talk, using a number of research vignettes from my work, I will draw attention to some of the
challenges and opportunities that lie ahead of us in this exciting space. In particular, I will discuss
issues with managing engagement and turn-taking in multiparty open-world settings, and more generally
highlight the importance of timing and fine-grained coordination in situated interaction. Finally, I will
conclude by describing a framework that promises to simplify the development of physically situated
interactive systems and enable more research and faster progress in this area.

Biography

Dan Bohus is a Senior Principal Researcher in the Perception and Interaction Group at Microsoft
Research. His work centers on the study and development of computational models for physically
situated spoken language interaction and collaboration. The long term question that shapes his research
agenda is how can we enable interactive systems to reason more deeply about their surroundings and
seamlessly participate in open-world, multiparty dialog and collaboration with people? Prior to joining
Microsoft Research, Dan obtained his Ph.D. from Carnegie Mellon University.
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Keynote 3 - The Many Facets of Dialog
Helen Meng SProfessor, Department of Systems Engineering and Engineering Management, Chinese
University of Hong Kong, China

Abstract

Dialog is a most fascinating form of human communication. The back-and-forth exchanges convey the
speaker’s message to the listener, and the listener can derive information about the speaker’s thoughts,
intent, well-being, emotions and much more. This talk presents an overview of dialog research that
concerns our group at The Chinese University of Hong Kong. In the domain of education and learning,
we have been recording in-class student group discussions in the flipped-classroom setting of a freshman
elite mathematics course. We investigate features in the weekly, within-group dialogs that may relate to
class performance and learning efficacy. In the domain of e-commerce, we are developing dialog models
based on approximately 20 million conversation turns, to support a virtual shopping assistant in customer
inquiries and orders, logistics tracking, etc. In the domain of health and wellbeing, we are capturing and
analysing dialogs between health professionals (or their virtual equivalent) and subjects in cognitive
screening tests. We also conduct research in both semantic interpretation and dialog state tracking,
as well as affective design of virtual conversational assistants. For the former, we have developed a
Convex Polytopic Model for extracting a knowledge representation from user inputs in dialog turns by
generating a compact convex polytope to enclose all the data points projected to a latent semantic space.
The polytope vertices represent extracted semantic concepts. Each user input can then be "interpreted"
as a sequence of polytope vertices which represent the user’s goals and dialog states. For the latter, we
have developed a multimodal, multi-task, deep learning framework to infer the user’s emotive state and
emotive state change simultaneously. This enables virtual conversational assistants to understand the
emotive state in the user’s input and to generate an appropriate emotive system response in the dialog
turn, which will further influence the user’s emotive state in the subsequent dialog turn. Such an affective
design will be able to enhance user experience in conversational dialogs with intelligent virtual assistants.

Biography

Helen Meng is Patrick Huen Wing Ming Professor of Systems Engineering and Engineering
Management at The Chinese University of Hong Kong (CUHK). She is the Founding Director of
the CUHK Ministry of Education (MoE)-Microsoft Key Laboratory for Human-Centric Computing
and Interface Technologies (since 2005), Tsinghua-CUHK Joint Research Center for Media Sciences,
Technologies and Systems (since 2006), and Co-Director of the Stanley Ho Big Data Decision Analytics
Research Center (since 2013). Previously, she served as CUHK Faculty of Engineering’s Associate
Dean (Research), Chairman of the Department of Systems Engineering and Engineering Management,
Editor-in-Chief of the IEEE Transactions on Audio, Speech and Language Processing, Member of the
IEEE Signal Processing Society Board of Governors, ISCA Board Member and presently Member
of the ISCA International Advisory Council. She was elected APSIPA’s inaugural Distinguished
Lecturer 2012-2013 and ISCA Distinguished Lecturer 2015-2016. Her awards include the Ministry of
Education Higher Education Outstanding Scientific Research Output Award 2009, Hong Kong Computer
Society’s inaugural Outstanding ICT Woman Professional Award 2015, Microsoft Research Outstanding
Collaborator Award 2016 (1 in 32 worldwide), IEEE ICME 2016 Best Paper Award, IBM Faculty
Award 2016, HKPWE Outstanding Women Professionals and Entrepreneurs Award 2017 (1 in 20
since 1999), Hong Kong ICT Silver Award 2018 in Smart Inclusion, and the CoglnfoComm?2018
Best Paper Award. Helen received all her degrees from MIT. Her research interests include big
data decision analytics, and artificial intelligence especially for speech and language technologies to
support multilingual and multimodal human-computer interaction. Helen has given invited / keynote
presentations including INTERSPEECH 2018 Plenary Talk, World Economic Forum Global Future
Council 2018, Taihe Workshop on Building Stakeholder Networks on Al Ethics and Governance 2019
and the World Peace Forum 2019. She has served in numerous Government appointments, including
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Chairlady of the Research Grants Council’s Assessment Panel for Competitive Research Funding
Schemes for the Local Self-financing Degree Sector, Chairlady of the Working Party on Manpower
Survey of the Information/Innovation Technology Sector (since 2013), as well as Steering Committee
Member of Hong Kong’s Electronic Health Record (eHR) Sharing. Helen is a Fellow of HKCS, HKIE,
IEEE and ISCA.
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Deep Reinforcement Learning For Modeling Chit-Chat Dialog With
Discrete Attributes

Chinnadhurai Sankar *
Mila, Université de Montréal
chinnadhurai@gmail.com

Abstract

Open domain dialog systems face the chal-
lenge of being repetitive and producing
generic responses. In this paper, we demon-
strate that by conditioning the response gener-
ation on interpretable discrete dialog attributes
and composed attributes, it helps improve the
model perplexity and results in diverse and in-
teresting non-redundant responses. We pro-
pose to formulate the dialog attribute predic-
tion as a reinforcement learning (RL) prob-
lem and use policy gradients methods to opti-
mize utterance generation using long-term re-
wards. Unlike existing RL approaches which
formulate the token prediction as a policy, our
method reduces the complexity of the policy
optimization by limiting the action space to di-
alog attributes, thereby making the policy op-
timization more practical and sample efficient.
We demonstrate this with experimental and hu-
man evaluations.

1 Introduction

Following the success of neural machine transla-
tion systems (Bahdanau et al., 2015; Sutskever
et al., 2014; Cho et al., 2014), there has been a
growing interest in adapting the encoder-decoder
models to model open-domain conversations (Sor-
doni et al., 2015; Serban et al., 2016a,b; Vinyals
and Le, 2015).This is done by framing the next
utterance generation as a machine translation prob-
lem by treating the dialog history as the source
sequence and the next utterance as the target se-
quence. Then the models are trained end-to-end
with Maximum Likelihood (MLE) objective with-
out any hand crafted structures like slot-value pairs,
dialog manager, etc used in conventional dialog
modeling (Lagus and Kuusisto, 2002). Such data
driven approaches are worth pursuing in the con-
text of open-domain conversations since the next ut-
terance distribution in open-domain conversations

*Work done during internship at Google

1

Sujith Ravi
Google Research
sravi@google.com

exhibit high entropy which makes it impractical to
manually craft good features.

While the encoder-decoder approaches are
promising, lack of specificity has been one of the
many challenges (Wei et al., 2017) in modelling
non-goal oriented dialogs. Recent encoder-decoder
based models usually tend to generate generic or
dull responses like “I don’t know.”. One of the
main causes are the implicit imbalances present in
the dialog datasets that tend to potentially handicap
the models into generating uninteresting responses.

Imbalances in a dialog dataset can be broadly
divided into two categories: many-to-one and one-
to-many. Many-to-one imbalance occurs when the
dataset contain very similar responses to several dif-
ferent dialog contexts. In such scenarios, decoder
learns to ignore the context (considering it as noise)
and behaves like a regular language model. Such
a decoder would not generalize to new contexts
and will end up predicting generic responses for
all contexts. In the one-tfo-many case, the dataset
may exhibit a different type of imbalance where a
certain type of generic response may be present in
abundance compared to other plausible interesting
responses for the same dialog context (Wei et al.,
2017). When trained with a maximum-likelihood
(MLE) objective, generative models usually tend
to place more probability mass around the most
commonly observed responses for a given context.
So, we end up observing little variance in the gen-
erated responses in such cases. While these two
imbalances are problematic for training a dialog
model, they are also inherent characteristics of a
dialog dataset which cannot be removed.

Several approaches have been proposed in the lit-
erature to address the generic response generation
issue. Li et al. (2016) propose to modify the loss
function to increase the diversity in the generated
responses. Multi-resolution RNN (Serban et al.,
2017) addresses the above issue by additionally
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conditioning with entity information in the previ-
ous utterances. Alternatively, Song et al. (2016)
uses external knowledge from a retrieval model
to condition the response generation. Latent vari-
able models inspired by Conditional Variational
Autoencoders (CVAESs) are explored in (Shen et al.,
2017; Zhao et al., 2017). While models with con-
tinuous latent variables tend to be uninterpretable,
discrete latent variable models exhibit high vari-
ance during inference. Shen et al. (2017) append
discrete attributes such as sentiment to the latent
representation to generate next utterance.

1.1 Contributions

New Conditional Dialog Generation Model.
Drawing insights from (Shen et al., 2017; Zhou
et al., 2017), we propose a conditional utterance
generation model in which the next utterance is
conditioned on the dialog attributes corresponding
to the next utterance. To do this, we first predict the
higher level dialog attributes corresponding to the
next response. Then we generate the next utterance
conditioned on the dialog context and predicted
attributes. Dialog attribute of an utterance refers
to discrete features or aspects associated with the
utterance. Example attributes include dialog-acts,
sentiment, emotion, speaker id, speaker personal-
ity or other user defined discrete features of an
utterance. While previous research works lack the
framework to learn to predict the attributes of the
next utterance and mainly view the next utterance’s
attribute as a control variable in their models, our
method learns to predict the attributes in an end-
to-end manner. This alleviates the need to have
utterances annotated with attributes during infer-
ence.

RL for Dialog Attribute Selection. Further, it
also enables us to formulate the dialog attribute
selection as a reinforcement learning (RL) prob-
lem and optimize the policy initialized by the su-
pervised training using REINFORCE (Williams,
1992). While the Supervised pre-training helps the
model to generate utterances coherent with the di-
alog history, the RL formulation encourages the
model to generate utterances optimized for long
term rewards like diversity, user-satisfaction scores
etc. This way of optimizing the policy over the
discrete dialog attribute space is more practical as
the action space is low dimensional instead of the
entire vocabulary (as common in policies which
involve predicting the next token to generate).

By using REINFORCE (Williams, 1992) to fur-
ther optimize the dialog attribute selection process,
We then show improvements in specificity of the
generated responses both qualitatively (based on
human evaluations) and quantitatively (with respect
to the diversity measures). The diversity scores,
distinct-1 and distinct-2 are computed as the frac-
tion of uni-grams and bi-grams in the generated
responses as described in (Li et al., 2016).

Improvements on Dialog datasets demonstrated
through quantitative & qualitative Evaluations:
Additionally, we annotate an existing open do-
main dialog dataset using dialog attribute classi-
fiers trained with tagged datasets like Switchboard
(Godfrey et al., 1992; Jurafsky et al., 1997), Frames
(Schulz et al., 2017) and demonstrate both quan-
titative (in terms of token perplexity/embedding
metrics (Rus and Lintean, 2012; Mitchell and La-
pata, 2008)) and qualitative improvements (based
on human evaluations) in generating interesting re-
sponses. In this work, we show results with two
types of dialog attributes - sentiment and dialog-
acts. It is worth investigating this approach as we
need not invest much in training classifiers for very
high accuracy and we show empirically that anno-
tations from classifiers with low accuracy are able
to boost token perplexity. We conjecture that the
irregularities in the auto-annotated dialog attributes
induce a regularization effect while training deep
neural networks analogous to the dropout mecha-
nism. Also, annotating utterances with many types
of dialog attributes could increase the regulariza-
tion effect and potentially tip the utterance gen-
eration in the favor of certain low frequency but
interesting responses.

In this work, we are mainly interested in ex-
ploring the impact of the jointly modelling extra
discrete dialog attributes along with dialog history
for next utterance generation and their contribution
to addressing the generic response problem. Al-
though our approach is flexible enough to include
latent variables additionally, we mainly focus on
the contribution of dialog attributes to address the
”generic” response issue in this work.

2 Attribute Conditional HRED

In this paper, we extend the HRED (Serban et al.,
2016a) model (elaborated in the Appendix section)
by jointly modelling the utterances with the dialog
attributes of each utterance. HRED is a encoder-
decoder model consisting of a token-level RNN



encoder and an utterance-level RNN encoder to
summarize the dialog context followed by a token-
level RNN decoder to generate the next utterance.
The joint probability can be factorized into dialog
attributes prediction, followed by next utterance
generation conditioned on the predicted dialog at-
tributes as shown in equation 1 .

P(Upm, DA1.x|Ui:m—1)

= [[ P(DAi|Utim—1)#P(Unn|Urim—1, DA )
i=1

ey
where DA . denote K different dialog attributes
corresponding to the utterance U,,. Uy, is the myy,
utterance, Ujp.,,, 1 are the past utterances. For in-
stance, if we condition on three dialog attributes
- sentiment, dialog-acts and emotion, we would
have K = 3. Further, we assume that the dialog
attributes are conditionally independent given the
dialog context. More simply, we predict the at-
tributes of the next utterance and then, condition
on the previous context & the predicted attributes
to generate the next utterance.

Context
Hidden

State N

Encoder Hidden Utterance
State X, Representation

Wp-2,1 ... Wn-2,N Wn-1,1 ... Wn-1,N

Attr_ 1 ...

Attr_(n-1)

Figure 1: Dialog attribute classification: We predict the
dialog attribute of the next utterance based on the pre-
vious context and attributes corresponding to the previ-
ous utterances. Please note that we depict only a single
attribute for convenience

2.1 Dialog Attribute Prediction

We predict the dialog attribute of the next utterance
conditioned on the context vector i.e. summary of
the previous utterances and the dialog attributes of
the previous utterances. We first pass the attributes
of all the previous utterances through an RNN. We
combine only the last hidden state of this RNN
with the context vector (represents the summary
of all the previous utterances) to predict the dialog
attribute of the next utterance as shown in Figure 1.

If the dialog dataset is not annotated with the
dialog attributes, we build a classifier (with a manu-
ally tagged dataset) to annotate the dialog attributes.

Prediction Wn,1 | ¥n,N

Decoder initial

hidden state N

WWP &

Attr_ 1 ...

Wn,N-1

+

Context Hidden

State
Attr (n-1)

Encoder Hidden Utterance
State j, / Representation

Wn-1,1 ... Wn-1,N

Figure 2: Attribute Conditional HRED : Token genera-
tion is additionally conditioned on the predicted dialog
attributes. The dialog attribute’s embedding is concate-
nated with the context vector.

This classifier is a simple MLP. We empirically
show that this classifier need not have high accu-
racy to improve the dialog modeling. We hypothe-
size that few misclassified attributes could poten-
tially provide a regularization effect similar to the
dropout mechanism (Srivastava et al., 2014).

2.2 Conditional Response Generation

After the dialog attributes prediction, we generate
the next utterance conditioned on the dialog context
and the predicted attributes as shown in Figure 2.
Token generation of the next utterance is modelled
as in equation 2. The context and attributes are
combined by concatenating their corresponding
hidden states.

hdecm,n = fdec(hdecm,n—l y Wmn—1, Cm) (2)

where hgec,, ,, 1s the recurrent hidden state of the
decoder after seeing n — 1 words in the m-th utter-
ance, fqec is the token level response decoder, and

Cm = [$m-1;day,;daly; . daf]  (3)

where s,,_1 is the summary of previous m — 1
utterances (recurrent hidden state of the utterance-
level encoder), and dal,,da?,, ..., daX are the K
dialog attribute embeddings corresponding to the
m-th utterance.

During inference, we first predict the dialog at-
tributes of the dialog context. We then predict the
dialog attribute of the next utterance conditioned
on the predicted attribute and the hierarchical ut-
terance representations. We combine the predicted
attribute’s embedding vector with the context rep-
resentation to generate the next utterance. Look-
ing from another perspective, we could formulate



the conditional utterance generation problem as a
multi-task problem where we jointly learn to pre-
dict the dialog attributes and tokens of the next
utterance.

2.3 RL for Dialog Attribute Prediction

Often the MLE objective does not capture the true
goal of the conversation and lacks the framework
which can take developer-defined rewards into ac-
count for modelling such goals. Also, the MLE-
based seq2seq models fail to model long term in-
fluence of the utterances on the dialog flow causing
coherency issues. This calls for a Reinforcement
Learning (RL) based framework which has the abil-
ity to optimize policies for maximizing long term
rewards. At the core, the MLE objective tries to
increase the conditional utterance probabilities and
influences the model to place higher probabilities
over the commonly occurring utterances. On the
other hand, RL based methods circumvent this is-
sue by shifting the optimization problem to max-
imizing long term rewards which could promote
diversity, coherency, etc.

Previous approaches Li et al. (2016); Kottur et al.
(2017); Lewis et al. (2017) propose to model the
token prediction of the next utterance as a reinforce-
ment learning problem and optimize the models to
maximize hand-crafted rewards for improving di-
versity, coherency, and ease of answering. Their ap-
proaches involves pre-training the encoder-decoder
models with supervised training and then refining
the utterance generation further with RL using the
hand-engineered rewards. Their state space con-
sists of the dialog context representation (encoder
hidden states). Their action space at a given time
step includes all possible words that the decoder
can generate (which is very large).

While this approach is appealing, policy gradi-
ent methods are known to suffer from high vari-
ance when using large action spaces. This makes
training extremely unstable and requires significant
engineering efforts to train successfully.

Another potential drawback with directly acting
over the vocabulary space is that the RL optimiza-
tion procedure tends to strip away the linguistic
/ natural language aspects learned during the su-
pervised pre-training step, as observed in (Kottur
etal., 2017; Lewis et al., 2017). Since the primary
focus of the RL objective function is to improve
the final reward (which may not emphasize on the
linguistic aspects of the generated responses, for

e.g., diversity scores), the optimization algorithm
could lead the decoder into generating unnatural
responses. We propose to avoid both the issues
by reducing the action space to a higher level ab-
straction space i.e. the dialog attributes. Our action
space comprises the discrete dialog attributes and
the state space is the dialog context. Intuitively, this
enables the RL policy to view the dialog attributes
as control variables for improving dialog flow and
modelling long term influence. For instance, if the
input response was “how old are you?”, an RL pol-
icy optimized to maximize conversation length and
engagement could choose to set one of the next
utterance attributes as a question-type to generate
a response like “why do you ask?” instead of a
straightforward answer, to keep the conversation
engaging. Thus, we believe that this approach en-
ables the model to predict such rare but interesting
utterances to which the MLE objective fails to give
attention.

Our policy network comprises of the encoders
and the attribute prediction network. Given the pre-
vious utterances Uj., 1, the policy network first
encodes them by using the encoders. Then this
encoded representation is passed to the attribute
prediction network. The output of the attribute pre-
diction network is the action. While there are many
ways to design the reward function, we adopt the
ease-of-answering reward introduced by Li et al.
(2016) - negative log-likelihood of a set of manu-
ally constructed dull utterances (usually the most
commonly occurring phrases in the dataset) in re-
sponse to the next generated utterance. Let S be the
set of dull utterances. With the sampled dialog-acts,
DA .k from the policy network, we generate the
next utterance Uy, using the decoder. Then we add
this generated utterance to the context and predict
the probability of seeing one of the dull utterances
in the m + 1-th step. This is used to compute the
reward as follows:

1 1
R=— —1logP(s|Us.m), %)
8512,

where N, is the number of tokens in the dull ut-
terance s. The normalization avoids the reward
function attending to only the longer dull responses.
We use REINFORCE (Williams, 1992) to optimize
our policy, Prr(DA1.x|U1.m—1). The expected
reward is given by equation 5.

J(0) = E[R(Upm_1,DA1K)] (5)



The gradient is estimated as in equation 6.

VJ(Ore) = (R —b)VlogPrr(DA1.k[Ur:m-1),

(6)

where b is the reward baseline (computed as the

running average of the rewards during training).

We initialize the policy with the supervised training

and add an L2-loss to penalize the network weights

from moving away from the supervised network
weights.

3 Training Setup

Datasets: We first start with the Reddit-discourse
dataset (Zhang et al., 2017) for training dialog at-
tribute classifiers and modelling utterance genera-
tion.

Reddit: The Reddit discourse dataset (Zhang et al.,
2017) is manually pre-annotated with dialog-acts
via crowd sourcing. The dialog-acts comprise
of answer, question, humor, agreement, disagree-
ment, appreciation, negative reaction, elaboration,
announcement. It comprises conversations from
around 9000 randomly sampled Reddit threads
with over 100000 comments and an average of 12
turns per thread.

Open-Subtitles: Additionally, we show results
with the unannotated Open-Subtitles dataset (Tiede-
mann, 2009) (we randomly sample up to 2 million
dialogs for training and validation). We tag the
dataset with dialog attributes using pre-trained clas-
sifiers.

We experiment with two types of dialog at-
tributes in this paper - sentiment and dialog-acts.
We annotate the utterances with sentiment tags -
positive, negative, neutral using the Stanford Core-
NLP tool (Manning et al., 2014). We adopt the
dialog-acts from two annotated dialog corpus -
Switchboard (Godfrey et al., 1992) and Frames
(Schulz et al., 2017).

Switchboard: Switchboard corpus(Godfrey et al.,
1992) is a collection of 1155 chit-chat style tele-
phonic conversations based on 70 topics. Jurafsky
et al. (1997) revised the original tags to 42 dialog-
acts. In our experiments, we restrict dialog-acts
to the top-10 most frequently annotated tags in
the corpus - Statement-non-opinion, Acknowledge ,
Statement-opinion, Agree/Accept, Abandoned or
Turn-Exit, Appreciation, Yes-No-Question, Non-
verbal, Yes answers, Conventional-closing. We
consider the top-10 frequently annotated tags as
a simple solution to avoid the class imbalance is-
sue (the Statement-non-opinion act is tagged 72824

times, while Thanking is tagged only 67 times) for
training the dialog attribute classifiers.

Frames: Frames(Schulz et al., 2017) is a task
oriented dialog corpus collected in the Wizard-of-
Oz fashion. It comprises of 1369 human-human
dialogues with an average of 15 turns per dialog.
The wizards had access to a database of hotels and
flights information and had to converse with users
to help finalize vacation plans. The dataset has 20
different types of dialog-acts annotations. Like the
Switchboard corpus, we adopt the top 10 frequently
occurring acts in the dataset for our experiments
- inform, offer, request, suggest, switch-frame, no
result, thank you, sorry, greeting, affirm.

Model Details: We use two-layer GRUs (Chung
et al., 2014) for both encoder and decoders with
hidden sizes of 512. We restrict the vocabulary for
both the datasets to top 25000 frequency occurring
tokens. The dialog attribute classifier for dialog at-
tributes is a simple 2-layer MLP with layer sizes of
256, and 10 respectively. We use the rectified linear
unit (ReLU) as the non-linear activation function
for the MLPs and use dropout rate of 0.3 for the to-
ken embeddings, hidden-hidden transition matrices
of the encoder and decoder GRUs.

Training Details: We ran our experiments
in Nvidia Tesla-K80 GPUs and optimized us-
ing the ADAM optimizer with the default hyper-
parameters used in (Merity et al., 2017, 2018). All
models are trained with batch size 128 and a learn-
ing rate 0.0001.

4 Experimental Results

In this section, we present the experimental results
along with qualitative analysis.

In Section 4.1, we discuss the dialog attribute
classification results for different model archi-
tectures trained on the Reddit, Switchboard and
Frames datasets.

In Section 4.2, we first demonstrate quantita-
tive improvements (token perplexity/embedding
based metrics) for the Attribute conditional HRED
model with the manually annotated Reddit dataset.
Further, we discuss the model perplexity improve-
ments along with sample conversations and human
evaluation results on the Open-Subtitles dataset.
We annotate it with sentiment and dialog-acts (from
Switchboard/Frames datasets) using pre-trained
classifiers described in Section 4.1.

Finally, in Section 4.3, we analyze the quality
of the generated responses after RL fine-tuning us-



ing diversity scores (distinct-1, distinct-2), sample
conversations and human evaluation results for di-
versity and relevance.

4.1 Dialog Attribute Prediction

In this section, we present the experiments with the
model architectures for the dialog attribute predic-
tion - dialog-acts from Reddit, Switchboard and
Frames datasets. First, we demonstrate the perfor-
mance of the dialog-acts classifiers on the Reddit
dataset as shown in Table 1.

Model Acc(%)
F(Uy) 57
F(DA¢—1¢—2) 54

F(U,DAi_1,—2) 68

Table 1: Dialog-acts prediction accuracy in Reddit val-
idation set.

The model F(Uy) refers to the architecture which
predicts the dialog-acts based on current utterance
U; alone. The tokens in the current utterance
Uy are fed through a two-layer GRU and the fi-
nal hidden state is used to predict the dialog-acts.
The model F(DA¢_; ;_2) predicts the current ut-
terance’s dialog-acts DA+ based on the dialog-acts
corresponding to the previous two utterances. We
consider the dialog-acts prediction problem as a
sequence modelling problem where we feed the
dialog-acts into a single-layer GRU and predict
the current dialog-acts conditioned on the previ-
ous dialog-acts. We settled on conditioning on the
dialog-acts corresponding to the previous two utter-
ances alone as we didn’t observe any boost in the
classifier performance from the older dialog-acts.
As seen in Table 1, conditioning additionally on
the dialog attributes helps improve classifier perfor-
mance.

Next, we train classifiers to predict dialog-acts of
utterances of the Switchboard and Frames corpus.
In our experiments, the number of act types is 11
- the top 10 most frequently occurring acts in the
corpus and “others” category covering the rest of
the tags.

As seen from Table 2, classifier performance is
not really high and yet, contribute to improvements
in perplexity for the conditional Seq2Seq models
(discussed in Section 4.2). While we aim for better
classifier performance, it is important to note here
that the primary objective of such dialog attribute
classifiers is to tag unannotated open-domain dia-

Corpus Num Acts  Acc(%)

Reddit 9 68.1
Switchboard 11 67.9

Frames 11 71.1

Table 2: Dialog-acts prediction accuracy for classifiers
trained on validation set of different datasets.

log datasets. As future work, we will study how the
classification errors influence response generation.

4.2 Utterance Evaluation

Following (Serban et al., 2016a), we use token
perplexity and embedding based metrics (average,
greedy and extrema) (Mitchell and Lapata, 2008;
Rus and Lintean, 2012) for utterance evaluation.

Metric LM Seq2Seq Seq2Seq+Attr
Perplexity 176 170 163
Greedy - 0.47 0.54
Extrema - 0.37 0.47
Average - 0.67 0.62

Table 3: Perplexity and Embedding Metrics for the
Reddit validation set.

Reddit: First, we evaluate Seq2Seq models
trained on the manually annotated Reddit corpus
as shown in Table 3. Seq2Seq+Attr refers to our
model where we condition on the dialog-acts addi-
tionally. Please note that we use the notation "Attr”
here to maintain generality as it may refer to other
dialog attributes like sentiment later in this sec-
tion. For both the baseline and conditional Seq2Seq
models, we consider a dialog context involving the
previous two turns as we did not observe signifi-
cant performance improvement with three or more
turns. We use a 2-layer GRU language model as
a baseline for comparison. As seen from Table
3, Seq2Seq+Attr fares well both in terms of per-
plexity and embedding metrics. Higher perplexity
observed in the Reddit corpus could be due to the
presence of several topics in the dataset (exhibits
high entropy) and fewer dialogs compared to other
open domain dialog datasets.

Open-Subtitles: With promising results on the
manually tagged Reddit corpus, we now evaluate
our attribute conditional HRED model on the unan-
notated Open-Subtitles dataset. We tag the Open-
Subtitles dataset with the sentiment tags using the
Stanford Core-NLP tool (Manning et al., 2014) and



Num Dialogs(in Millions)

Model Attributes 02M 0.5M M 2M
Seq2seq - 101.63 80.05 74.78 67.28
Seq2seq Sentiment 98.61 79.15 72.23 66.11
Seq2seq Switchboard 97.03 77.81 71.51 64.21
Seq2seq Frames 96.61 77.41 72.01 65.33
Seq2seq Sentiment, Switchboard 96.67 78.01 72.17 66.01
Seq2seq Sentiment, Frames 96.32 77.61 72.15 66.13
Seq2seq Switchboard, Frames 94.80 77.40 71.18 65.01

Table 4: Validation Perplexity for the Open-Subtitles
dataset.

dialog-acts from Frames & Switchboard corpus us-
ing the pre-trained classifiers described in Section
4.1.

In Table 4, we compare the model perplexity
when trained on varying dialog corpus size. In
most of the cases, we observe that the conditioning
with acts from both the frames and switchboard
yields the lowest perplexity. We observe that the
perplexity improvement is substantial for smaller
datasets which is also corroborated from the exper-
iments with the Reddit dataset.

Human Evaluation: Following the human eval-
uation setting in (Li et al., 2016), we randomly
sample 200 input message and the generated out-
puts from the Seg2Seq+Attr & Seq2Seq models.
We present each of them to 3 judges and ask them
to decide which of the two outputs is 1) relevant
and 2) diverse or interesting. Ties are permitted.
Results for human evaluation are shown in Table
8. We observe that Seqg2Seq+Attr performs better
than the Seg2Seq model both in terms of diversity
and relevance.

Seq2Seq+Attr vs Seq2Seq

Metric Wins(%) Losses(%) Ties(%)
Diversity 42 24.16 33.84
Relevance 40.16 36.83 23.01

Table 5: Human Evaluation results: Seg2Seq+Attr vs
Seq2Seq

Please note that the Seq2Seq+Attr model per-
forms better in terms of diversity compared to the
relevancy. This is in line with our expectations, as
the purpose of dialog attribute annotations is to help
the model focus better on less-frequent responses.

Additionally, we present a few sample conver-
sations in Table 6, where we observe that the
Seq2Seq+Attr model generates more interesting
responses.

Input: i wish i was home watching tv.
Seq2Seq: i dont know what i was thinking
about
Seq2Seq+Attr: i cant wait to see it.
Input:  He used from his charity to settle
legal problems.
Seq2Seq: 1 have no idea what youre talking
about
Seq2Seq+Attr:  idont think he is going to be a presi-
dent.
Input:  tell us how you really feel
Seq2Seq: i dont understand why
Seq2Seq+Attr:  1lmao i could hella picture your

reaction

Table 6: Sample conversations

4.3 RL For Dialog Attribute Prediction

For the RL fine-tuning, we report the diversity
scores of the generated responses with the mod-
els trained on the Open-Subtitles dataset in Table 7.
The diversity scores, distinct-1 and distinct-2 are
computed as the fraction of uni-grams and bi-grams
in the generated responses following the previous
work by Li et al. (2015).

Model distinct-1  distinct-2
Seq2Seq 0.004 0.013
Seq2Seq+Attr 0.005 0.018
RL 0.011 0.033

Table 7: Diversity scores on the Open-Subtitles valida-
tion set after RL fine-tuning .

We use the model conditioned on acts from both
Switchboard and Frames for the Seq2Seq+Attr and
RL cases. The action space for the policy in this
case, covers the 10 acts from Switchboard and
Frames each. We choose a collection of commonly
occurring phrases in the Open-Subtitles dataset as
the set of dull responses, S for the reward com-
putation in equation 4. We observe that the RL
fine-tuning improves over the conditional seq2seq
in terms of the diversity scores.

Human Evaluation: As described in Section
4.2, we present each of the 200 randomly sam-
pled input-response pairs of the Seq2Seq + Attr
and RL models to 3 judges and ask to them rate
each sample for diversity and relevance. From Ta-
ble 8, we can see that the RL model significantly
performs better both in terms of diversity and rele-
vance.

Qualitative Analysis: In Table 9, we present
the percentage of the commonly occurring generic



RL vs Seq2Seq+Attr

Metric Wins(%) Losses(%) Ties(%)

Diversity 54.66 28.50 16.84

Relevance 43.33 26.62 30.05
Table 8: Human Evaluation results:RL vs
Seq2Seq+Attr

responses from the Open-Subtitles dataset in the
validation set samples corresponding to the R L and
Seq2Seq+ Attr models. We observe very low per-
centages of such generic responses in the samples
after RL fine-tuning. It is interesting to note that
RL model has successfully learned to minimize the
generation of other dull responses like I would love
to be , I would love to see, I dont want to apart
from expected the dull responses, S (used in the
reward computation). At the same time, RL model
has scored higher in terms of the Relevancy met-
ric, as seen in Table 8 which indicates that the RL
fine-tuning actually explores interesting responses
whilst avoiding the generic responses.

Generic Responses RL(%) Seq2Seq + Attr(%)
thank you so much 7.56 7.32

i dont understand why 0.0 15.64

i would love to see 0.66 5.65

i dont know how 0.0 13.97

i dont want to 1.66 3.99

i dont know why 0.0 3.66

i would love to be 0.99 2.21

i have no idea 431 3.33

Table 9: Percentage of generic responses after RL fine-
tuning.

Additionally, we present a few sample conver-
sations in Table 10, where we observe that the
RL model generates more diverse and relevant re-
sponses.

5 Related Work

There are several works focusing on dialog-acts
classification and clustering based analysis (Rei-
thinger and Klesen, 1997; Liu, 2006; Khanpour
et al., 2016; Ang et al., 2005; Crook et al., 2009;
Stolcke et al., 2000; Ezen-Can and Boyer, 2013).
Shen et al. (2017) additionally add sentiment fea-
ture to the latent variables in the VAE setting for
utterance generation. In our work, we use dialog
attributes from different sources - Switchboard and
Frames corpus to model utterance generation in
a more realistic setting. As for the RL setting,
existing research efforts include (Li et al., 2016;

Input:  i’'m honestly a bit confused why no
one has brought me or my books any
cake

Seq2Seq+Attr: i dont think i dont think anything
RL: i cant wait to see you in the city.

Input:  ive been playing spaceship with my

year old niece for the past few days
Seq2Seq+Attr: i dont even know what i was talking

about.
RL: this is the best thing ive ever seen.

Input: it makes me so happy that you like
them
Seq2Seq+Attr: i dont know what i was thinking
about it
RL: i was just thinking about the same
thing

Table 10: Sample conversations

Dhingra et al., 2016; Jaques et al., 2016) which
formulate the token prediction as a RL policy in
Seq2Seq models. However, searching over a huge
vocabulary space typically involves training with
huge number of samples and careful fine-tuning of
the policy optimization algorithms. Additionally,
as discussed in Section 2.3, it requires precaution-
ary measures to prevent the RL algorithm from
removing the linguistic aspects of the generated
utterances. In another related research work, Ser-
ban et al. (2017) use dialog-acts as one among their
hand crafted features to select responses from an
ensemble of dialog systems. They use dialog-acts
in their RL policy, however their action space com-
prises of responses from an ensemble of dialog
models. They include dialog-acts in their features
for their distributed state representation.

6 Conclusion

In this work, we address the dialog utterance gener-
ation problem by jointly modeling previous dialog
context and discrete dialog attributes. We analyze
both quantitatively (model perplexity and other em-
bedding based metrics) and qualitatively (human
evaluation, sample conversations) to validate that
composed dialog attributes help generate interest-
ing responses. Further, we formulate the dialog at-
tribute prediction problem as a reinforcement learn-
ing problem. We fine tune the attribute selection
policy network trained with supervised learning us-
ing REINFORCE and demonstrate improvements
in diversity scores compared to the Seq2Seq model.
In the future, we plan to extend the model for ad-
ditional dialog attributes like emotion, speaker per-
sona etc. and evaluate the controllability aspect of
the responses based on the dialog attributes.
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Abstract

Learning suitable and well-performing dia-
logue behaviour in statistical spoken dialogue
systems has been in the focus of research for
many years. While most work which is based
on reinforcement learning employs an objec-
tive measure like task success for modelling
the reward signal, we use a reward based on
user satisfaction estimation. We propose a
novel estimator and show that it outperforms
all previous estimators while learning tempo-
ral dependencies implicitly. Furthermore, we
apply this novel user satisfaction estimation
model live in simulated experiments where the
satisfaction estimation model is trained on one
domain and applied in many other domains
which cover a similar task. We show that ap-
plying this model results in higher estimated
satisfaction, similar task success rates and a
higher robustness to noise.

1 Introduction

One prominent way of modelling the decision-
making component of a spoken dialogue system
(SDS) is to use (partially observable) Markov
decision processes ((PO)MDPs) (Lemon and
Pietquin, 2012; Young et al., 2013). There, rein-
forcement learning (RL) (Sutton and Barto, 1998)
is applied to find the optimal system behaviour
represented by the policy w. Task-oriented dia-
logue systems model the reward r, used to guide
the learning process, traditionally with task suc-
cess as the principal reward component (Gasic¢
and Young, 2014; Lemon and Pietquin, 2007;
Daubigney et al., 2012; Levin and Pieraccini,
1997; Young et al., 2013; Su et al., 2015, 2016).
An alternative approach proposes user satisfac-
tion as the main reward component (Ultes et al.,
2017a). However, the applied statistical user sat-
isfaction estimator heavily relies on handcrafted
temporal features. Furthermore, the impact of the
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estimation performance on the resulting dialogue
policy remains unclear.

In this work, we propose a novel LSTM-based
user satisfaction reward estimator that is able to
learn the temporal dependencies implicitly and
compare the performance of the resulting dialogue
policy with the initially used estimator.

Optimising the dialogue behaviour to increase
user satisfaction instead of task success has multi-
ple advantages:

1. The user satisfaction is more domain-
independent as it can be linked to interac-
tion phenomena independent of the underly-
ing task (Ultes et al., 2017a).

User satisfaction is favourable over task suc-
cess as it represents more accurately the
user’s view and thus whether the user is
likely to use the system again in the future.
Task success has only been used as it has
shown to correlate well with user satisfac-
tion (Williams and Young, 2004).

Based on previous work by Ultes et al. (2017a),
the interaction quality (IQ)—a less subjective ver-
sion of user satisfaction'—will be used for esti-
mating the reward. The estimation model is thus
based on domain-independent, interaction-related
features which do not have any information avail-
able about the goal of the dialogue. This allows
the reward estimator to be applicable for learning
in unseen domains.

The originally applied 1Q estimator heavily re-
lies on handcrafted temporal features. In this
work, we will present a deep learning-based 1Q
estimator that utilises the capabilities of recurrent
neural networks to get rid of all handcrafted fea-

IThe relation of US and IQ has been closely investigated
in (Schmitt and Ultes, 2015; Ultes et al., 2013).

Proceedings of the SIGDial 2019 Conference, pages 11-20
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tures that encode temporal effects. By that, these
temporal dependencies may be learned instead.

The applied RL framework is shown in Fig-
ure 1. Within this setup, both IQ estimators are
used for learning dialogue policies in several do-
mains to analyse their impact on general dialogue
performance metrics.

The remainder of the paper is organised as fol-
lows: in Section 2, related work is presented fo-
cusing on dialogue learning and the type of re-
ward that is applied. In Section 3, the interaction
quality is presented and how it is used in the re-
ward model. The deep learning-based interaction
quality estimator proposed in this work is then de-
scribed in detail in Section 4 followed by the ex-
periments and results both of the estimator itself
and the resulting dialogue policies in Section 5.

2 Relevant Related Work

Most of previous work on dialogue policy learning
focuses on employing task success as the main re-
ward signal (Gasi¢ and Young, 2014; Gasic et al.,
2014; Lemon and Pietquin, 2007; Daubigney
et al., 2012; Levin and Pieraccini, 1997; Young
et al., 2013; Su et al., 2015, 2016). However,
task success is usually only computable for pre-
defined tasks e.g., through interactions with simu-
lated or recruited users, where the underlying goal
is known in advance. To overcome this, the re-
quired information can be requested directly from
users at the end of each dialogue (Gasi¢ et al.,
2013). Howeyver, this can be intrusive, and users
may not always cooperate.

An alternative is to use a task success estima-
tor (El Asri et al., 2014b; Su et al., 2015, 2016).
With the right choice of features, these can also
be applied to new and unseen domains (Vandyke
et al.,, 2015). However, these models still at-
tempt to estimate completion of the underlying
task, whereas our model evaluates the overall user
experience.

In this paper, we show that an interaction quality
reward estimator trained on dialogues from a bus
information system will result in well-performing
dialogues both in terms of success rate and user
satisfaction on five other domains, while only us-
ing interaction-related, domain-independent infor-
mation, i.e., not knowing anything about the task
of the domain.

Others have previously introduced user sat-
isfaction into the reward (Walker et al., 1998;
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Walker, 2000; Rieser and Lemon, 2008b,a) by
using the PARADISE framework (Walker et al.,
1997). However, PARADISE relies on the exis-
tence of explicit task success information which is
usually hard to obtain.

Furthermore, to derive user ratings within that
framework, users have to answer a questionnaire
which is usually not feasible in real world settings.
To overcome this, PARADISE has been used in
conjunction with expert judges instead (El Asri
et al., 2012, 2013) to enable unintrusive acquisi-
tion of dialogues. However, the problem of map-
ping the results of the questionnaire to a scalar re-
ward value still exists.

Therefore, we use interaction quality (Sec-
tion 3) in this work because it uses scalar values
applied by experts and only uses task-independent
features that are easy to derive.

3 Interaction Quality Reward Estimation

In this work, the reward estimator is based on
the interaction quality (IQ) (Schmitt and Ultes,
2015) for learning information-seeking dialogue
policies. IQ represents a less subjective variant of
user satisfaction: instead of being acquired from
users directly, experts annotate pre-recorded di-
alogues to avoid the large variance that is often
encountered when users rate their dialogues di-
rectly (Schmitt and Ultes, 2015).

IQ is defined on a five-point scale from five (sat-
isfied) down to one (extremely unsatisfied). To de-
rive a reward from this value, the equation

Rig=T-(-1)+(ig—1)-5 (D
is used where Rj¢ describes the final reward. It is
applied to the final turn of the dialogue of length
T with a final IQ value of ¢q. A per-turn penalty
of —1 is added to the dialogue outcome. This re-
sults in a reward range of 19 down to —7" which
is consistent with related work (Gasi¢ and Young,
2014; Vandyke et al., 2015; Su et al., 2016, e.g.) in
which binary task success (TS) was used to define
the reward as:

Rrs=T:-(—-1)+ 1pg-20, 2)
where 17s = 1 only if the dialogue was success-
ful, 1pr¢ = 0 otherwise. Rpg will be used as a
baseline.

The problem of estimating 1Q has been cast as
a classification problem where the target classes
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Figure 1: The RL framework integrating an interaction quality reward estimator as proposed by Ultes et al. (2017a).
The policy learns to take action a; at time ¢ while being in state s; and receiving reward r;.
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Figure 2: Modelling of temporal information in the in-
teraction parameters used as input to the 1Q estimator.

are the distinct 1Q values. The input consists
of domain-independent variables called interac-
tion parameters. These parameters incorporate in-
formation from the automatic speech recognition
(ASR) output and the preceding system action.
Most previous approaches used this information,
which is available at every turn, to compute tem-
poral features by taking sums, means or counts
from the turn-based information for a window of
the last 3 system-user-exchanges® and the com-
plete dialogue (see Fig. 2). The baseline 1Q esti-
mation approach as applied by Ultes et al. (2017a)
(and originating from Ultes et al. (2015)) used a
feature set of 16 parameters as shown in Table 1
with a support vector machine (SVM) (Vapnik,
1995; Chang and Lin, 2011).

The LEGO corpus (Schmitt et al., 2012) pro-
vides data for training and testing and consists of
200 dialogues (4,885 turns) from the Let’s Go bus
information system (Raux et al., 2006). There,
users with real needs were able to call the system
to get information about the bus schedule. Each
turn of these 200 dialogues has been annotated
with IQ (representing the quality of the dialogue
up to the current turn) by three experts. The final
IQ label has been assigned using the median of the
three individual labels.

Previous work has used the LEGO corpus with

2a system turn followed by a user turn
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Table 1: The parameters used for IQ estimation ex-
tracted on the exchange level from each user input
plus counts, sums and rates for the whole dialogue
(#,%,Mean) and for a window of the last 3 turns ({-}).

Parameter Description

ASR status:
match, no input
confidence of top ASR results
is the system question the
same as in the previous turn?
general type of system action:
statement, question

is system action confirm?

mean ASR confidence if ASR
is success

number of exchanges (turns)
count of ASR status is success
rate of ASR status is success
count of ASR status is reject
rate of ASR status is reject

mean ASR confidence if ASR
is success

count of ASR is success
count of ASR status is reject
count of times RePromt? is
true

count of ActivityType is ques-
tion

ASRRecognitionStatus success, no

ASRConfidence
RePrompt?

ActivityType

Exchange level

Confirmation?

MeanASRConfidence

#Exchanges
#ASRSuccess
%ASRSuccess
#ASRRejections
%ASRRejections

{Mean}ASRConfidence

Dialogue level

{#}ASRSuccess
{#}ASRRejections
{#}RePrompts

Window level

{#}SystemQuestions

a full IQ feature set (which includes additional
partly domain-related information) achieving an
unweighted average recall® (UAR) of 0.55 using
ordinal regression (El Asri et al., 2014a), 0.53 us-
ing a two-level SVM approach (Ultes and Minker,
2013), and 0.51 using a hybrid-HMM (Ultes and
Minker, 2014). Human performance on the same
task is 0.69 UAR (Schmitt and Ultes, 2015). A
deep learning approach using only non-temporal
features achieved an UAR of 0.55 (Rach et al.,,
2017).

3UAR is the arithmetic average of all class-wise recalls.
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Figure 3: The architecture of the proposed BiLSTM
model with self attention. For each time ¢, the exchange
level parameter of all exchanges e; of the sub-dialogue
i € {1...t} are encoded to their respective hidden rep-
resentation h; and are considered and weighted with
the self attention mechanism to finally estimate the IQ
value y, at time ¢.

4 LSTM-based Interaction Quality
Estimation

The proposed 1Q estimation model will be used as
a reward estimator as depicted in Figure 1. With
parameters that are collected from the dialogue
system modules for each time step ¢, the reward
estimator derives the reward r; that is used for
learning the dialogue policy 7.

The architecture of our proposed IQ estimation
model is shown in Figure 3. It is based on the idea
that the temporal information that has previously
been explicitly encoded with the window and dia-
logue interaction parameter levels may be learned
instead by using recurrent neural networks. Thus,
only the exchange level parameters e; are con-
sidered (see Table 1). Long Short-Term Mem-
ory (LSTM) cells are at the core of the model
and have originally been proposed by Hochreiter
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and Schmidhuber (1997) as a recurrent variant that
remedies the vanishing gradient problem (Bengio
etal., 1994).

As shown in Figue 3, the exchange level param-
eters form the input vector e; for each time step
or turn ¢ to a bi-directional LSTM (Graves et al.,
2013) layer. The input vector e; encodes the nom-
inal parameters ASRRecognitionStatus, Activity-
Type, and Confirmation? as 1-hot representations.
In the BiLSTM layer, two hidden states are com-
puted: h; constitutes the forward pass through the
current sub-dialogue and ﬁt the backwards pass:

ﬁt = LSTM(et, }_I’tfl)
Et = LSTM(et, Et+1)

3)
4

The final hidden layer is then computed by con-
catenating both hidden states:
h; = [hy, hy] . ®)
Even though information from all time steps
may contribute to the final IQ value, not all time
steps may be equally important. Thus, an atten-
tion mechanism (Vaswani et al., 2017) is used that
evaluates the importance of each time step ¢’ for
estimating the IQ value at time ¢ by calculating a
weight vector ay y.

gy = tanh(h! W, + h) Wy +b;)  (6)
oy p = softmax(c(Wegi v + by)) (7)
8)

I = E o phy
t/

Zheng et al. (2018) describe this as follows: “The
attention-focused hidden state representation l;
of an [exchange] at time step t is given by the
weighted summation of the hidden state represen-
tation hy of all [exchanges] at time steps ¢/, and
their similarity o ¢ to the hidden state represen-
tation h; of the current [exchange]. Essentially, 1;
dictates how much to attend to an [exchange] at
any time step conditioned on their neighbourhood
context.”

To calculate the final estimate y; of the current
1Q value at time ¢, a softmax layer is introduced:

v+ = softmax(1) 9)

For estimating the interaction quality using a
BiLSTM, the proposed architecture frames the
task as a classification problem where each se-
quence is labelled with one IQ value. Thus, for



Table 2: Performance of the proposed LSTM-based
variants with the traditional cross-validation setup. Due
to overlapping sub-dialogues in the train and test sets,
the performance of the LSTM-based models achieve
unrealistically high performance.

UAR &k p eA Ep.
LSTM 0.78 0.85 091 0.99 101
BIiLSTM 0.78 0.85 0.92 0.99 100
LSTM-att 0.74 0.82 091 0.99 101
BiLSTM-att 0.75 0.83 091 099 93
Rachetal. (2017) 055 0.68 0.83 094 -
Ultes et al. (2015) 0.55 - - 08 -

each time step ¢, the 1Q value needs to be estimated
for the corresponding sub-dialogue consisting of
all exchanges from the beginning up to . Fram-
ing the problem like this is necessary to allow for
the application of a BILSTM-approach and still be
able to only use information that would be present
at the current time step ¢ in an ongoing dialogue
interaction.

To analyse the influence of the BiLSTM, a
model with a single forward-LSTM layer is also
investigated where

h; = h; . (10)

Similarly, a model without attention is also
analysed where

,=h,. (11)

5 Experiments and Results

The proposed BiLSTM IQ estimator is both
trained and evaluated on the LEGO corpus and ap-
plied within the IQ reward estimation framework
(Fig. 1) on several domains within a simulated en-
vironment.

5.1 Interaction Quality Estimation

To evaluate the proposed BiLSTM model with at-
tention (BiLSTM-+att), it is compared with three
of its own variants: a BILSTM without attention
(BiLSTM) as well as a single forward-LSTM layer
with attention (LSTM-+att) and without attention
(LSTM). Additional baselines are defined by Rach
et al. (2017) who already proposed an LSTM-
based architecture that only uses non-temporal
features, and the SVM-based estimation model
as originally used for reward estimation by Ultes
et al. (2015).

The deep neural net models have been imple-
mented with Keras (Chollet et al., 2015) using
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Table 3: Performance of the proposed LSTM-based
variants with the dialogue-wise cross-validation setup.
The models by Rach et al. (2017) and Ultes et al. (2015)
have been re-implemented. The BiLSTM with atten-
tion mechanism performs best in all evaluation metrics.

UAR &k p eA Ep.
LSTM 051 0.63 0.78 093 8
BIiLSTM 053 0.63 0.78 093 8
LSTM-att 052 0.63 0.79 0.92 40
BiLSTM-att 0.54 0.65 081 0.94 40
Rachetal. (2017) 0.45 0.58 0.79 0.88 82
Ultes et al. (2015) 0.44 0.53 0.69 0.86 -

the self-attention implementation as provided by
Zheng et al. (2018)*. All models were trained
against cross-entropy loss using RmsProp (Tiele-
man and Hinton, 2012) optimisation with a learn-
ing rate of 0.001 and a mini-batch size of 16.

As evaluation measures, the unweighted aver-
age recall (UAR)—the arithmetic average of all
class-wise recalls—, a linearly weighted version
of Cohen’s k, and Spearman’s p are used. As
missing the correct estimated IQ value by only one
has little impact for modelling the reward, a mea-
sure we call the extended accuracy (eA) is used
where neighbouring values are taken into account
as well.

All experiments were conducted with the
LEGO corpus (Schmitt et al., 2012) in a 10-fold
cross-validation setup for a total of 100 epochs per
fold. The results are presented in Table 2. Due to
the way the task is framed (one label for each sub-
dialogue), memorising effects may be observed
with the traditional cross-validation setup that has
been used in previous work. Hence, the results
in Table 2 show very high performance, which is
likely to further increase with ongoing training.
However, the corresponding models are likely to
generalise poorly.

To alleviate this, a dialogue-wise cross-
validation setup has been employed also consist-
ing of 10 folds of disjoint sets of dialogues. By
that, it can be guaranteed that there are no over-
lapping sub-dialogues in the training and test sets.
All results of these experiments are presented in
Table 3 with the absolute improvement of the two
main measures UAR and eA over the SVM-based
approach of Ultes et al. (2015) visualised in Fig-
ure 4.

*Code freely available at https://github.com/
CyberZHG/keras—-self—-attention
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Figure 4: Absolute improvement of the IQ estimation
models over the originally employed model by (Ultes
et al., 2017a) for IQ-based reward estimation with the
dialogue-wise cross-validation setup. UAR and eA
take values from O to 1

The proposed BiLSTM+att model outperforms
existing models and the baselines in all four per-
formance measures by achieving an UAR of 0.54
and an eA of 0.94 after 40 epochs. Furthermore,
both the BiLSTM and the attention mechanism
by themselves improve the performance in terms
of UAR. Based on this findings, the BiLSTM+att
model is selected as reward estimator for the ex-
periments in the dialogue policy learning setup as
shown in Figure 1.

5.2 Dialogue Policy Learning

To analyse the impact of the IQ reward estima-
tor on the resulting dialogue policy, experiments
are conducted comparing three different reward
models. The two baselines are in accordance to
Ultes et al. (2017a): having the objective task suc-
cess as principal reward component (Rrg) and
having the interaction quality estimated by a sup-
port vector machine as principal reward compo-
nent (7). TS can be computed by comparing
the outcome of each dialogue with the pre-defined
goal. Of course, this is only possible in simulation
and when evaluating with paid subjects. This goal
information is not available to the IQ estimators,
nor is it required. Both baselines are compared to
our proposed BiLST model to estimate the inter-
action quality used as principal reward component
(RY).

For learning the dialogue behaviour, a policy
model based on the GP-SARSA algorithm (Gasi¢
and Young, 2014) is used. This is a value-based
method that uses a Gaussian process to approx-
imate the state-value function. As it takes into
account the uncertainty of the approximation, it
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Table 4: Statistics of the domains the IQ reward esti-
mator is trained on (LetsGo) and applied to (rest).

Domain  Code  # constraints  # DB items
LetsGo 4 -
CamRestaurants CR 3 110
CamHotels CH 5 33
SFRestaurants SR 6 271
SFHotels SH 6 182
Laptops L 6 126

is very sample efficient and may even be used to
learn a policy directly through real human interac-
tion (Gasic et al., 2013).

The decisions of the policy are based on a sum-
mary space representation of the dialogue state
tracker. In this work, the focus tracker (Henderson
et al.,, 2014)—an effective rule-based tracker—
is used. For each dialogue decision, the policy
chooses exactly one summary action out of a set
of summary actions which are based on general
dialogue acts like request, confirm or inform. The
exact number of system actions varies for the do-
mains and ranges from 16 to 25.

To measure the dialogue performance, the task
success rate (TSR) and the average interaction
quality (AIQ) are measured: the TSR represents
the ratio of dialogues for which the system was
able to provide the correct result. AIQ is calcu-
lated based on the estimated IQ values of the re-
spective model (A7QY for the BILSTM and AIQ*
for the SVM) at the end of each dialogue. As there
are two IQ estimators, a distinction is made be-
tween AIQ® and AIQY. Additionally, the aver-
age dialogue length (ADL) is reported.

For the simulation experiments, the perfor-
mance of the trained polices on five different
domains was evaluated: Cambridge Hotels and
Restaurants, San Francisco Hotels and Restau-
rants, and Laptops. The complexity of each do-
main is shown in Table 4 and compared to the
LetsGo domain (the domain the estimators have
been trained on).

The dialogues were created using the pub-
licly available spoken dialogue system toolkit Py-
Dial (Ultes et al., 2017b)> which contains an im-
plementation of the agenda-based user simula-
tor (Schatzmann and Young, 2009) with an addi-
tional error model. The error model simulates the
required semantic error rate (SER) caused in the
real system by the noisy speech channel. For each

5Code freely available at http: //www.pydial.org
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Figure 5: Results of the simulated experiments for all domains showing task success rate (TSR) only. Each value
is computed after 100 evaluation / 1,000 training dialogues averaged over three trials. Numerical results with

significance indicators are shown in Table 5.

domain, all three reward models are compared on
three SERs: 0%, 15%, and 30%. More specif-
ically, the applied evaluation environments are
based on Env. 1, Env. 3, and Env. 6, respectively,
as defined by Casanueva et al. (2017). Hence, for
each domain and for each SER, policies have been
trained using 1,000 dialogues followed by an eval-
uation step of 100 dialogues. The task success
rates in Figure 5 with exact numbers shown in Ta-
ble 5 were computed based on the evaluation step
averaged over three train/evaluation cycles with
different random seeds.

As already known from the experiments con-
ducted by Ultes et al. (2017a), the results of the
SVM IQ reward estimator show similar results in
terms of TSR for RfQ and Rrg in all domains for
an SER of 0%. This finding is even stronger when
comparing R’}lQ and Rrg. These high TSRs are
achieved while having the dialogues of both IQ-
based models result in higher AIQ values com-
pared to Rrg throughout the experiments. Of
course, only the IQ-based model is aware of the
1Q concept and indeed is trained to optimise it.

For higher SERs, the TSRs lightly degrade for
the 1Q-based reward estimators. However, there
seems to be a tendency that the TSR for R’}ZQ is
more robust against noise compared to R}, while
still resulting in better AIQ values.

Finally, even though the differences are mostly
not significant, there is also a tendency for R’}ZQ to
result in shorter dialogues compared to both 17,
and RTS~
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6 Discussion

One of the major questions of this work addresses
the impact of an 1Q reward estimator on the result-
ing dialogues where the IQ estimator achieves bet-
ter performance than previous ones. Analysing the
results of the dialogue policy learning experiment
leads to the conclusion that the policy learned with
Rl}iQ performs similar or better than 17, through
out all experiments while still achieving better av-
erage user satisfaction compared to Rrg. Espe-
cially for noisy environments, the improvement is
relevant.

The BiLSTM clearly performs better on the
LEGO corpus while learning the temporal depen-
dencies instead of using handcrafted ones. How-
ever, it entails the risk that these learned tempo-
ral dependencies are too specific to the original
data so that the model does not generalise well
anymore. This would mean that it would be less
suitable to be applied to dialogue policy learning
for different domains. Luckily, the experiments
clearly show that this is not the case.

Obviously, the experiments have only been con-
ducted in a simulated environment and not verified
in a user study with real humans. However, the
general framework of applying an IQ reward es-
timator for learning a dialogue policy has already
been successfully validated with real user experi-
ments by Ultes et al. (2017a) and it seems rather
unlikely that the changes we induce by changing
the reward estimator lead to a fundamentally dif-
ferent result.



Table 5: Results of the simulated experiments for all domains showing task success rate (TSR), average interaction
quality estimated with the SVM (AIQ®) and the BiLSTM (AIQ", and average dialogue length (ADL) in number
of turns. Each value is computed after 100 evaluation / 1,000 training dialogues averaged over three trials with

different random seeds. 123

marks statistically significant difference compared to Rrg, to Rj ), and to AIQY,

respectively (p < 0.05, T-test for TSR and ADL, Mann-Whitney-U test for AIQ).

s bi
Domain SER TSR | AIQ AIQ | ADL |

Rrs Rjq RY, Rrs Rj, Rrs RY, Rrs Rjo RY,

0% 1.00%2 0.99' 0.99' 3.64%2 3.90' 3.68° 3.83' 468 4.88 4.59

CR 15% 097 094 096 3.35%2 3.65' 3.45% 3.63' 585° 533 5.10°
30% 094 092 090 3.15% 334 322 330 634 630 625

0% 098 099 0.99 3262 3.62! 333 344 571 561 540

CH 15% 096> 0.89%3 0.93%2 290 2.88 3.14 3.14 6.28% 726 6312
30% 0.86  0.88 0.87 2382 2.79' 2793 3.02! 794> 731 6.99!

0% 098 097 098 3.042 3.53! 3.13% 337' 626 6.03 580

SR 15% 0.90° 0.88 0.84% 2.40% 3.000 2.85% 3.01' 799 755 17.33
30% 071 077 078 2.03%2 2.52' 2463 2.78' 9.77° 941  8.50!

0% 097 099 098 3.152 3.52' 3.17° 3.36' 5992 550! 5.76

SH 15% 088 088 0.89 263° 294" 277° 3.17° 798 759° 6.63"2
30% 0.83° 076" 080 250 2.63 270° 2.87' 838 921 837

0% 098 099 0.99 3262 3.61' 328 341 578 544 5.60

L 15% 0.89 0.88 0.92 2.58% 297 292° 3.17' 7.19 734 673
30% 0.80 074 077 243 257 279 292 8222 93213 7,972

0% 098 098 0.98 3.232 3.65' 331 348 576 550 547

Al 15% 092 0.89 091 2.76% 3.10' 3.02%0 320" 7.13 7.06 6.52
30% 0.83 0.81 082 249 280 278 297 820% 8233 7.66>

7 Conclusion References

In this work we proposed a novel model for inter-
action quality estimation based on BiLSTMs with
attention mechanism that clearly outperformed the
baseline while learning all temporal dependencies
implicitly. Furthermore, we analysed the impact
of the performance increase on learned polices that
use this interaction quality estimator as the princi-
pal reward component. The dialogues of the pro-
posed interaction quality estimator show a slightly
higher robustness towards noise and shorter dia-
logues while still yielding good performance in
terms of both of task success rate and (estimated)
user satisfaction. This has been demonstrated by
training the reward estimator on a bus information
domain and applying it to learn dialogue policies
in five different domains (Cambridge restaurants
and hotels, San Francisco restaurants and hotels,
Laptops) in a simulated experiment.

For future work, we aim at extending the inter-
action quality estimator by incorporating domain-
independent linguistic data to further improve the
estimation performance. Furthermore, the effects
of using a user satisfaction-based reward estimator
needs to be applied to more complex tasks.
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Abstract

Dialogue systems are increasingly using
knowledge bases (KBs) storing real-world
facts to help generate quality responses. How-
ever, as the KBs are inherently incomplete
and remain fixed during conversation, it lim-
its dialogue systems’ ability to answer ques-
tions and to handle questions involving enti-
ties or relations that are not in the KB. In this
paper, we make an attempt to propose an en-
gine for Continuous and Interactive Learning
of Knowledge (CILK) for dialogue systems to
give them the ability to continuously and inter-
actively learn and infer new knowledge during
conversations. With more knowledge accumu-
lated over time, they will be able to learn bet-
ter and answer more questions. Our empirical
evaluation shows that CILK is promising.

1 Introduction

Dialogue systems, including question-answering
(QA) systems are now commonly used in practice.
Early such systems were built mainly based on
rules and information retrieval techniques (Banchs
and Li, 2012; Ameixa et al., 2014; Lowe et al.,
2015; Serban et al., 2015). Recent deep learn-
ing models (Vinyals and Le, 2015; Xing et al.,
2017; Li et al., 2017c) learn from large corpora.
However, since they do not use explicit knowledge
bases (KBs), they often suffer from generic and
dull responses (Xing et al., 2017; Young et al.,
2018). KBs have been used to deal with the prob-
lem (Ghazvininejad et al., 2018; Le et al., 2016;
Young et al., 2018; Long et al., 2017; Zhou et al.,
2018). Many task-oriented dialogue systems (Eric
and Manning, 2017; Madotto et al., 2018) also use
KBs to support information-seeking conversations.

One major shortcoming of existing systems that
use KBs is that the KBs are fixed once the dialogue
systems are deployed. However, it is almost im-
possible for the initial KBs to contain all possible
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knowledge that the user may ask, not to mention
that new knowledge appears constantly. It is thus
highly desirable for dialogue systems to learn by
themselves while in use, i.e., learning on the job
in lifelong learning (Chen and Liu, 2018). Clearly,
the system can (1) extract more knowledge from
the Web or other sources, and (2) learn directly
from users during conversations. This paper fo-
cuses on the latter and makes an attempt to propose
an engine for Continuous and Interactive Learning
of Knowledge (CILK) to give the dialogue system
the ability to acquire/learn new knowledge from the
user during conversation. Specifically, it focuses on
learning new knowledge interactively from the user
when the system is unable to answer a user’s WH-
question. The acquired new knowledge makes the
system better able to answer future user questions,
and no longer be limited by the fixed knowledge
provided by the human developers.

The type of knowledge that the CILK engine
focuses on is the facts that can be expressed as
triples, (h, r, t), which means that the head entity h
and the tail entity t can be linked by the relation r.
An example of a fact is (Boston, LocatedInCoun-
try, USA), meaning that Boston is located in USA.
This paper only develops the core engine. It does
not study other dialogue functions like response
generation, semantic parsing, fact extraction from
user utterances, entity linking, etc., which have
been studied extensively before and are assumed to
be available for use. Thus, this paper works only
with structured queries (h, r, 7), e.g., (Boston, Lo-
catedInCountry, 7) meaning “In what Country is
Boston located ?, or (7, r, t), e.g., (?, PresidentOf,
USA) meaning “Who is the President of USA?” It
assumes that a semantic parser is available that can
convert natural language queries from users into
query triples. Similarly, it assumes an information
extraction tool like OpenlE (Angeli et al., 2015) is
employed to extract facts as triples (h, r, t) from

Proceedings of the SIGDial 2019 Conference, pages 21-31
Stockholm, Sweden, 11-13 September 2019. (©2019 Association for Computational Linguistics



user’s utterances during conversation. Building a
full-fledged dialogue system that can also learn dur-
ing conversation is a huge undertaking and is out
of the scope of this paper. We thus only investigate
the core knowledge learning engine here. We also
assume that the user has good intentions (i.e., user
answers questions with 100% conformity about the
veracity of his/her facts)'; but is not omniscient
(opposed to the teacher-student learning setup).

Problem Definition: Given a user query / ques-
tion (h, r, ?) [or (?, r, )], where r and h (or t)
may not be in the KB (i.e., unknown), our goal is
two-fold: (i) answering the user query or rejecting
the query to remain unanswered in the case when
the correct answer is believed to not exist in the
KB and (ii) learning / acquiring some knowledge
(facts) from the user to help the answering task.
We only focus on the setting where the query can-
not be answered directly with the current KB and
need inference over existing facts, as considering
structured query, it’s trivial to retrieve the answer
if the answer triple is already in KB. We further
distinguish two types of queries: (1) closed-world
queries, where h (or t) and r are known to the KB,
and (2) open-world queries, where either one or
both A (or t) and r are unknown to the KB.

It is easy to see that the problem is essentially
a lifelong learning problem (Chen and Liu, 2018),
where each query to be processed is a task and the
knowledge gained is retained in the KB. To process
a new query/task, the knowledge learned and accu-
mulated from the past queries can be leveraged.

For each new open-world query, the proposed
approach works in two steps:

Step 1 - Interact with the user: It converts
open-world queries (2) to closed-world queries (1)
by asking the user questions related to h (or t) and
r to make them known to the KB (added to KB).
The reason for the conversion will be clear below.
The user answers, called supporting facts (SFs), are
the new knowledge to be added to KB. This step is
also called interactive knowledge learning. Note,
closed-world queries (1) do not need this step.

Step 2 - Infer the query answer: It solves
closed-world queries (1) by inferring the query an-
swer. The main idea is to use each entity e in the
KB to form a candidate triple (h, 7, e) (or (e, 1, t)),

'We envision that the proposed engine is incorporated into
a dialogue system in a multi-user environment. The system
can perform cross-verification with other users by asking them
whether the knowledge (facts) from a user is correct.
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USER: “In what

[Query]

(Boston, LocatedInCountry, ?)
Country is Boston located?”

CILK: I do not know what “located in Country”
means? Can you provide me an example?

[Ask for Clue]

USER: (London, LocatedInCountry, UK). “London

is located in UK.” [SF1]

CILK: Got it. Can you tell me a fact about

“Boston”? [Ask for Entity Fact]

USER: (Harvard University, UniversityLocatedIn,

Boston). “Harvard university is located in

Boston.” [SF2]

CILK: (Boston, LocatedInCountry, USA) “Boston is

located in USA.” [Answer]

Figure 1: An example of interactive learning and inference.

Note that CILK only works with triples. Each triple above
is assumed to be extracted from the sentence after it. Ask
Jor Clue and Ask for Entity Fact are interaction query types,
discussed in Sec. 3. SF denotes supporting fact.

which is then scored. The entity e with the highest
score is predicted as the answer of the query.

Scoring each candidate is modeled as a knowl-
edge base completion (KBC) problem (Lao and Co-
hen, 2010; Bordes et al., 2011). KBC aims to infer
new facts (knowledge) from existing facts in a KB
and is defined as a link prediction problem: Given
a query triple, (e, r, ?7) [or (?, 7, e)], it predicts a
tail entity ¢, [head entity Ay ] which makes the
query triple true and thus should be added to the
KB. KBC makes the closed-world assumption that
h, r and t are all known to exist in the KB (Lao
etal., 2011; Bordes et al., 2011, 2013; Nickel et al.,
2015). This is not suitable for knowledge learning
in conversations because in a conversation, the user
can ask or say anything, which may contain entities
and relations that are not in the KB. CILK removes
the closed-world assumption and allows all A (or
t) and/or r to be unknown (not in the KB). Step 1
above basically asks the user questions to make h
(or t) and/or r known to the KB. Then, an exist-
ing KBC model as a query inference model can be
applied to retrieve an answer entity from KB.

Figure 1 shows an example. CILK acquires sup-
porting facts SF1 and SF2 to accomplish the goal
of knowledge learning and utilizes these pieces of
knowledge along with existing KB facts to answer
the user query (i.e., to infer over the query relation
”LocatedInCountry”). CILK aims to achieve these
two sub-goals. The new knowledge (SFs) is added
to the KB for future use?. We evaluate CILK using
two real-world KBs: Nell and WordNet and obtain
promising results.

The inferred query answer is not added to the KB as it may
be incorrect. But it can be added in a multi-user environment
through cross-verification (see footnote 1 and Sec. 4).



2 Related Work

To the best of our knowledge, no existing system
can perform the proposed task. We reported a pril-
iminary research in (Mazumder et al., 2018).
CILK is related to interactive language learning
(Wang et al., 2016, 2017), which is mainly about
language grounding, not about knowledge learning.
Li et al. (2017a,b) and Zhang et al. (2017) train
chatbots using human teachers who can ask and
answer the chatbot questions. Ono et al. (2017), Ot-
suka et al. (2013), Ono et al. (2016) and Komatani
et al. (2016) allow a system to ask the user whether
its prediction of category of a term is correct or
not. Compared to these works, CILK performs in-
teractive knowledge learning and inference (over
existing and acquired knowledge) while convers-
ing with users after the dialogue system has been
deployed (i.e., learning on the job (Chen and Liu,
2018)) without any teacher supervision or help.
NELL (Mitchell et al., 2015) updates its KB
using facts extracted from the Web (complementary
to our work). We do not do Web fact extraction.
KB completion (KBC) has been studied in recent
years (Lao et al., 2011; Bordes et al., 2011, 2015;
Mazumder and Liu, 2017). But they mainly handle
facts with known entities and relations. Neelakan-
tan et al. (2015) work on fixed unknown relations
with known embeddings, but does not allow un-
known entities. Xiong et al. (2018) also deal with
queries involving unknown relations, but known
entities in the KB. Shi and Weninger (2018) han-
dles unknown entities by exploiting an external
text corpus. None of the KBC methods perform
conversational knowledge learning like CILK.

3 Proposed Technique

As discussed in Sec. 1, given a query (e, 7, ?) [or
(?, 7, €)]® from the user, CILK interacts with the
user to acquire supporting facts to answer the query.
Such an interactive knowledge learning and infer-
ence task is realized by the cooperation of three pri-
mary components of CILK: Knowledge base (KB)
K, Interaction Module T and Inference Model
M. The interaction module Z decides whether
to ask or not and formulates questions to ask the
user for supporting facts. The acquired supporting
facts are added to the KB X and used in training the
Inference Model M which then performs inference
over the query (i.e., answers the query).

3Either e or 7 or both may not exist in the KB
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In the following subsections, we formalize the
interactive knowledge learning problem (Sec. 3.1),
describe the Inference Model M (Sec. 3.2) and
discuss how CILK interacts and processes a query
from the user (Sec. 3.3).

3.1 Problem Formulation

CILK’s KB K is a triple store {(h, r, 1)} C EXR X
&, where £ is the entity set and R is the relation set.
Let g be a query of the form (e, r, ?) [or (7, r, €)]
issued to CILK, where e is termed as qguery entity
and r as the query relation. If e ¢ £ and/orr ¢ R
(we also say e,r ¢ K), we call g an open-world
query. Otherwise, q is referred to as a closed-world
query, i.e., both e and r exist in K. Given K and
a query ¢, the query inference task is defined as
follows: If ¢ is of the form (e, 7, ?7), the goal is to
predict a tail entity t;-,. € & such that (e, 7, tsrye)
holds. We call such q a rail query. If g is of the
form (?, r, e), the goal is to predict a head entity
hirue € € such that (h¢pye, 7, €) holds. We call
such g a head query. In the open-world setting, it’s
quite possible that the answer entity ¢4, (for a tail
query) or hye (for a head query) does not exist in
the KB (in &). In such cases, the inference model
M cannot find the true answer. We thus further
extend the goal of query inference task to either
finding answer entity ¢;e (hyrye) for g or rejecting
q to indicate that the answer does not exist in £.
Given an open-world (head / tail) query g from
user u, CILK interacts with u to acquire a set of
supporting facts (SFs) [i.e., a set of clue triples C,
involving query relation r and/or a set of entity
fact triples F, involving query entity e] for learn-
ing r and e (discussed in Sec 3.3). In Figure 1,
(London, LocatedInCountry, UK) is a clue of query
relation “LocatedInCountry” and (Harvard Univer-
sity, UniversityLocatedIn, Boston) is an entity fact
involving query entity “Boston”. In this interaction
process, CILK decides and asks questions to the
user for knowledge acquisition in multiple dialogue
turns (see Figure 1). This is step 1 as discussed in
Sec. 1 and will be further discussed in Sec. 3.3.
Once SFs are gathered, it uses (K U C,. U F) to
infer ¢, which is step 2 in Sec. 1 and will be de-
tailed in Sec. 3.2. We refer to the whole interaction
process involving multi-turn knowledge acquisition
followed by the query inference step as a dialogue
session. In summary, CILK is assumed to operate
in multiple dialogue sessions with different users
and acquire knowledge in each session and thereby,
continuously learns new knowledge over time.



3.2 Inference Model

Given a query ¢, the Inference Model M attempts
to infer ¢ by predicting the answer entity from
E. In particular, it selects each entity e; € £ and
forms |€] number of candidate triples {d1, ..., dj¢|},
where d; is of the form (e, r, ¢;) for a tail query [or
(e;, r, e) for a head query] and then score each d;
to quantify the relevancy of e; of being an answer
to q. The top ranked entity e; is returned as the
predicted answer of q. We deal with the case of
query rejection by M later.

We use the neural knowledge base embedding
(KBE) approach (Bordes et al., 2011, 2013; Yang
et al., 2014) to design M. Given a KB represented
as a triple store, a neural KBE method learns to
encode relational information in the KB using low-
dimensional representations (embeddings) of enti-
ties and relations and uses the learned representa-
tions to predict the correctness of unseen triples. In
particular, the goal is to learn representations for
entities and relations such that valid triples receive
high scores (or low energies) and invalid triples
receive low scores (or high energies) defined by
a scoring function S(.). The embeddings can be
learned via a neural network. In a typical (linear)
KBE model, given a triple (h, r, t), input entity
h, t and relation r correspond to high-dimensional
vectors (either “one-hot” index vector or “n-hot”
feature vector) xy, X; and x, respectively, which
are then projected into low dimensional vectors vy,
v; and v, using an entity embedding matrix Wg
and relation embedding matrix Wg as given by-
vy, = Wg xp, v, = Wg x, and v; = Wg x;. The
scoring function S(.) is then used to compute a
validity score S(h,r,t) of the triple.

Any KBE model can be used for learning M.
For evaluation, we adopt DistMult (Yang et al.,
2014) for its state-of-the art performance over many
other KBE models (Kadlec et al., 2017). The scor-
ing function of DistMult is de