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Introduction

Welcome to the proceedings of the system demonstration track of the 2024 Conference on Empirical
Methods in Natural Language Processing on November 12th — November 16th, 2024. For the EMNLP
2024 system demonstration track, we received 153 submissions, of which 52 were selected for inclusion
in the program (acceptance rate of 34%). This year, we also recruited area chairs in the system demon-
stration track. We would like to thank the area chairs and all members of the program committee for
their help in reviewing the submissions. Lastly, we thank the many authors who submitted their work to
the demonstrations track. This year, the EMNLP conference is a hybrid event. The demonstration papers
will be presented through pre-recorded talks and in presence during the poster sessions.

Manling Li, Delia Irazi Hernandez Farias, Tom Hope
EMNLP 2024 System Demonstration Chairs
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FreeEval: A Modular Framework for Trustworthy and Efficient Evaluation
of Large Language Models

Zhuohao Yu', Chang Gao!, Wenjin Yao!, Yidong Wang!, Zhengran Zeng!,
Wei Ye'*, Jindong Wang?, Yue Zhang®, Shikun Zhang!
'Peking University. *Microsoft Research. *Westlake University.
zyu@stu.pku.edu.cn, wye@pku.edu.cn

Abstract

The rapid growth of evaluation methodologies
and datasets for large language models (LLMs)
has created a pressing need for their unified
integration. Meanwhile, concerns about data
contamination and bias compromise the trust-
worthiness of evaluation findings, while the
efficiency of evaluation processes remains a
bottleneck due to the significant computational
costs associated with LLM inference. In re-
sponse to these challenges, we introduce FreeE-
val, a modular framework not only for conduct-
ing trustworthy and efficient automatic eval-
uations of LLMs but also serving as a plat-
form to develop and validate new evaluation
methodologies. FreeEval addresses key chal-
lenges through: (1) unified abstractions that
simplify the integration of diverse evaluation
methods, including dynamic evaluations requir-
ing complex LLM interactions; (2) built-in
meta-evaluation techniques such as data con-
tamination detection and human evaluation to
enhance result fairness; (3) a high-performance
infrastructure with distributed computation and
caching strategies for efficient large-scale eval-
uations; and (4) an interactive Visualizer for
result analysis and interpretation to support in-
novation of evaluation techniques. We open-
source all our code at https://github.com/
WisdomShell/FreeEvall.

1 Introduction

Large Language Models (LLMs) have revolu-
tionized Natural Language Processing (NLP)
with their impressive performance across various
tasks (Brown et al., 2020; Zhang et al., 2022;
Bubeck et al., 2023; OpenAl, 2023). As LLMs play
a critical role in academia and industry, evaluating
their capabilities has become essential (Guo et al.,
2023). Consequently, researchers have proposed

* Corresponding author.
" Our demonstration video, live demo, and installation
guides are available at: https://freeeval.zhuohao.me/

1

automatic evaluation methodologies using bench-
mark datasets (Clark et al., 2018; Zellers et al.,
2019; Cobbe et al., 2021; Bang et al., 2023) for
objective assessments, and LLM-based subjective
evaluation tools (Wang et al., 2023c; Zheng et al.,
2023b; Li et al., 2023b; Chan et al., 2023).

The rapid emergence of evaluation data and
methods has intensified the challenge of incorpo-
rating cutting-edge techniques cost-effectively and
conducting reliable evaluations. In response, sev-
eral open-source evaluation platforms for LLMs
have been proposed, each with unique features.
Table 1 provides a comprehensive comparison.
Specifically, Eval-Harness (Gao et al., 2021) eval-
uates LL.Ms using various benchmark datasets.
HELM (Liang et al., 2022) offers metrics beyond
accuracy on custom datasets and models. OpenAl
Evals (Contributors, 2023) implements interfaces
for LLM-based judges and their meta-evaluation.
OpenCompass (Contributors, 2023b) introduces
distributed inference with SLURM (Yoo et al.,
2003) on clusters. PromptBench (Zhu et al., 2023b)
incorporates prompt attacks and DyVal (Zhu et al.,
2023a) in its framework.

Despite these promising efforts, current evalua-
tion platforms still face three bottlenecks.

First, a unified and extensible framework is
required to integrate evaluation methods seam-
lessly. This consequently affects the flexibility,
transparency, and interpretability of the evaluation.
The evaluation results are highly dependent on the
deployment settings and prompting techniques, as
LLMs are not robust enough for these intricate set-
tings (Zheng et al., 2023a). For example, Table 2
shows that these settings can significantly influ-
ence results, confirming the need for standardized
implementation of evaluation methods to assure
consistent assessment.

Second, the reliability of results from these
platforms cannot always be guaranteed. Auto-
matic evaluation of LLMs remains a challenging
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Table 1: Comparison of popular evaluation toolkits on features.

Custom Custom Custom

LLM Dynamic Distributed Contamination Meta Visual

Toolkit Datasets Models Prompting Judges Evaluation Inference Detection  Evaluation Analysis
Eval-Harness (Gao et al., 2021) 4 v v X X X X X X
HELM (Liang et al., 2022) v v v X X X X X X
OpenAl Evals (Contributors, 2023) v v v v X X X v X
BIG-Bench (Contributors, 2023) v v v X X X X X X
OpenCompass (Contributors, 2023b) v v v v X v X X X
PromptBench (Zhu et al., 2023b) v v v X v X X X X
UltraEval (He et al., 2024) v v v X X v X X X
FreeEval (Ours) v v v v 4 v v v v

Table 2: Comparison of different inference implementa-
tions. We report 25-shot accuracy of 11ama-2-7b-chat
on ARC-Challenge (Clark et al., 2018), 5-shot accu-
racy on MMLU (Hendrycks et al., 2020) and Hel-
laSwag (Zellers et al., 2019). ‘CP’ and ‘MCP’ denote
Cloze Prompt and Multiple Choice Prompt from Robin-
son et al. (2022).

Method | ARC-C MMLU HellaSwag
CP+PromptA 51.11% 40.65%  50.07%
CP+PromptB 47.53% 38.72%  50.19%
MCP+PromptA | 54.18% 42.73% 30.61%
MCP+PromptB | 54.10% 41.28% 30.96%

task (Chang et al., 2023) due to their open-ended na-
ture and the presence of data contamination, which
lead to inflated performance metrics (Schaeffer,
2023; Sainz et al., 2023; Yu et al., 2024). More-
over, the lack of tools for in-depth analysis and
visualization of evaluation results makes it diffi-
cult for researchers to interpret the performance of
LLMs across different tasks and scenarios.

Third, the efficiency of previous evaluation toolk-
its has significant room for improvement. LLM
inference could be a substantial challenge for both
industry and researchers, since it requires strong
GPUs or paid APIs, especially for large-scale eval-
uations (Wang et al., 2023c¢). Optimizing inference
computation is crucial for reducing the costs of
LLM evaluation and supporting rapid iteration in
both evaluation and development.

To address these challenges, we propose FreeE-
val, a modular and extensible framework for trust-
worthy and efficient automatic evaluation of LLMs,
as well as a platform for developing new evaluation
methodologies. The main features of FreeEval are:

Unified abstraction and modular implementa-
tion of various evaluation methods. We introduce
concepts of step, dataset, and config to uni-
formly describe dataset-based, classic reference-
based, and LLLM-based evaluators. Dataset-based
evaluators include task-specific datasets along with

dataset operations such as custom prompting, data
augmenting and generation. LILM-based evalu-
ators, such as MT-Bench (Zheng et al., 2023b),
AlpacaEval (Li et al., 2023b), PandaLM (Wang
et al., 2023c) and KIEval (Yu et al., 2024), are
also integrated to provide subjective assessment.
Classic Judges, which utilize reference-based eval-
uation metrics like ROUGE (Lin, 2004) and
BERTScore (Zhang et al., 2019) to examine model
output. FreeEval’s modular design allows for easy
implementation of new evaluation protocols and
supports evaluating both open-source and propri-
etary models. The abstractions also bring trans-
parency to the evaluation process since all the eval-
uation settings are open to users.

Practical meta-evaluation modules for trustwor-
thiness. FreeEval incorporates contamination de-
tection, human judgment, case analysis, and bias
evaluation. These features mitigate overfitting risks,
enhance interpretability, and support the develop-
ment and validation of new evaluation methods. A
user-friendly interface for human annotation further
improves explainability and reliability of results.

Optimized distributed and concurrent inference
with load balancing and caching mechanisms.
Leveraging cutting-edge inference engines with
concurrency and caching strategies, FreeEval ef-
ficiently handles large-scale evaluations on multi-
node multi-GPU clusters. This infrastructure sup-
ports both open-source models and proprietary
APIs, ensuring scalability and cost-effectiveness.

Intuitive Visualizer for result analysis and in-
terpretation. This component provides interactive
tools for exploring results, conducting case studies,
and identifying patterns. It enhances interpretabil-
ity and supports the development of new evaluation
methods through visual feedback.

By combining these features, FreeEval addresses
key challenges in LLM evaluation while serving as
a powerful platform for researchers to build new
evaluation methods.



2 Background

In this section, we provide an overview of the cur-
rent landscape of LLM evaluation methods, the
challenges posed by data contamination, and the
importance of meta-evaluation in assessing the reli-
ability and validity of evaluation protocols.

2.1 Automatic Evaluation Methods for LL.Ms

The rapid development of Large Language Mod-
els (LLMs) has led to the emergence of various
evaluation methods, each aiming to assess different
aspects of model performance. These methods can
be broadly categorized into three groups: classic
reference-based evaluation, dataset-based bench-
marks, and LLM-based evaluators.

Reference-Based Evaluation methods, such as
BLEU (Papineni et al., 2002), ROUGE (Lin, 2004),
and BERTScore (Zhang et al., 2019), assess the
quality of generated text by comparing it against
human-written references. While straightforward,
they may not fully capture the open-ended nature
of LLM-generated outputs and can be sensitive to
reference quality and diversity (Wang et al., 2023c¢).

Dataset-Based Benchmarks, such as ARC
(Clark et al., 2018), HellaSwag (Zellers et al.,
2019), MMLU (Hendrycks et al., 2020), and C-
Eval (Huang et al., 2023), evaluate LLMs using
carefully curated datasets that test specific skills or
knowledge. However, they may not fully capture
the open-ended nature of LLMs and can be vulner-
able to data contamination (Schaeffer, 2023; Wei
et al., 2023).

LLM-Based Evaluators leverage strong LLMs,
such as GPT-4 (OpenAl, 2023), to assess the per-
formance of other models. Examples include Pan-
daLM (Wang et al., 2023c), MT-Bench (Zheng
et al., 2023b), GPTScore (Fu et al., 2023), PRD (Li
et al., 2023a), and KIEval (Yu et al., 2024). These
evaluators can capture nuanced aspects of language
understanding and generation, but their perfor-
mance is influenced by the evaluator LLM and
prompting strategies. Biases present in the eval-
uator LLM may propagate to the evaluation pro-
cess (Zeng et al., 2023; Wang et al., 2023b), re-
quiring careful meta-evaluation. Additionally, the
inference cost of LLMs necessitates optimization
for large-scale evaluation.

2.2 Meta-Evaluation of LLMs

Meta-evaluation refers to the process of evaluating
the fairness, reliability, and validity of evaluation

protocols themselves. We incorporate several meta-
evaluation methods into FreeEval.

Data Contamination occurs when an LLM is ex-
posed to test data during training, leading to in-
flated performance scores and an inaccurate assess-
ment of the model’s true capabilities (Schaeffer,
2023; Sainz et al., 2023; Zhu et al., 2023a). This
issue is particularly important due to its impact
on evaluation fairness, and should be considered.
We implement data contamination detection meth-
ods like Min-K prob (Shi et al., 2023) and average
loss (Wei et al., 2023) in FreeEval as modules, to
make contamination detection a fundamental pro-
cess in evaluating LLMs or creating a new evalua-
tion protocol.

Human Evaluation is the gold standard for meta-
evaluation (Chang et al., 2023), as it directly re-
flects human preferences on generated texts. This
is particularly important for LLM-based evaluators,
which subjectively evaluate output quality like hu-
man experts. However, the lack of standardized
platforms or guidelines for human annotation can
lead to biased, inconsistent, and unfair judgments.
To address this, we incorporate meta-evaluation
protocols from Wang et al. (2023c); Zeng et al.
(2023); Zheng et al. (2023b), as they reflect pref-
erences from human experts in different scenarios.
Additionally, we create a user-friendly interface for
human experts to create new preference datasets,
facilitating the collection of high-quality human
evaluations for meta-evaluation purposes.

3 Design and Implementation

In this section, we present the design and imple-
mentation of FreeEval, we discuss the framework’s
architecture, its key components, and how they ad-
dress the challenges identified previously.

3.1 Design Principles

To build a flexible, efficient research tool for LLM
evaluation we make sure the architecture of FreeE-
val follows the following principles:

* Modular: Enables easy integration of new eval-
uation methods, datasets, and protocols. Ensures
transparency by making all evaluation settings
and details openly accessible to users.

* Trustworthy: Promotes fair and effective eval-
uation processes. Supports meta-evaluation for
validating evaluation methods and ensures result
interpretability.
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Figure 1: Overall architecture of FreeEval.

 Efficient: Minimizes computational costs for
LLM inference, enabling large-scale evaluations
and rapid prototyping of new methodologies.

3.2 FreeEval Architecture Overview

FreeEval’s architecture, illustrated in Figure 1, fea-
tures a modular design that could be separated into
Evaluation Methods, Meta-Evaluation and LLM In-
ference Backends. Evaluation Methods contain dif-
ferent datasets and implementation for evaluation
methods. The Meta-Evaluation module ensures
the integrity and fairness of assessments by pro-
viding data contamination detection methods and
popular meta-evaluation method implementation.
LLM Inference Backends form the computational
backbone, as it provide distributed and concurrent
inference of LLLMs featuring performance optimiza-
tion techniques.

3.3 Extensible Modular Design

FreeEval’s modular architecture is designed to ac-
commodate the rapidly evolving landscape of LLM
evaluation. To help users implement evaluation
methods without complexity, FreeEval is imple-
mented around the concept of step, dataset and
config, which serve as the building blocks for cre-
ating flexible and extensible evaluation pipelines:

e step: A step encapsulates a specific evalua-
tion method, data augmentation technique, or
metric calculation. Each step contain three
phases: preprocess handles initializing the re-
quired dataset or models; run handles the exe-
cution; postprocess parse the outputs, collects
evaluation results and free up the resources.

* dataset: Data used by the evaluators are de-
fined as dataset. Each dataset handles the pre-
processing required to load data, few-shot settings,
prompting, augmentation of instances, and post-
processing of inference results.

» config: A config file is used to compose evalua-
tion pipelines with steps and datasets. The con-
fig file contains all the details and settings. steps
defined in the config are executed sequentially,
and they share the same context which stores in-
termediate results.

These abstractions improve transparency in eval-
uations by providing users with full access to the
configuration details for each evaluation pipeline.
The config file also serves as a complete record
of the evaluation process, including all necessary
hyperparameters and settings. The modular design
also allow data to be re-used in different scenar-
ios without effort. For example, GSM8K (Cobbe



et al., 2021) is a evaluation dataset, we could sim-
ply calculate perplexity of models on this dataset,
or we could use a data generation step to gener-
ate new data with GPT-4 in the same distribution
to detect data contamination following Wei et al.
(2023). The modular approach allows researchers
to easily add new evaluation methods or modify
existing ones without disrupting the overall struc-
ture of the framework. By defining each evaluator
as a self-contained unit, FreeEval promotes code
reusability and maintainability.

This configuration-driven approach eliminates
the need for users to write Python code when defin-
ing and running an evaluation pipeline. All set-
tings and parameters for each step and dataset
are specified within the config, making the eval-
uation process highly customizable and accessi-
ble to researchers with varying levels of program-
ming expertise. Figure 2 shows an example con-
fig for a pipeline evaluating LLaMA-2 70B (Tou-
vron et al., 2023b) on ARC-Challenge (Clark et al.,
2018) dataset with a fixed seed for sampling 25-
shot examples and custom prompt. The model can
be deployed locally or on a remote machine. The
pipeline also include detecting data contamination
with Min-K% Prob (Shi et al., 2023).

3.4 Trustworthy Evaluation

FreeEval prioritizes trustworthiness and fairness
in evaluations by incorporating a range of meta-
evaluation modules that validates the evaluation
results and processes. As human preference re-
main the gold standard for measuring the effec-
tiveness of evaluation protocols, FreeEval model
human preference into two types: pairwise compar-
ison and direct scoring. We incorporate existing
meta-evaluation datasets from PandalLM (Wang
et al., 2023c), MT-Bench (Zheng et al., 2023b),
LLMBar (Guo et al., 2023), AlpacaEval (Li et al.,
2023b), and provide a user-friendly interface for
annotating and curating human evaluation datasets.

To ensure the trustworthiness of the evaluation
results, we also implement data contamination de-
tection methods, as introduced in subsection 2.2,
into our toolkit as steps. Understanding whether
the tested dataset appear in the training phase of
the evaluated models would help users assess the
validity and reliability of evaluation results. We
also provide bias evaluation modules and visualiza-
tion tools specifically for LLM-based evaluators,
as previous studies have reported they exhibit po-
sition bias and length bias (Zheng et al., 2023b;

"steps”: [
{
"step_name”: "ARC-Challenge 25-shot MCP",
"step_type": "simple_multiple_choice”,
"dataset_config": {
"type": "arc_challenge”,
"dataset_kwargs”: {
"seed": 2,
"fewshot_split”: "train”,
"fewshot_num": 25,
"multiple_choice_template_name”: "prompt1"}
1,
"inference_config": {
"type": "remote_hf",
"inference_kwargs": {

"model_name”: "llama2-70b",
"base_url”: ...,
"generation_config”: ... }
"eval_config": {"aggregate_mode": "mean"}
b
{
"step_name”: "Contamination Detection”,

"step_type": "min_k_prob”,
"dataset_config": ...,
"inference_config": ...
}
]
3

Figure 2: Config for an example pipeline, evaluat-
ing LLaMA-2 70B (Touvron et al., 2023b) on ARC-
Challenge (Clark et al., 2018) dataset and then detecting
data contamination with Min-K% Prob (Shi et al., 2023).

Wang et al., 2023c). These meta-evaluation mod-
ules can be easily integrated into existing evalua-
tion pipelines, allowing researchers to understand
the effectiveness of their results, the fairness of the
evaluation process, and study bad cases that lead to
unexpected evaluation results.

3.5 Efficient Inference Backends

FreeEval’s high-performance inference backends
are designed to efficiently handle the computational
demands of large-scale LLM evaluations.

The inference backends in FreeEval support both
open-source models and proprietary models with
APIs. For all models, FreeEval support concurrent
inference given a fixed number of workers. We
implement a caching mechanism for queries based
on hash values of the request. We hash the request
prompt and inference config, and store locally the
request content and response for each individual
request. By checking the cache before making a
query, FreeEval skips cached requests, enabling
quick recovery from exceptions and saving infer-
ence costs. This is particularly beneficial when
implementing and debugging new evaluation meth-
ods. Caching also ensures reproducibility, as all
requests, settings, and responses are saved and can



from freeeval.models import load_inference_function

# Initialize inference backends
openai_inference = load_inference_function(”openai”)
huggingface_inference = load_inference_function("remote_hf")

# Parallel inference with load balancing and caching

huggingface_inference(
requests,
output_path,
max_concurrency = 128,
num_workers = 8

)

openai_inference(
requests,
output_path,
openai_model,

api_key,
num_workers = 4,
request_per_min = 100

)

Figure 3: Example code for running FreeEval’s infer-
ence backends. We rely on these backends for efficient
inference and provide a simple abstraction.

be inspected using FreeEval’s visualization tools.

For open-source models, we leverage Hugging-
face’s text-generation-inference (TGI, Con-
tributors (2023a)) package which is a production-
ready high-performance inference toolkit. We im-
plement a load-balancing technique in conjunction
with the continuous batching feature provided by
TGI to maximize GPU utilization on multi-node
multi-GPU clusters. For proprietary models, we
have a rate-limiting mechanism to avoid causing
too much stress on API providers.

We evaluate FreeEval’s performance by compar-
ing the execution times (excluding downloading
times) for 11ama-2-7b-chat-hf model on 3 com-
mon datasets using different toolkits. Our experi-
ments are done on the same Ubuntu machine with a
single NVIDIA A800 80GB PCle GPU. As shown
in Table 3, even on a single GPU, FreeEval exhibit
significant advantage on all benchmark datasets.

The inference backends in FreeEval are designed
to seamlessly integrate with the evaluation meth-
ods of the framework. As illustrated in Figure 3,
initializing the inference backends and running par-
allel inference is straightforward and user-friendly.
This simplicity allows developers of new evaluation
methods to focus on prompting or interactions be-
tween models, using the backends sequentially. As
a result, implementing interactive evaluation meth-
ods, such as those proposed by Li et al. (2023a);
Chan et al. (2023); Yu et al. (2024), becomes much
easier and more accessible to researchers.

Table 3: Comparison of execution time (in hours) of
different toolkits. All experiments are done on the same
machine with a single NVIDIA A800 80GB PCIe GPU.

Toolkit | ARC-C MMLU HellaSwag
Eval-Harness 0.160 0.510 1.080
OpenCompass 0.084 1.431 1.716
FreeEval (Sequential) 0.211 0.949 0.966
FreeEval (Concurrent) | 0.067 0.233 0.357

3.6 FreeEval Visualizer

Unlike traditional evaluation toolkits that provide
only accuracy or performance scores, FreeEval au-
tomatically converts and saves evaluation results
for comprehensive visualization. Users can launch
the Visualizer with a simple command for an intu-
itive web interface for detailed analysis.

The FreeEval Visualizer offers a dashboard
overview of evaluation results and settings, in-
depth analysis tools, a case browser for examining
individual cases and a human evaluation toolKkit.
These features enable researchers to explore out-
comes, identify patterns, and study potential biases
or anomalies. By providing immediate visual feed-
back, the Visualizer aids in rapid prototyping and
refinement of new evaluation methodologies, con-
tributing to the trustworthiness and interpretability
of the evaluation process.

For detailed screenshots and a comprehensive in-
troduction to the Visualizer’s functionalities, please
refer to Appendix B. A demonstration video and
live demo are also available on our project website.

4 Conclusion

We introduce FreeEval, a modular and extensible
framework for trustworthy and efficient automatic
evaluation of LLMs. FreeEval innovatively ad-
dresses key challenges in LLM evaluation by pro-
viding a unified implementation of various evalua-
tion methods, incorporating meta-evaluation mod-
ules, and leveraging high-performance inference
backends. The framework’s modular design facili-
tates easy integration of new evaluation protocols
and improves transparency. The integrated Visu-
alizer enhances result interpretation and analysis,
supporting comprehensive evaluation and the devel-
opment of new methodologies. We will continue to
maintain and expand the FreeEval toolkit, striving
to provide deeper insights into the capabilities and
limitations of LLMs and contribute to the devel-
opment of more robust and trustworthy language
models.



A Limitations and Ethical Considerations

In this Appendix section, we discuss the limita-
tions and ethical considerations of FreeEval. While
FreeEval addresses several challenges in LLM eval-
uation, it has limitations and raises ethical consid-
erations:

* Bias and Discrimination: FreeEval includes bias
evaluation modules but cannot eliminate biases in-
herent in training data or models. Researchers
should strive for more inclusive and equitable
LLMs.

* Environmental Impact: Despite efficient infer-
ence backends, the overall environmental impact
of LLM development remains a concern requiring
further innovation.

* Human Evaluation Subjectivity: The human
evaluation component may introduce subjective
biases, necessitating careful design of evaluation
protocols.

¢ Accountability and Misuse: While FreeEval en-
hances transparency in evaluation, ethical deploy-
ment and appropriate safeguards in real-world ap-
plications remain the responsibility of researchers
and developers.

These points highlight the need for ongoing re-
search in LLM evaluation methodologies and re-
sponsible Al development practices.

B FreeEval Visualizer

The FreeEval Visualizer is a web-based interface
designed to enhance the interpretability and analy-
sis of LLM evaluation results. It provides an intu-
itive platform for researchers to explore evaluation
data, conduct case studies, and perform human
evaluations.

The Visualizer consists of six main components:

e Dashboard: Offers an overview of evaluation
results, including distribution charts and summary
statistics.

* Analysis Tools: Provides detailed visualizations
and statistical analyses of evaluation data.

¢ Case Browser: Allows users to search, filter, and
examine individual evaluation cases.

* Human Evaluation Creator: Enables re-
searchers to set up new human evaluation ses-
sions.

* Human Evaluation Session: Manages ongoing
human evaluation tasks.

¢ Case Annotation Interface: Facilitates detailed
annotation of individual cases.

The Visualizer is built using Flask, a lightweight
Python web framework, and incorporates modern
front-end technologies for responsive design. It in-
tegrates seamlessly with FreeEval’s core evaluation
modules, providing a unified workflow for LLM
assessment.

Key features of the Visualizer include interactive
data exploration, customizable visualizations, and
support for various evaluation types (e.g., pairwise
comparisons, direct scoring). The human evalua-
tion interfaces facilitate the creation, management,
and execution of expert judgment collection, which
can be used for meta-evaluation or to create new
evaluation datasets.

Figure 4 showcases the main interfaces of the
FreeEval Visualizer. The dashboard (Figure 4a)
provides an overview of evaluation results, while
the analysis page (Figure 4b) offers more detailed
statistical insights. The case browser (Figure 4c)
allows for detailed exploration of individual cases.

The human evaluation workflow is supported by
three interfaces: the creation page for setting up
new evaluation sessions (Figure 4d), the session
management page (Figure 4e) for overseeing ongo-
ing evaluations, and the case annotation interface
(Figure 4f) for collecting detailed judgments on
specific outputs.

By providing these visual and interactive tools,
the FreeEval Visualizer aims to streamline the pro-
cess of analyzing LLM evaluation results, enabling
researchers to gain deeper insights and make more
informed decisions in their work with large lan-
guage models. The comprehensive set of features
supports the entire evaluation lifecycle, from initial
data exploration to in-depth analysis and human-in-
the-loop assessment.
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Abstract

Artificial General Intelligence (AGI) requires
comprehensive understanding and generation
capabilities for a variety of tasks spanning dif-
ferent modalities and functionalities. Integra-
tive Al is one important direction to approach
AGI, through combining multiple models to
tackle complex multimodal tasks. However,
there is a lack of a flexible and composable plat-
form to facilitate efficient and effective model
composition and coordination. In this paper,
we propose the i-Code Studio, a configurable
and composable framework for Integrative Al.
The i-Code Studio orchestrates multiple pre-
trained models in a finetuning-free fashion to
conduct complex multimodal tasks. Instead of
simple model composition, the i-Code Studio
provides an integrative, flexible, and compos-
able setting for developers to quickly and easily
compose cutting-edge services and technolo-
gies tailored to their specific requirements. The
i-Code Studio achieves impressive results on a
variety of zero-shot multimodal tasks, such as
video-to-text retrieval, speech-to-speech trans-
lation, and visual question answering. We
also demonstrate how to quickly build a mul-
timodal agent based on the i-Code Studio that
can communicate and personalize for users.
The project page with demonstrations and code
isat https://i-code-studio.github.io/.

1 Introduction

Large language models (LLMs) such as BERT (De-
vlin et al., 2018) and GPT-3 (Brown et al., 2020),
visual-language models (VLMs) like CLIP (Rad-
ford et al., 2021a) and DALL-E (Ramesh et al.,
2021), and audio language models (ALMs) such as
W2V-BERT (Chung et al., 2021) have enabled a va-
riety of capabilities, from zero-shot image classifi-
cation to reading comprehension, automatic speech
recognition, and photorealistic image generation.
The performance and capability of these pre-trained

Co-first authors.
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models are, however, influenced by the data they
are exposed to, which varies across different do-
mains; LLMs are trained on diverse sources of
data, such as webpages, novels, and Wikipedia cor-
pora, while VLMs are trained on pairs of images or
videos and their captions, and ALMs are trained on
audio data such as speech. These distinct training

%

Knowledge

N

Documents

Multi-Lingual

Dictionary

Sensory

©

WavlM

Labeled Data (Xi, Yi)

Figure 1: The i-code Studio is a configurable and com-
posable architecture for integrative Al allowing devel-
opers to quickly and easily orchestrate various cutting-
edge pre-trained models in a finetuning-free fashion.

domains render the pre-trained models different
and sometimes complementary capabilities. For in-
stance, LLMs are suitable for tasks such as reading
comprehension but unable to interpret audio and
visual information; VLMs can produce photoreal-
istic images but cannot tackle complex language
understanding. On the other hand, humans can of-
ten easily handle distinct tasks like the above with
multimodal input and output. Therefore, in order
to build Artificial General Intelligence (AGI), we
need to break the barriers between modalities and
specific tasks.

Instead of building a single model to handle all
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November 12-16, 2024 ©2024 Association for Computational Linguistics


https://i-code-studio.github.io/

possible tasks, which is infeasible under current
technology, a lot of research has recently emerged
to focus on the composition of large pre-trained
models to achieve integrative Al, either via fine-
tuning them jointly on new tasks (Yang et al., 2022;
Hu and Singh, 2021; Wang et al., 2021b; Alayrac
et al., 2022), or via a shared modality, such as lan-
guage, to capture new multimodal capabilities with-
out the need for finetuning (Tewel et al., 2022; Zeng
et al., 2022; Wang et al., 2022; Li et al., 2022). Is-
sues with these approaches are 1) there often lacks
data and computation resources for joint finetuning,
and 2) one cannot easily configure and compose
different large pre-trained models in an agile frame-
work to adapt to different needs. Therefore, in this
paper, we propose i-Code Studio, a configurable
and composable framework for integrative Al (Fig-
ure 1) . The i-Code Studio allows developers to
quickly and easily orchestrate various cutting-edge
pre-trained models in a finetuning-free fashion.

These pre-trained models are from different
modalities, and the strength of each individual
model is integrated to conduct complex multimodal
tasks. For each task, a directed acyclic graph
(DAG) is configured so that the related models
cooperate to produce the desired output. The input
data flows through each node in the DAG, enabling
complex multimodal tasks to be completed. This
makes i-Code Studio an integrative, flexible, and
composable framework. For instance, for visual
question answering task, a DAG is configured us-
ing the input image, the input question, the Flo-
rence (Yuan et al., 2021) vision foundation model,
a language prompt, the ChatGPT, and an output,
each represented by a node. The visual informa-
tion from the input image is fed into Florence. The
Florence node processes the image and outputs a
set of detected object categories/tags and a caption.
These outputs and the input question are then fed
into a node that generates a VLM-informed lan-
guage prompt. Finally, this cross-modal prompt
is used by ChatGPT to generate an answer to the
input question which is sent to the output node.

In this paper, we showcase the effectiveness of
the i-Code Studio using models from Azure Cog-
nitive Services (ACS) and OpenAl services. The
resulting integrative model achieves the state-of-
the-art (SOTA) or comparable to the SOTA perfor-
mance on zero-shot tasks such as speech-to-speech
translation, video-to-text retrieval, and visual ques-
tion answering. We also show how to quickly build

15

a multimodal agent to interact with a user. In sum-
mary, our main contributions are the following:
(1) We propose i-Code Studio, a new integrative,
configurable, and composable framework which
can be used to compose various pre-trained models.
(2) We show how i-Code Studio can achieve
impressive results on a variety of zero-shot multi-
modal tasks, e.g. video-to-text retrieval, speech-to-
speech translation, and visual question answering.
(3) We utilize i-Code Studio to build a multi-
modal agent that can communicate and personalize
for users by leveraging ACS and OpenAl services.

2 Related Work

Recently, the composition of large pre-trained mod-
els has been extensively studied. The most com-
mon way to compose these models is to fine-tune
them jointly on new tasks. Hu and Singh (2021)
proposed UniT, a Unified Transformer model that
is capable of learning several tasks across multi-
ple domains, including object detection and multi-
modal reasoning. This model is based on a trans-
former encoder-decoder architecture, where each
input modality is encoded with an encoder, and
shared decoders are used to make predictions for
each task. Wang et al. (2021b) proposed a Vision-
Language Pretraining framework, called SimVLM
that is trained end-to-end with a single language
modeling objective. The SimVLM reduces the
complexity of training by utilizing weak supervi-
sion on a large scale. Alayrac et al. (2022) proposed
Flamingo, a collection of VLMs that can connect
pre-trained vision-only and language-only models,
process sequences of interleaved visual and tex-
tual data, and accept images or videos as inputs.
However, these methods can be computationally
expensive. The i-Code Studio differs from these ap-
proaches since it does not require finetuning, which
enables the fast composition of pre-trained mod-
els for a variety of tasks and reduces the time and
expense associated with finetuning.

Unlike these work, models can be composed via
a shared modality, such as language. Tewel et al.
(2022) combined a visual-semantic model with a
large language model, enabling the models to take
advantage of the knowledge present in both web-
scale models for image caption generation task.
More related to our work, Zeng et al. (2022) pro-
posed Socratic Models, a modular framework that
enables multiple pre-trained models to exchange
information with each other, capture new multi-



modal capabilities without the need for finetuning,
and be composed without any prior training using
multimodal-informed prompting. Our i-Code Stu-
dio is a more integrative, flexible, and composable
framework compared to these work, allowing users
to compose cutting-edge models and technologies
customized for their particular needs easily.

Distinct from the work mentioned, Li et al.
(2022) proposed a closed-loop approach to combin-
ing pre-trained models in such a way that they act
as generators and scorers. The generators create
proposals, while the scorers provide feedback to
improve the generated results. This type of iterative
consensus optimization allows models to correct
mistakes made by other models, leading to signif-
icant improvements in downstream tasks. (Huang
et al., 2022) studied the application of LLMs in
embodied environments for robotic control. They
combined LLMs with different sources of text feed-
back and found that natural language acts as a uni-
versal means of communicating with the model.
The resulting system, called Inner Monologue, in-
tegrates various components such as perception
models, robotic skills, and human feedback to ef-
fectively execute user commands.

3 The i-Code Studio Framework

In this section, we introduce i-Code Studio, a con-
figurable and composable framework for integra-
tive Al. Given a complex multimodal task, the
i-Code Studio provides a generic framework for
developers to quickly and easily integrate and com-
pose several large pre-trained models and services
across different modalities without any training or
finetuning to accomplish the task. Figure 2 shows
examples of building Al solutions for various mul-
timodal tasks using the i-Code Studio framework.
For each task, the framework can be represented
via a DAG, where the nodes with no incoming edge
are the raw input data such as image, text, video
and speech, the nodes with no outgoing edges are
the outputs of the given task, and the rest of the
nodes are foundation models/services or hold inter-
mediate model outputs from other models/services.
The input to a node comes from the raw input,
and/or the output from previous nodes. The input
data flows through each node in the DAG, enabling
complex multimodal tasks to be completed. An
outgoing edge from a model/service node represent
an API provided by the model/service. For each
task, the inputs enter the DAG from the input nodes,
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Visual Question Answering
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Figure 2: The i-Code Studio can be used to build Al
solutions for various multimodal tasks. For each task,
a DAG is configured so that the related models cooper-
ate to produce the desired output. The input data flows
through each node in the DAG, enabling complex mul-
timodal tasks to be completed. The input nodes are
represented by double blue circles, the model/service
nodes, e.g. ChatGPT and Florence, by black circles, the
output nodes by double black circles, and the rest by
dash-dotted red circles. See the text for details about
each multimodal task.

and are processed by one or more models or model
services. In the process, edges convert the format
of a module’s output, filters data, or apply an API
such as summarization, translation, object detec-
tion, image captioning, transcribing, text-to-speech
synthesis, etc.

For each task, a DAG is configured so that the
related models cooperate to produce the desired



output. The different components of i-Code Studio
cooperate seamlessly to form a single, integrated
Al solution, and can be adjusted to fit the specific
needs of the user. For instance, for visual questions
answering (VQA) task the input is an image and a
question related to the image (see Figure 2). We
can first apply image captioning and object detec-
tion services to the input image. The output text,
which contains the visual information, is merged
with the input question as the prompt to ChatGPT,
which answers the question. For speech-to-speech
translation, the DAG is configured with Speech
Recognition (SR) — Machine Translation (MT) —
Text-To-Speech (TTS). This DAG transcribes the
source speech, translates the transcription into the
target language, and generates the target speech.

To build i-Code Studio, we utilize Azure Ma-
chine Learning Studio, a cloud-based, collabora-
tive, drag-and-drop development environment for
building, testing, and deploying machine learning
models. We encapsulate available models and ser-
vices from Azure Cognitive Services (ACS) as in-
dependent APIs and deploy them as an integrated
web service for real-time invoking. In this way,
it allows developers to flexibly combine them to
build their own applications. More details about
the available foundation models and services are
presented in Appendices A and B.

4 Evaluations

In this section, we presents our experiments in three
tasks covering language, speech and vision modal-
ity: 1) video-to-text retrieval; 2) visual question
answering and 3) speech-to-speech translation.

4.1 Video-to-Text Retrieval

Video-to-Text retrieval task is to select the most rel-
evant text from a pool of candidates given the video,
which typically involves all modalities across lan-
guage, vision and speech. Thus, it can be an ideal
task to test the capabilities of i-Code Studio. Fol-
lowing Zeng et al. (2022), the pipeline is organized
into the following steps: (2) calculate the similar-
ity score s; between the average vision features of
video and text features of captions via ACS Vision
service (Yuan et al., 2021); (iz) calling ACS Speech
service to transcribe the video to text; (¢¢¢) sum-
marize the transcript with Azure OpenAl services
using GPT-3 (Brown et al., 2020); (¢v) compute
a text-based similarity score sy between the gen-
erated summary and the captions with pre-trained
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Method R@1 R@5 R@10
JMEC (Mithun et al., 2018) 12.5 32.1 424
Finetuned Collab. Experts(Liu et al., 2019) 15.6 409 552
CLIP2Video (Fang et al., 2021) 54.6 82.1 90.8
CLIP (Portillo-Quintero et al., 2021) 40.3 69.7 79.2
Zero-shot SMs (Zeng et al., 2022) 447 71.2 80.0
i-Code Studio 498 74.8 82.2

Table 1: Video-to-text retrieval results on MSR-
VTT (Xu et al., 2016) dataset.

language model; (v) compute the final relevance
score s = s1 X Sz, combining vision-text based
score and speech-text based score; (vt) select the
text with the highest relevance score as answer.
Table 1 shows our results on MSR-VTT (Xu
et al., 2016), which is the most popular large-scale
dataset for video-to-text retrieval and consists of
10,000 video clips from 20 categories, and each
video clip is annotated with 20 English sentences
by Amazon Mechanical Turks. We use the standard
recall metrics for evaluation and compare our ap-
proach with both finetuned and zero-shot methods.
We can see that in zero-shot setting, i-Code Stu-
dio outperforms previous state-of-the-art (SOTA)
SMs by 5.1 points in R@1, thus achieving the new
SOTA in this setting. Compared with finetuned
approach, i-Code Studio significantly narrowed the
gap between the zero-shot and fine-tuned approach,
showing the promising of the zero-shot approach.

4.2 Visual Question Answering

The i-Code Studio can be used to answer visual
questions (see Figure 3). Specifically, Azure Cog-
nitive Services’ Florence (Yuan et al., 2021) is used
to zero-shot detect a set of object categories in
the input image, generate a set of tags associated
to it, and create a caption that describes the im-
age. These descriptions and the input question
are then used to form a VLM-informed language
prompt, which is fed into ChatGPT to predict an
answer. We evaluated i-Code Studio’s performance
on the FVQA dataset (Wang et al., 2017) for the
visual question answering task. FVQA is a VQA
dataset that mostly contains questions requiring
external knowledge to answer, and provides sup-
porting fact triplets alongside the image-question-
answer triplets. Following (Wang et al., 2017), we
used 1,090 test images, amounting to 2, 899 ques-
tions. Our results are presented in Table 2. The
i-Code Studio significantly outperforms Fact-based
VQA without the support facts from the dataset,
likely due to the power of Florence’s vision foun-



dation model and ChatGPT’s capability to answer
questions requiring external knowledge.

Method Accuracy
Human 77.99
Fact-based VQA (Wang et al., 2017) 56.91

Fact-based VQA (Ensemble) (Wang et al., 2017)
i-Code Studio

58.76
60.59

Table 2: VQA results on FVQA dataset.

Consider
the following scene: a man throwing a
frisbee on a beach. There is a person
and a frishee in the scene. The tags of

VILM-informed language prompt:

the scene are outdoor, sky, person,
ground, beach, frisbee, water, sport
equipment, sandy, and sand. Which sport

in this image is used for relaxation?
ChatGPT: Frisbee.

Figure 3: VQA with i-Code Studio: a VLM-informed
language prompt is created using Florence outputs and
input question. The red underlined text are the caption,
object categories, and tags detected by Florence. The
prompt is then fed into ChatGPT to predict an answer.

4.3 Speech-to-speech Translation

Speech-to-speech translation task consists of tran-
scribing spoken language into text, translating the
text into another language, and then generating
speech in the target language. We use this task to
evaluate the multilingual and speech capabilities of
i-Code Studio. Specifically, we first leverage ACS
Speech Recognition service to transcribe the in-
coming speech, then use ACS Language Machine
Translation service to translate in the target lan-
guages, and finally call ACS Text-To-Speech to
synthesize the speech in the target languages.

We evaluate i-Code Studio on CVSS (Jia et al.,
2022) dataset, a massively multilingual-to-English
speech-to-speech translation corpus. It covers
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Model | All Hi-Res Lo-Res
Liet al. (2021) (Scratch-BL) - 14.8 -
Wang et al. (2021a) (A2A-L) 7.5 240 3.7
Wang et al. (2021a) (A2E-M, arXiv)| - 24.5 -
Jia et al. (2022) 11.0 294 6.7
Jia et al. (2022) (ASR pre-training) {13.3 31.4 9.0
i-Code Studio \35.8 39.7 348

Table 3: Speech-to-text evaluation results on CVSS
dataset. We call ACS Speech Recognition, ACS Ma-
chine Translation, and ACS Text-to-Speech services in
a cascade approach. Hi-Res and Lo-Res stand for high-
resource and low-resource languages respectively.

sentence-level parallel speech-to-speech translation
pairs from 21 languages into English and is derived
from the Common Voice speech corpus (Ardila
et al., 2020) and the CoVoST 2 (Wang et al., 2020)
speech-to-text translation corpus. The translation
speech in CVSS is synthesized with two state-of-
the-art TTS models trained on the LibriTTS corpus.
As the speech generation quality is measured by
human in mean opinion score (MOS) on natural-
ness and speaker similarity metrics, here we only
report translated text result in BLEU metric using
SacreBLEU with its default configuration. Follow-
ing Jia et al. (2022), we group the evaluation results
on high-resource source languages (French, Ger-
man, Catalan and Spanish) and low-resource ones
(all the rest). From Table 3, we can see the i-Code
Studio outperforms previous SOTAs significantly
by 22.5 points on average. The improvement of
high-resource languages still has about 8.3 points,
demonstrating the strong capabilities of the i-Code
Studio framework.

S Applications: Multimodal Agents

As humans, we have a complex sensory system that
allows us to experience the world around us. We
use our eyes to see, ears to hear, mouths to talk, and
brains to process and interpret the information we
receive. Inspired by this, we utilize i-Code Studio
to build a multimodal agent that can communicate
and personalize for users. Specifically, the eyes
of the agent use Azure Vision services to interpret
visual images signals and send signals to the brain;
the ears and mouth use Azure Speech services to
collect sound waves and produce sounds; the brain
leverage Azure OpenAl services to integrate all
the sensory signals received from the eyes, ears
and uses them to make decisions. This intercon-
nected system of sensory organs and the brain are
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Figure 4: An overview of the multimodal agent which is built using the i-Code Studio.

AI: Hellol

Human: Hey,
AT: Hi! Are
Human: Yes,
ATl: I guess

nice to meet youl!
vou working in Rmazon?
how do you know?

it from your bagpack.

AI: You must bs a music artist.

Human: Yes. How did you find it?

AI: Because you are playing a plano.

Human: Thank you for your assistance. Have a nice day!

AI: You're welcome! Have a nice day tooc!

The following is a conversation with an AT assistant. The assistant can interact with the human by seeing.

(Seeing: A man holding a bagpack. Emazon, Bagpack)

Human: Can you guess something from me? (Seeing: & man playing pianc. Planc)

AI: Hello,
Services. How can I help you today?

Human: Hi! Nice to meet you.

(a) (Seeing: A man wearing glasses. Microsoft,
AI: Hi! Are you working in Microscft?
Human: Yes, how do you know?

(Seeing: A man wearing glasses. Microsoft,
AI: I can see from your t-shirt.

Human: When was Microsoft foundsd?

(Seeing: A man wearing glasses. Microsoft,
AI: Microsoft was founded on Rpril 4, 1575.
Human: Then, how old would Microsoft be in
(Seeing: A man wearing glasses. Microsoft,
AT: Microsoft will be 48 years old in 2023.
Human: Can you recognize anything from me?
(b) (Seeing: A man holding a violin. Violin,
AI: You must like music.

Human: How do you know?

Glasses,

Glasses,

Glasses,
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Glasses,

Glasses)

(Seeing: A man holding a wiolin. Violin,
AI: Because you are holding a violin.
Human: Thank you! Have a nice day!
(Seeing: A man wearing glasses. Microsoft,
AI: You'’re welcome! Have a nice day too!

Glasses)

Glasses,

I am a multimodal agent created by Azure Cognitive

T-shirt)

T-shirt)

T-shirt)

T-shirt)

T-shirt)

& Microsoft

Figure 5: The i-Code Studio can be used to build a multimodal virtual assistant. During the conversation the user
input and history context are prepended with the captions/tags from Florence vision (shown in red) and fed as input
into GPT-3. The bottom boxes show the conversation as well as two snapshots of the input video from the camera.

what enables our multimodal agents to understand
and interact with the world around us. Our multi-
modal agent is a virtual assistant with “eyes” (Flo-
rence), “ears” (ACS ASR), “brain” (GPT-3) and
mouth (ACS TTS). The i-Code Studio integrates
speech and vision signals from users by composing
and configuring services from ACS and OpenAl.
Figure 5 shows a demo example. Using language
prompting, i-Code Studio can enable multimodal
dialogue between the user and agent. GUIs call
i-Code Studio once to simplify the developing cost
while giving consistent user experience.

6 Conclusion

The i-Code Studio, is a new configurable and com-
posable framework for Integrative Al. It orches-
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trates multiple pre-trained models to conduct com-
plex multimodal tasks, without the need for finetun-
ing. We showed the i-Code Studio can achieve im-
pressive results on three multimodal tasks. We also
demonstrated how to build a multimodal virtual as-
sistant agent with the i-Code Studio. With further
research and development, the i-Code Studio can
be extended to be more flexible and powerful to
create even more complex applications.

7 Screencast Video

In this section, the public link to one of our example
demos for the multimodal agent is provided'.

! https://www.youtube.com/watch?v=YH7yUkpyKfg


https://www.youtube.com/watch?v=YH7yUkpyKfg

Limitations

The i-Code Studio currently relies on a limited num-
ber of pre-trained models and services. While this
is sufficient for many multimodal tasks, the frame-
work needs additional services to support more
complex multimodal tasks. Moreover, to demon-
strate the capabilities of the i-Code Studio, we need
to apply the framework to more complex multi-
modal tasks such as meeting summarization and
image generation from textual descriptions.
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A Foundation Models

Foundation models, first introduced by Bom-
masani et al. (2021), refer to any model that is pre-
trained on broad data at scale and can be adapted
to a wide range of downstream tasks. As a general
paradigm of Al, foundation models have shown
impressive performances and generalization capa-
bilities in various modalities (Brown et al., 2020;
Radford et al., 2021b; Yuan et al., 2021).

Large Language Models Large language mod-
els (LMs), trained on massive text collections such
as BERT (Devlin et al., 2019), GPT-2 (Radford
et al., 2019), DeBERTa (He et al., 2021), achieve
state-of-the-art performances on many natural lan-
guage processing benchmarks. More recent works,
like GPT-3 (Brown et al., 2020), OPT (Zhang
etal., 2022), PaLM (Chowdhery et al., 2022), Chin-
chilla (Hoffmann et al., 2022), have shown sur-
prising emergent capabilities to generate text and
can be “prompted” to perform a range of language
tasks given zero or few examples of the task as
input. In the i-Code Studio framework, we include
three language-based foundation models to sup-
port diverse tasks and applications: Z-Code > for
multilingual tasks like machine translation, GPT-
3 (Brown et al., 2020) and ChatGPT 3 for general
NLP tasks like text summarization and question
answering.

Vision Language Models Vision language mod-
els (Vision LMs), trained on web-scale image-
text and video data, such as CLIP (Radford
et al., 2021b), ALIGN (Jia et al., 2021), DALL-
E (Ramesh et al., 2021), Imagen (Saharia et al.,
2022) and Nuwa-infinity (Liang et al., 2022),
demonstrate superior performance on various com-
puter vision tasks, such as classification, retrieval,
object detection, VQA, image caption, video re-
trieval and action recognition. In Azure Cognitive
Services, the Project Florence * is initiated to ad-
vance state-of-the-art computer vision technologies
and develop the next-generation framework for vi-
sual recognition. Specifically, Florence (Yuan et al.,
2021) is trained on noisy Web-scale data end-to-
end with a unifying objective, allowing the model
to achieve state-of-the-art performances across a

2https://www.microsoft.com/en-us/research/
project/project-zcode/

3https://chat.openai.com/

*https://www.microsoft.com/en-us/research/
project/projectflorence/
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wide range of benchmarks. In i-Code Studio, Flo-
rence is utilized as the vision foundation model.

Audio Language Models Audio language mod-
els leverage discretized audio tokens/codes to train
a model by using a language modeling task, such
as w2v-BERT (Chung et al., 2021), WavLLM (Chen
et al., 2022), and Vall-E (Wang et al., 2023), and
bring significant improvements for various speech
processing tasks like speech-to-text, text-to-speech,
speaker recognition/diarization, speech separation,
etc. In Azure Cognitive Speech Services, speech
models were trained by using more than a few hun-
dred of thousand hours of speech audio in a manner
of supervised learning.

B Machine Learning Services

A machine learning service is usually built on top
of the foundation models, provide a comprehensive
suite of cloud-based artificial intelligence (AI) and
machine learning (ML) tools and services. These
tools provide developers with easy-to-use, pre-built
algorithms and APIs that can be integrated into
a wide range of applications. The i-Code Studio
adopt Azure Cognitive Services®, which provides a
variety of models and services for different modali-
ties. Developers can easily leverage Azure Cogni-
tive services to add intelligence features to their
applications, such as sentiment analysis, object
detection, speech recognition and text-to-speech,
without having to build the Al models from scratch
We include the following services for each
modality in one framework so that our architecture
can flexibly enable complicated applications that
are difficult to create with an end-to-end approach
and meanwhile provide users with a consistent ex-
perience. The i-Code Studio adopts the design of
prompt learning [cite] to quickly adapt the architec-
ture to different tasks through informed multimodal
prompting with just a few labeled examples.

Language Azure Cognitive Services for Lan-
guage (ACS Language) is a cloud-based service
that provides Natural Language Processing (NLP)
features for understanding and generation by using
REST APIs and client libraries. Using Z-Code as
the backbone, the language services provide the
following functionalities: natural language under-
standing, question answering, text summarization

Shttps://azure.microsoft.com/en-us/products/
cognitive-services/#overview
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and machine translation. Besides, we also inte-
grate Azure OpenAl Services which use ChatGPT,
GPT-3, Codex and Embeddings from OpenAl as
the backbone to enable new reasoning and com-
prehension capabilities for building cutting-edge
applications. Specifically, in our architecture, we
include three language APIs: (¢) machine transla-
tion: translating text from one language to another.
This can be used to realize multilingual commu-
nication between human and machines. (i¢) Chat-
GPT: an interactive dialogue language model; (i)
GPT-3: capable of a wide range of NLP tasks such
as text generation, translation, summarization and
question answering.®

Speech Azure Cognitive Speech Service (ACS
Speech) provides speech capabilities with an Azure
Speech resource. It can accurately transcribe multi-
lingual speech-to-text, produce text-to-speech with
real human-like voices, translate spoken audio, and
correctly identify the speakers in conversations. We
integrate two speech APIs in our architecture: (7)
Speech-to-Text, to transcribe your speech to text
in real-time or to transcribe recorded audio files to
text; (i7) Text-to-Speech, to convert input text into
synthetic speech in real-time or to generate audio
files from text with either prebuilt or customized
natural voice.

Vision Azure Cognitive Services for Vision
(ACS Vision) are a set of services offered by Mi-
crosoft Azure that allow developers to add com-
puter vision capabilities to their applications. It
provides a range of services for tasks such as object
detection and recognition, image analysis, optical
character recognition (OCR), and facial recogni-
tion. We integrate two vision APIs in our archi-
tecture: (¢) object detection: identify objects in
an image and locate the bounding box within the
frame. (i7) image captioning: generate a descrip-
tion of an entire image in human-readable language,
using complete sentences.

%For GPT-3, We use text-davinci-003 model for down-
stream tasks and applications.
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Abstract Recognizing the critical need for a more unified

This paper introduces Evalverse!, a novel li-
brary that streamlines the evaluation of Large
Language Models (LLMs) by unifying dis-
parate evaluation tools into a single, user-
friendly framework. Evalverse enables individ-
uals with limited knowledge of artificial intelli-
gence to easily request LLM evaluations and re-
ceive detailed reports, facilitated by an integra-
tion with communication platforms like Slack.
Thus, Evalverse serves as a powerful tool for
the comprehensive assessment of LL.Ms, offer-
ing both researchers and practitioners a cen-
tralized and easily accessible evaluation frame-
work. Finally, we also provide a demo video
for Evalverse, showcasing its capabilities and
implementation in a two-minute format?.

1 Introduction

In recent years, the rapid advancements in Large
Language Models (LLMs) have significantly trans-
formed the computational linguistics landscape,
presenting novel opportunities and challenges (Wei
etal., 2022; Zhao et al., 2023). Due to the vast scale
and complexity of LLMs (Kaplan et al., 2020),
they have demonstrated remarkable capabilities
across numerous applications (Hadi et al., 2023),
ranging from natural language understanding and
generation to more specialized tasks such as sum-
marization (Jin et al., 2024), translation (Hendy
etal., 2023), and question-answering (Zhuang et al.,
2024). However, the sheer pace of LLM develop-
ment has led to a fragmented ecosystem of evalua-
tion tools and methodologies (Chang et al., 2023;
Guo et al., 2023). This fragmentation not only
hinders the comparative assessment of LLMs, but
also places a considerable barrier to entry for both
researchers and practitioners.

T Corresponding Author

lhttps ://github.com/UpstageAI/
evalverse

https://www.youtube.com/watch?v=
-VviAut jpgM
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and accessible framework for LLM evaluation, we
introduce Evalverse with the overview depicted in
Figure 1 — a novel library that centralizes various
evaluation methodologies. Evalverse built such
that it can function as a unified and expandable
library for LLM evaluation while also lowering the
technical barrier to entry of LLM evaluation.

To achieve the former, we integrate existing
evaluation frameworks, such as lm-evaluation-
harness (Gao et al., 2023) and FastChat (Zheng
et al., 2024), as submodules, allowing an easy ex-
tension of new benchmarks. These added submod-
ules can reflect recent changes, allowing Evalverse
to remain up-to-date with relative ease. On the
other hand, we also implement no-code evaluation
features that utilize communication platforms such
as Slack?, making LLM evaluation more accesible
for individuals with less programming proficiency.

This paper provides an in-depth examination of
the architecture and functionality of Evalverse, il-
lustrating how it addresses the current challenges
in LLM evaluation. Some of the key features of
Evalverse include no-code evaluation and a uni-
fied and expandable library for LLM benchmarks,
enhancing the efficiency and accessibility.

2 Related Work and Background
2.1 LLM Evaluation Aspects

There are multiple aspects of LLM evaluation,
which can be divided into the following four cat-
egories: i) general performance; ii) performance
for chat applications; iii) performance for Retrieval
Augmented Generation (RAG) (Lewis et al., 2020);
iv) performance for various domains.

General performance. The Hugging Face Open
LLM Leaderboard (Beeching et al., 2023) is pri-
marily utilized for evaluation general performance.
The leaderboard uses a total of six benchmarks,

*https://slack.com/
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General Chat RAG Domain Additional Features
Evaluation Framework H6 Avg MT-Bench IFEval EQ-Bench RGB Finance Medical Law Leaderbaord Eval Report No-Code Eval
Im-evaluation-harness O X (0} (0} X X (0} X X X X
FastChat X [0) X X X X X X (0} X X
OpenCompass (0] (0] o X X (6] (6] (0] (6] X (0]
LightEval O X (0] X X X O O O X X
Evalverse (Ours) (0] (0] (0] (0] A A A A X (0] (0]

Table 1: Comparison between LLM evaluation frameworks. Note that Evalverse incorporates all of the shown
benchmarks in for “General” and “Chat” evaluation, respectively. Further, we are actively expanding Evalverse to
include benchmarks for RAG and other domain specific evaluations as well, indicated by the blue triangle. Further,
Evalverse supports no-code evaluation and reports, unlike other frameworks.
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Figure 1: Overview of Evalverse. Users can interact
with Evalverse in a no-code manner. External bench-
mark frameworks are integrated as submodules.

AI2 Reasoning Challenge (Clark et al., 2018), Hel-
laSwag (Zellers et al., 2019), Massive Multitask
Language Understanding (MMLU) (Hendrycks
et al.,, 2020), TruthfulQA (Lin et al., 2021),
Winogrande (Sakaguchi et al., 2021), and
GSMS8k (Cobbe et al., 2021), and the average of
these scores is commonly referred to as H6 Avg.

Performance for chat applications. One of
the primary use cases for LLMs is chat applica-
tions (Team et al., 2023; Achiam et al., 2023). It
is crucial to measure whether LLMs follow the
user’s instructions properly and work effectively
in a multi-turn environment. The representative
methods for evaluating these chat abilities are MT-
Bench (Zheng et al., 2024), IFEval (Zhou et al.,
2023), and EQ-Bench (Paech, 2023).

Performance for RAG. Pre-trained or fine-tuned
LLMs alone may not be sufficient to meet business-

26

level requirements. Therefore, RAG can be an
appropriate solution, which involves retrieving doc-
uments related to the user queries and providing
them as input context to the LLMs. To judge the
performance of the LLMs in terms of RAG per-
formance, Chen et al. (2023) introduces Retrieval-
Augmented Generation Benchmark (RGB). Fur-
ther, Xia et al. (2024) presents Format-Following
benchmark (FoFo) for evaluating the ability to fol-
low specific formats, which is important for more
complex RAG applications as they heavily depend
on the intermediate outputs adhering to pre-defined
structures.

Performance for various domains. There are
many applications of LLMs in various domains
such as finance, healthcare, and law. The
FinGPT Benchmark (Wang et al., 2023), Mul-
tiMedQA (Singhal et al., 2023), and Legal-
Bench (Guha et al., 2022) correspond to the finan-
cial, medical, and legal domain, respectively.

2.2 LLM Evaluation Frameworks

There exists other evaluation frameworks for mea-
suring the performance of LLMs across multi-
ple benchmarks. Eleuther AI’s Im-evaluation-
harness (Gao et al., 2023) is a widely used frame-
work, where over 60 tasks are supported such as
H6 Avg, IFEval, and EQ-Bench. LMSYS Org’s
FastChat (Zheng et al., 2024) supports LLM-Judge
to evaluate MT-Bench. OpenCompass” is an LLM
evaluation platform supporting evaluations not only
for H6 Avg, MT-Bench and IFEval but also for mul-
tiple domains like Finance, Healthcare, and Law.
The most recently released LightEval® by Hugging-
Face is built on top of EleutherAI’s Im-evaluation
harness. The difference between these frameworks

*https://github.com/open-compass/
OpenCompass/

Shttps://github.com/huggingface/
lighteval
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Figure 2: The system architecture of Evalverse. Users can use the Evaluator directly for code-based evaluation, or
interact with the Reporter for a no-code approach to LLM evaluation.

and Evalverse is summarized in Table 1.

3 Evalverse

3.1 Why Evalverse?

The core motivation behind Evalverse is to facili-
tate a unified and expandable library for LLM eval-
uation, while also being more easily accessible
than other existing frameworks. To that end, we
integrate benchmarks in a way that is less burden-
some to keep them up-to-date. Further, we engineer
a no-code approach for LLM evaluation, thereby
broadening the user base beyond those with coding
proficiency. This sets Evalverse apart from con-
ventional evaluation frameworks (Resnik and Lin,
2010) that often necessitate programming skills.

This paper elucidates the architecture and func-
tional capabilities. We posit that the design princi-
ples adopted in Evalverse could serve as a blueprint
for other evaluation frameworks as well.

3.2 Evalverse Architecture

We explain the system architecture of Evalverse
to facilitate a unified evaluation framework whilst
also supporting no-code evaluation. Evalverse con-
sists of the following six primary components: Sub-
module, Connector, Evaluator, Compute Cluster,
Database, and Reporter. The overall architecture
of Evalverse is illustrated in Figure 2.

Submodule. The Submodule serves as the evalu-
ation engine that is responsible for the heavy lifting
involved in evaluating LLLMs. Publicly available
LLM evaluation libraries can be integrated into
Evalverse as submodules. This component makes
Evalverse expandable, thereby ensuring that the
library remains up-to-date.
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Connector. The Connector plays a role in link-
ing the Submodules with the Evaluator. It contains
evaluation scripts, along with the necessary argu-
ments, from various external libraries.

Evaluator. The Evaluator performs the requested
evaluations on the Compute Cluster by utilizing the
evaluation scripts from the Connector. The Eval-
uator can receive evaluation requests either from
the Reporter, which facilitates a no-code evalua-
tion approach, or directly from the end-user for
code-based evaluation.

Compute Cluster. The Compute Cluster is the
collection of hardware accelerators needed to ex-
ecute the LLLM evaluation processes. When the
Evaluator schedules an evaluation job to be ran, the
Compute Cluster fetches the required model and
data files from the Database. The results of the
evaluation jobs are sent to the Database for storage.

Database. The Database stores the model files
and data needed in the evaluation processes, along
with evaluation results. The stored evaluation re-
sults are used by the Reporter to create evaluation
reports for the user.

Reporter. The Reporter handles the evaluation
and report requests sent by the users, allowing for
a no-code approach to LLM evaluation. The Re-
porter sends the requested evaluation jobs to the
Evaluator and fetches the evaluation results from
the Database, which are sent to the user via an
external communication platform such as Slack.
Through this, users can receive table and figure
that summarize evaluation results.



3.3 Evalverse Functionality

We detail the no-code, unified, and expandable eval-
uation as core functionalities of Evalverse, derived
from its system architecture.

No-code evaluation. Evalverse supports no-code
evaluation using the Reporter explained in the pre-
vious section. We have chosen Slack as the ini-
tial external communication tool for the no-code
evaluation feature, owing to its popular use among
numerous companies and communities alike.® A
detailed example usage of no-code evaluation is
given in Section 3.4.

Further, Evalverse also supports a no-code eval-
uation report feature, where average scores and
rankings for just the selected models are retrieved
from the Database. This functionality allows non-
technical personnel to proactively retrieve evalu-
ation results without having to ask someone with
more programming proficiency. Example usage is
illustrated in Section 3.4.

Unified and expandable evaluation. For unified
and expandable evaluation, Evalverse utilizes Git
submodules’ to integrate external evaluation frame-
works such as Im-evaluation-harness (Gao et al.,
2023) and FastChat (Zheng et al., 2024). Thus, one
can easily add new submodules to support more
external evaluation frameworks. Not only that, one
can always fetch upstream changes of the submod-
ules to stay up-to-date with evaluation processes in
the fast-paced LLM field.

Evalverse includes IFEval (Zhou et al., 2023)
and EQ-Bench (Paech, 2023) which are designed
for more nuanced evaluation of LLMs for chat ap-
plications. Furthermore, RGB (Chen et al., 2023),
FoFo (Xia et al., 2024), FinGPT (Wang et al.,
2023), MultiMedQA (Liu et al., 2024) and Legal-
Bench (Guha et al., 2022) are being added to ex-
pand the evaluation suite to RAG, finance, medical,
and legal capabilities, respectively.

The unified nature of Evalverse allows a one-
step installation of all the required dependencies
for different LLM evaluations. Further, one can
aggregate and manage common arguments across
multiple benchmarks, such as model name or path.

®Expansion to other communication tools are set as impor-
tant milestones in the development road-map.

"nttps://git-scm.com/book/en/v2/
Git-Tools—Submodules

3.4 Evalverse Tour

We demonstrate how to use Evalverse from instal-
lation to executing no-code and code-based evalua-
tion processes.

Installation. One can clone the Evalverse reposi-
tory and install all the necessary packages at once
with the following command:

# Evalverse and submodules
git clone —--recursive https://github.com
/UpstageAlI/evalverse

# Install the required packages

5 cd evalverse

A~ W

pip install -e .

Unlike a typical git clone, the additional
-—recursive option ensures that the submodules
are also cloned.

£}

Configuration. We recommend using a “.env
file to configure the required environment variables
(e.g., API keys), similar to the following example:
# .env

OPENAI_API_KEY=sk-...

SLACK_BOT_TOKEN=xoxb-...

5 SLACK_APP_TOKEN=xapp-. ..
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The “OpenAl_API_Key” is used to call the GPT-
4 API (OpenAl, 2023) in LLM-as-judge eval-
uation methods such as the MT-bench imple-
mented in FastChat (Zheng et al., 2024). The
“Slack_BOT _Token” and “Slack_APP_Token” are
needed for the no-code evaluation feature via Slack,
implemented in the Reporter.

No-code evaluation. Evalverse supports no-code
evaluation via Slack requests, as depicted in Fig-
ure 3. The user types “Request!” in a direct mes-
sage or Slack channel with an activate Evalverse
Slack bot. The Slack bot asks the user to enter the
model name in the Huggingface hub (Wolf et al.,
2019) or the local model directory path. Then, the
Slack bot asks the user for confirmation and then
launches an evaluation job on the remote Com-
pute Cluster. The Compute Cluster fetches the
model file and necessary benchmark data caches (if
present) from the Database and executes the evalu-
ation process. After the evaluation job is finished,
an indication is sent to the user. During the entire
process, the user only interacts with the Slack bot
with no programming involved.

No-code evaluation results look-up. In addition
to requesting new evaluations, Evalverse can also
provide evaluation reports on finished evaluation in
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Figure 3: No-code evaluation request with Slack bot.

Engine # Few-shots Dtype ‘ SOLAR-10.7B-v1.0  Mistral-7B-v0.1
hf 5 float16 64.38 62.59
vlim 5 float16 64.36 62.65
hf 1 float16 62.54 60.56
hf 5 int8 64.24 62.51

Table 2: MMLU scores depending on different inference
engine options such as “hf”, HuggingFace transform-
ers (Jain, 2022), or “vllm”, the vLLM framework (Kwon
et al., 2023), and other options such as the data type
(“dtype”) and number of few-shots.

a no-code manner. To receive the evaluation report,
the user first types “Report!”, similar to the evalua-
tion request. Then, the Slack bot will ask the user
to select the models and evaluation criteria. For the
selected model and evaluation criteria, Evalverse
calculates the average scores and rankings using
the evaluation results stored in the Database and
provides a report with a performance table and a
visualized graph as illustrated in Figure 4.

Code-based evaluation. In addition to the no-
code evaluation features, one can conduct code-
based evaluations for a more fine-grained control.
Evalverse supports running multiple benchmarks
with a single Python script as detailed below.
python3 evaluator.py \

——ckpt_path {model_path} \

——{benchmark_A} \

——{benchmark_B} \
-—{args}
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Please select the model to evaluate. 3 selected

Please select the evaluation criteria. 1 selected

LLM Evaluation Report requested by @user.

# Selected models

* SOLAR-10.7B-Instruct-v1.0
o Mistral-7B-Instruct-v0.2

o llama-2-7b-chat-hf

m Selected metrics

LLM Evaluation Report (by Evalverse)

Model Ranking total_avg ARC

SOLAR-10.7B-Instruct-vl.. 1 74.53 71.42

Mistral-7B-Instruct-v@.2 2 65.83 63.65

1lama-2-7b-chat-hf 3

52.61 52899

Figure 4: No-code evaluation report with Slack bot.

The —-ckpt-path is a common argument used in
all benchmarks, where the model name from the
Hugging Face Hub or the local path of the model is
given. To evaluate a specific set of benchmarks, one
can do so by adding the corresponding argument.
For a concrete example, the --h6_en argument
is used for the H6 benchmark in the Open LLM
Leaderboard (Beeching et al., 2023) implemented
with Im-evaluation-harness, and the ——mt_bench
argument is used for MT-Bench implemented with
FastChat. Then, using 8 GPUs for data parallelism,
one can perform evaluation on the aforementioned
two benchmarks with the following command:
python3 evaluator.py \

——-ckpt_path upstage/SOLAR-10.7B-

Instruct-v1.0 \

—--h6_en \

—-mt_bench \
—-—-data_parallel 8

4 Evaluation Comparisons

We compare the evaluation results using Evalverse
and the original implementation whenever possible.
The evaluated models include various open-source
models such as Llama 2 (Touvron et al., 2023),



H6 MT-Bench EQ-Bench IFEval
Model
orig evalverse orig evalverse orig evalverse orig evalverse
SOLAR 10.7B Instruct  74.53 74.53 7.569 7.580 7231 73.34 0.5370
Mistral 7B Instruct 6582  65.82  7.466 7.600  70.05 66.57 0.5823
Llama 2 7B Chat 52.61 52.61 6.541 6.509 35.09 37.76 0.4325
Qwen 1.5 7B Chat 55.66  55.66  7.606 7.575 57.33 51.33 0.4797

Table 3: Comparison of evaluation results between the original (orig) repository and Evalverse for H6, MT-Bench,
and EQ-Bench. The results show small differences compared to the original for benchmarks with no intentional
modifications (H6, MT-Bench). The difference in EQ-Bench is mostly due to an intended modification of the

prompts used in evaluation.

Evaluation Time
MT-Bench EQ-Bench IFEval

7.6
7.5

Tools H6

11.2
5.6

Original repo  32.3

Evalverse 31.2 245

Table 4: Evaluation time differences between the origi-
nal repository and Evalverse for the Solar 10.7B Instruct
model. Time units are expressed in minutes.

Mistral (Jiang et al., 2023), Qwen 1.5 (Bai et al.,
2023), and SOLAR (Kim et al., 2023).

Differences from the original implementation.
When creating Evalverse, we adopted external
frameworks as submodules, sometimes with in-
tentional modifications. First, the EQ-Bench in
Evalverse uses the prompt in the original release of
EQ-Bench version 2, whereas the upstream original
repository uses the prompt in version 2.2. Version
2 uses revision prompts where it asks the model
to revise its own answers if needed. In contrast,
the prompts in version 2.2 do not use such revision
prompts. Once the changes in the upstream code-
base are stabilized, the Evalverse submodule will
be subsequently updated.

Further, the H6 benchmark implemented in Im-
eval-harness supports a wide range of evaluation
options, some of which may affect the evaluation
results as shown in Table 2. The table shows that
the difference in the engine, dtype, and number of
few-shot options can easily change the benchmark
scores. Thus, in the H6 benchmark of Evalverse,
we fix the number of few-shots for to those used
in the Open LLM Leaderboard and use the “hf”
engine and “float16” dtype exclusively.

Reproducibility. To ensure that the benchmark
scores from the original repositories are repro-
ducible with Evalverse, we evaluate various open
source models using the original implementation
and Evalverse and summarize the results in Table 3.

The table shows that benchmarks with little mod-
ification (H6, MT-Bench) produce same or almost
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same scores as the original implementation, as the
evaluation is done by using the submodules that
are the no or little modifications from the original
implementation. We also note that the score dif-
ferences in MT-Bench are from the randomness
of using LLLM-as-a-judge. On the other hand, the
EQ-Bench benchmark results in a relatively larger
score gap when compared to the original, due to
the aforementioned intended modifications. We
could not compare to the original IFEval, since its
implementation contains only the core logic and
data, without any evaluation scripts.

Evaluation speed. We also compare evaluation
speed of using Evalverse with that of the original
implementation in Table 4. The evaluation time
with Evalverse and the original implementation for
the H6, MT-Bench, EQ-Bench, and IFEval bench-
marks using the SOLAR 10.7B Instruct model with
8xA100 GPUs. The H6 and MT-Bench have lit-
tle evaluation time differences, whereas EQ-Bench
evaluation time using Evalverse is faster for Eval-
verse. The main reason is the added data paral-
lelism support in the Evalverse submodule.

Evaluation of Open Source Models In Table 5,
multiple open source models are evaluated using
Evalverse for H6, MT-Bench, EQ-Bench, and IFE-
val benchmarks, respectively. The evaluated mod-
els are divided into two categories of pre-trained
and fine-tuned models. For pre-trained models,
we measured H6 scores to assess the the base rea-
soning and knowledge capabilities of the models,
while fine-tuned models were additionally evalu-
ated on MT-Bench, EQ-Bench, and IFEval bench-
marks to assess their multi-turn chat and instruc-
tion following ability. We used 8 x A100 GPUs for
evaluation, along with 8-bit quantization for larger
models such as Mixtral 8 x7B and Llama 2 70B.



Model ARC HellaSwag MMLU TruthfulQA Winogrande GSM8K MT-Bench EQ-Bench IFEval
Pre-trained Models
Mistral 7B 61.43 83.31 62.64 42.62 79.16 37.83 - - -
Solar 10.7B 61.77 84.52 64.16 45.65 83.19 57.24 - - -
Yi 34B 65.44 85.75 76.51 56.27 83.19 65.73 - - -
Mixtral 8x7B 67.41 86.65 70.31 48.52 82.32 57.85 - - -
Llama 2 70B 67.58 87.00 68.83 44.81 83.35 52.62 - - -
Qwen 1.5 72B 66.21 85.97 77.25 59.57 82.72 68.69 - - -
Fine-tuned Models
Mistral 7B Instruct 63.65 84.63 59.10 66.81 78.93 41.85 7.600 66.57 0.5823
Solar 10.7B Instruct ~ 71.42 88.20 65.28 71.71 83.19 67.40 7.580 73.34 0.5370
Yi 34B Chat 65.18 84.28 74.98 55.40 80.35 34.50 7.641 72.35 0.3577
Mixtral 8x7B Instruct  70.39 87.31 70.30 63.34 82.00 64.97 8.200 72.97 0.5850
Llama 2 70B Chat 65.36 85.72 62.70 53.09 79.72 52.84 7.142 70.14 0.5370
Qwen 1.5 72B Chat 67.58 86.28 77.70 63.11 79.72 29.11 8.347 82.81 0.6146

Table 5:

5 Conclusion

We introduce Evalverse, a unified library for LLM
evaluation that is easily expandable and accessi-
ble through no-code evaluation features. External
benchmarks can be added via submodules, which
makes addition of new benchmarks relatively easy
while also making it possible for the added sub-
modules to integrate upstream changes that may
occur. Using communication platforms such as
Slack, users can request evaluation jobs and query
evaluation results via Slack messages, enabling a
no-code LLM evaluations. We hope that by open-
sourcing Evalverse, LLM evaluation can become
more accessible and centralized, fueling further
LLM development.
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Limitations

While Evalverse represents a significant step for-
ward in the evaluation of Large Language Models
(LLMs), there are inherent limitations to our ap-
proach. First, as the landscape of LLM evaluation
is rapidly evolving, keeping Evalverse up-to-date
with the latest tools and methodologies poses an
ongoing commitment despite our best efforts to
make the update process relatively easy. Second,
while we aim to make the evaluation accessible
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via the no-code features in Evalverse, accurately
interpreting the results may still require specialized
knowledge. Additionally, our reliance on commu-
nity contributions to expand and update the library
could lead to disparities in the coverage of evalua-
tion tools, potentially affecting the comprehensive-
ness of Evalverse. Lastly, while integrating with
platforms like Slack enhances accessibility, it also
introduces dependencies on third-party services,
which may affect the long-term sustainability and
adaptability of Evalverse.
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In our Ethics Statement, we highlight the commit-
ment of Evalverse to uphold ethical standards in
the evaluation of Large Language Models (LLMs).
We acknowledge the potential ethical issues, in-
cluding privacy, security, and bias, associated with
LLM evaluation. Evalverse is designed with a fo-
cus on transparency, accountability, and fairness,
aiming to mitigate these concerns by promoting
ethical research practices. This includes careful
consideration of data sources, the impact on di-
verse communities, and efforts to reduce bias.

We stress the importance of responsible LLM
use, advocating for evaluations that respect user
privacy and data security. Evalverse is intended
to foster an inclusive community of researchers
by providing accessible evaluation tools and en-
couraging contributions from a broad spectrum of
individuals. This approach not only addresses eth-
ical concerns but also enhances the quality and
inclusivity of LLM research. Our Ethics Statement
reflects our dedication to advancing computational
linguistics ethically, ensuring that LLM innovations
consider their wider social and ethical impact.
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Abstract

As we all know, hallucinations prevail in Large
Language Models (LLMs), where the gener-
ated content is coherent but factually incorrect,
which inflicts a heavy blow on the widespread
application of LLMs. Previous studies have
shown that LLMs could confidently state non-
existent facts rather than answering “I don’t
know”. Therefore, it is necessary to resort
to external knowledge to detect and correct
the hallucinated content. Since manual detec-
tion and correction of factual errors is labor-
intensive, developing an automatic end-to-end
hallucination-checking approach is indeed a
needful thing. To this end, we present MEDICO,
a Multi-source evidence fusion enhanced hal-
lucination detection and correction framework.
It fuses diverse evidence from multiple sources,
detects whether the generated content contains
factual errors, provides the rationale behind
the judgment, and iteratively revises the hallu-
cinated content. Experimental results on evi-
dence retrieval (0.964 HR@5, 0.908 MRR @5),
hallucination detection (0.927-0.951 F1), and
hallucination correction (0.973-0.979 approval
rate) manifest the great potential of MEDICO.
A video demo of MEDICO can be found at
https://youtu.be/Rts06CSesBI.

1 Introduction

Large Language Models (LLMs) have attracted sig-
nificant interest from academia and industry. Ma-
jor tech companies have introduced solutions like
OpenAI’s GPT-4 (OpenAl, 2023), Google’s Gem-
ini (Reid et al., 2024), and Alibaba’s Qwen (Yang
etal., 2024; Bai et al., 2023). LLMs have shown im-
pressive performance in understanding and gener-
ating language. However, their complex structures,
vast parameters, and opaque generation processes
make it difficult to ensure the accuracy of the gener-
ated content, known as hallucination' (Huang et al.,
®Corresponding author.

"Hallucination can be broadly categorized into Factuality
Hallucination and Faithfulness Hallucination, referring to
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Queen Elizabeth IT is the head of state of 16 Erroneous judgment!
countries in the Commonwealth realm. p
I-9-&
- . o ©
Queen Elizabeth II is the Head of the d 9 '\
Base C Ith. The Queen’s role carries. .. Detector
Shanghai capital of China will become one Why and where?
of the most cosmopolitan cities in the world. @ P pry
I-0-
Beijing, the capital of China, is also famous PR L
Base for its places of historical interest...... Detector

Figure 1: Motivation example. The generated content
and retrieved evidence are marked in and green,
respectively. (a) shows the situation of acquiring evi-
dence in a single way and making an erroneous judg-
ment due to outdated evidence. (b) shows the situation,
where users are only provided with a veracity label,
confusing users about why and where the content is
incorrect.

K 2

(b)

Knowledge

2023; Min et al., 2023b; Duan et al., 2024), posing
potential risks for widespread practical application.
Hence, developing a robust hallucination-checking
approach to verify LLMs’ generated content has
become one of the crucial challenges that need to
be addressed urgently (Wang et al., 2024, 2023).
Recently, an ever-growing body of studies and
systems has been focused on verifying LLMs’ gen-
erated content in terms of hallucinations, such as
FLEEK (Bayat et al., 2023), FactLLaMA (Che-
ung and Lam, 2023), and SAFE (Wei et al., 2024).
They formulate hallucination-checking as the clas-
sification task, where the input consists of the evi-
dence and generated content, and the output typi-
cally determines the veracity of the generated con-
tent into three categories, i.e., SUPPORTED, NOT
SUPPORTED, and IRRELEVANT (Thorne et al.,
2018a). However, they commonly acquire evidence
in a single way and may fall into the absence of
useful evidence. In fact, the accuracy of the gen-
erated content involves many aspects, requiring
informative evidence from diverse sources. Tak-
ing the generated content “Queen Elizabeth Il is
the head of state of 16 countries in the Common-
wealth realm.” for example, it might be classified

Section 5.1 for more details. This work mainly focuses on
Factuality Hallucination.
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as correct when only using evidence acquired from
a non-real-time knowledge base, as shown in Fig-
ure 1(a). On the other hand, they usually show
users only the veracity label, while the rationale
behind such a decision is missing. So these models
lack explainability and still require arduous labor
from users to manually check why and where the
generated content is incorrect, which creates a poor
user experience. We show this issue in Figure 1(b).

In this work, we propose MEDICO (Multi-source
evidence fusion enhanced hallucination detection
and correction), a hallucination-checking frame-
work, which satisfies the three properties of be-
ing multi-faceted, model-agnostic, and explainable.
Specifically, our framework acquires diverse ev-
idence from multiple sources, including unstruc-
tured text, semi-structured knowledge base, as well
as structured knowledge graphs. It reranks the ev-
idence candidates and organically fuses them to
obtain the fused evidence, which offers sufficient
support evidence for the following detection. Our
framework then leverages the fused evidence to
detect whether the generated content is correct or
incorrect and also gives the rationale behind the
decision. If the classification result is incorrect, it
will iteratively revise the hallucinations within the
generated content according to the rationale. Our
main contributions can be summarized as follows:

* To the best of our knowledge, the proposed
MEDICO is the first hallucination detection and
correction framework that performs multi-source
evidence fusion, provides the rationale behind the
decision, and corrects the hallucinated content.

Our MEDICO is highly user-friendly and explain-
able, where users only need to provide the gen-
erated content and all data flow from evidence
retrieval to decision-making could be traceable.

Our MEDICO is model-agnostic and can adopt
any off-the-shelf LLMs to conduct evidence fu-
sion and hallucination detection and correction.

* We conduct extensive experiments on HaluEval
(Li et al., 2023), whose results fully verify the ef-
fectiveness of the proposed MEDICO in terms of
retrieval, detection, and correction performance.

2 Methodology

Figure 2 presents the overall system framework
of MEDICO. It mainly consists of three compo-
nents: (1) Multi-source Evidence Fusion, which in-
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corporates diverse evidence from multiple sources
to provide sufficient support evidence for detec-
tion; (2) Hallucination Detection with Evidence,
which leverages the fused evidence to check LLMs’
generated content and gives the rationale behind
the decision; (3) Hallucination Correction with Ra-
tionale, which iteratively revises the hallucinated
content until the pre-defined threshold is reached
or the revised content is approved by the detector.

2.1 Multi-source Evidence Fusion

Evidence can be retrieved from a closed knowledge
base such as Wikipedia, using an open-domain
search engine (e.g., Google and Bing), from a well-
organized knowledge graph, or even user-uploaded
files (Wang et al., 2023). Given that the accuracy
of the generated content involves many aspects, it
is necessary and valuable to acquire informative
evidence from multiple sources. Afterward, we
organically fuse them to eliminate varied writing
styles since they come from diverse sources. Given
a user query ¢ and the generated content o, we send
them to our multi-source evidence fusion system,
which is composed of evidence retrieval and fusion:

Evidence Retrieval. Here, we adopt diverse het-
erogeneous sources to retrieve evidence as informa-
tive as possible. Specifically, we build the retrieval
system on four complementary sources as below:

* Search Engine (Web). We search top passages
using Google Search API provided by Serper?.
Then, we recall the n most relevant snippets
ES = {ef, €5, ...,e5} in API’s Responses based
on the user query g and the generated content o.

Knowledge Base (KB). We use the English
Wikipedia® from 01/01/2023 when the data anno-
tation was completed, and we split each page into
passages up to 256 tokens. Then, we retrieve the
m most relevant chunks EP = {eb €5, ...l }.

Knowledge Graph (KG). We utilize Wiki-
dataSm (Wang et al., 2021), a million-scale
knowledge graph, which consists of 4,594,485
entities, 822 relations and 20,624, 575 triples.
Before retrieving, we first linearize triplets into
passages using templates and then directly recall
the k most relevant ones EC = {ef, €3, ..., el }.

2https: //serper.dev/
Shttps://huggingface.co/datasets/1sb/
enwiki20230101
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Figure 2: The overall system framework of MEDICO. The upper layer illustrates the working flow of multi-source
evidence fusion while the bottom layer illustrates the working flow of hallucination detection as well as correction.

 User-uploaded File (UF). In addition to the pre-
determined retrieval sources covered so far, users
may need to use their customized ones, such
as knowledge in a specialized field, when the
user query is domain-specific. To this end, our
framework further allows users to customize their
desired retrieval sources. Specifically, the sys-
tem supports uploading files in four formats, i.e.,
TXT, DOCX, PDF, and MARKDOWN. Analo-
gously, we retrieve the j relevant chunks FV =
{e}, ey, ..., e;‘} from the user’s uploaded files.

Evidence Fusion. While multi-source retrieval can
acquire abundant evidence, it can also draw a lot
of noisy information, which may have a negative
influence on the following hallucination detection.
To address this issue, the evidence fusion aims for
more accurate evidence by reranking the evidence
set and fusing the top-ranked evidence. Specifi-
cally, we first combine all the evidence retrieved
from diverse sources, which can be formulated as:

E = Combine(EP|D € {S, B,G,U})

= {e1, €2, ..., €ntmik+i}

ey

where D denotes the retrieval source, F is the com-
bined evidence set. Then, we re-rank the evidence
set F based on their relevance scores* with the
user query. Afterward, we can get a newly ordered
evidence set, which can be formulated as follows:

E = Rerank(q,0; E) = {é1, &2, ... &1}, (2)

where €; denotes the evidence that has Top-/ rele-
vance score among E, and | < (n +m + k + j)
denotes that the subset E contains considerably
fewer evidence than the original set . Lastly, we
fuse the reranked evidence set with concatenation
or summarization, and we get the fused evidence:

EY = Fuse(E), (3)

*We use bge-reranker-large (Xiao et al., 2023) to measure
the relevance score between the user query and the evidence.
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where we implement Fuse(-) as concatenation or
summarization. The former aims to preserve as
much of the original evidence as possible. The
latter aims for query-focused evidence summariza-
tion and eliminates the varied writing styles from
diverse sources for better detection, where we find
Llama3-8B-Instruct do well in summarizing E.

2.2 Hallucination Detection with Evidence

Given the fused evidence EY and the generated
content o, the detection task is to decide whether o
has factual errors conditioned on E', then provide
the rationale behind this decision. Its working flow
is shown in Figure 2 lower left. Specifically, we
implement hallucination detection in two manners:

Detection with Fused Evidence. In this way, we
directly prompt the detector, a designated LLM
Mg, to check whether the generated content con-
flicts with the fused evidence. If the output ve-
racity label v is False, it indicates that conflicts
exist between ET and o. Afterward, we prompt
Mg to generate the corresponding rationale r that
distinguishes the vital evidence from the fused evi-
dence and explains how E'" determines the verac-
ity label v. Here, we employ in-context learning
(ICL), a training-free technique (Dong et al., 2022),
which endows the detector model M with higher
capacity to generate more reasonable rationale r.

Detection with Self-Consistency. To fully uti-
lize the diversified evidence from multiple sources,
we propose an ensemble method, which separately
feeds the evidence derived from different sources
into the detector M and learns to classify based on
the likelihood collected from each source. Specifi-
cally, we first compute the likelihood as follows:

Ma(Tlg.0:2%)

p(T|q’ O;E ) }eMd('U|q707E*)/T’ (4)

ZUG{T,F

where E* € {E% EB E¢ EY EF}, T,F de-
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Figure 3: Screenshot of our hallucination detection and correction system MEDICO. The left shows the interface for
entering the user query and the generated response. The middle shows the interface for selecting retrieval sources
and uploading files. The right demonstrates the evidence retrieved from diverse sources and their fused evidence.

note True and False, respectively; 7 is the tem-  distance (Gao et al., 2023; Levenshtein et al., 1966)

perature coefficient. Afterwards, we get P =  as the metric, which can be formulated as follows:

{p%,pB,p%, pY, pI'}, where P € (0,1)°*! is the . )

likelihood vector and each entry measures to what Prev(o, o )=max [ 1— M, 0), (6)
Length(o)

extent the generated content o could be entailed by
the evidence’. We build a binary classifier (i.e., Lo-
gistic Regression (Hosmer and Lemeshow, 2000))
upon P and use the binary cross-entropy (BCE)
loss (de Boer et al., 2005) to optimize the classifier:

where Lev(-) denotes the character-level Leven-
shtein edit distance function, Prev(-) measures to
what extent o’ is consistent with o. If Prev(o, o)
equals 1.0, 0 and o’ are the same. On the other hand,
A . A if Prev (o, 0') equals 0.0, ¢’ is totally different from
Lper(y,§) =ylog(§)+(1—y)log(1—9), &) During the iterative correction procedure, we
reject those corrected outputs o', when Prev(o, o')

where y is the ground truth label, and 7 is the pre- ;006 than 4 , a hyper-parameter to be adjusted.

dicted probability of belonging to the positive class.

3 User Interface
2.3 Hallucination Correction with Rationale
We build MEDICO using the Gradio package (Abid

et al., 2019), an easy-to-use WebUI development
framework based on FastAPI and Svelte, which
facilitates the deployment of machine learning apps.
We can naturally divide the view of MEDICO’s
system into two parts: (1) retrieval and fusion, and
(2) detection and correction, as shown in Figure 3.

This module aims to correct the hallucinated parts
in the generated content o based on the rationale r,
while the other parts remain unchanged. Its work-
ing flow is shown in Figure 2 lower right. Inspired
by (Gao et al., 2023), we adopt chain-of-thought
(CoT), where we prompt the corrector model M.
to identify the hallucinated spans that need to be
edited before correcting o. Then, we prompt M, Retrieval and Fusion View. To interact with
to revise these spans separately and output the cor- ~ MEDICO, users should first enter a query and the
rected one o that aims to agree with 7. We perform  generated response into the corresponding box’, or
multiple rounds of correction until the pre-defined click one of the sample queries, as shown in the

threshold® is reached or the detector M, approves.  1eft side of Figure 3. Then, users can select the re-
trieval sources used, including Web, KB, and KG,

as stated in §2.1, where users can also use their cus-
tomized sources by uploading TXT, DOCX, PDF,
and MARKDOWN from their local device (see the
middle side of Figure 3). By the way, users can
adjust the amount of evidence retrieved from each
source and the amount of evidence to be used after

However, if not restrained, the corrector M.
may make superfluous modifications, such as re-
ordering words, altering language style, and in-
serting unnecessary information (Gao et al., 2023;
Thorne and Vlachos, 2021). To avoid excessive
modifications on o, we first measure preservation
using the variant of character-level Levenshtein edit

- 7As shown in Figure 3, we take the user query “Who is the
SWe don’t compute p(F|g, o; E*) as it is complementary head of the Commonwealth?” for example. On the other hand,

with p(T)|q, 0; E*), where p(T|q, 0; E*)+p(F|q, 0; E*)=1. we take the generated content “Queen Elizabeth Il is the head
8Given the computational cost, we set the threshold as 5. of the Commonwealth realm.” as an example.
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. Metrics . Detectors
Es‘gl‘llfc“e? HR MRR %Vo'l‘llf:ec: Llama3-8B Qwen2-7B
@1 @3 @5 @1 @3 @5 Prec Recall Fl1 Prec Recall Fl

(A) Web | 0458 0.589 0.637 | 0.458 0.518 0.529 (A)Zero |0.583 0.632 0.607 | 0.459 0.601 0.521
(B) KB 0.851 0.903 0.909 | 0.851 0.876 0.877 (B) Web 0.755 0.833 0.792 | 0.873 0.655 0.749
(C) KG 0.639 0.675 0.680 | 0.639 0.655 0.657 (C)KB 0.861 0.855 0.858|0.937 0.764 0.842
(D) Fuse | 0.867 0.948 0.964 | 0.867 0.904 0.908 (D) KG 0.786 0.772 0.779 | 0.906 0.705 0.793
(E) Fusec | 0.925 0.969 0.946 | 0.995 0.864 0.925
Table 1: Retrieval evaluation, where the best results are (F) Fuses | 0.931 0.972 0.951|0.990 0.808 0.890
boldfaced and the second-best results are underlined. (G) ENSB | 0.934 0.969 0.951 | 0.995 0.868 0.927

The higher the metric score, the better the performance.

the reranking, i.e., the hyper-parameter /. When
the Submit Button is clicked, the evidence panel
(see the right side of Figure 3) shows the evidence
retrieved from each source and the fused evidence.

Detection and Correction View. In this view,
MEDICO will request the hallucination detector
model M, to check whether the generated con-
tent o contains factual errors conditioned on the
fused evidence £ provided by the above. If there
exist any factual errors, the detection panel will
present the symbol of disapproval X, otherwise it
will present the symbol of approval v'. Afterward,
if MEDICO detects hallucinations, it will further
request the hallucination corrector model M, to
correct them conditioned on the rationale or the
fused evidence, where the rational r and the cor-
rected content o’ will be displayed in the rationale
panel as well as the correction panel, respectively.

4 Experiments

In this section, we conduct extensive experiments
on a hallucination evaluation benchmark, HaluEval,
to answer the following Research Questions (RQs):

¢ RQ1: Whether multi-source evidence retrieval
can help improve the recall of golden evidence?

¢ RQ2: How does the fused evidence contribute to
the hallucination detection performance in com-
parison with the evidence from a single source?

* RQ3: Can multi-turn editing and the generated
rationale enhance the correction performance?

4.1 Experimental Setup

Evaluation Data. We randomly sample 1000
<user query, right answer, hallucinated answer>
triplet from HaluEval (Li et al., 2023), as evaluating
the hit rate of evidence retrieval is labor-intensive.
Then, we retrieve evidence from multiple sources
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Table 2: Hallucination detection performance with re-
spect to different evidence sources, where Prec is the
abbreviation of Precision and F1 represents the F1 score.

(e.g., Web, KB, and KG) and perform evidence
fusion, where we set n, m, k, j as 5. We manually
identify the golden evidence within the evidence
set by checking whether it leads to the right answer.

Evaluation Metrics. For retrieval evaluation, we
adopt two commonly used metrics: Hit Rate (HR)
and Mean Reciprocal Rank (MRR). We also use the
F1 score and approval rate as metrics to evaluate
detection and correction performance, respectively.

LLM:s for Detection and Correction. We employ
two different LLMs: Llama3-8B-Instruct® (Dubey
et al., 2024) and Qwen2-7B-Instruct’ (Yang et al.,
2024). We choose them as the hallucination detec-
tor M as well as hallucination corrector M, be-
cause they are representative open-source LLMs'?.

4.2 Retrieval Evaluation (RQ1)

To verify the necessity of performing multi-source
evidence fusion, we experimented to evaluate the
quality of retrieval evidence by manually checking
whether the evidence could lead to the right answer.

The experimental results are shown in Table 1,
where HR measures the ratio of the golden ev-
idence in an unranked list, while MRR further
considers the position of the golden evidence in
a ranked list. From the results, we find that ‘Fuse’
performs best in all six cases, which fully demon-
strates the effectiveness of fusing evidence from
diverse evidence. Besides, KB had a significantly
higher recall for golden evidence than Web and
KG, which explains why KB performed relatively
superior in the following detection and correction.

8https ://github.com/meta-1lama/llama3
9https ://github.com/QwenLM/Qwen2
"%We use Llama3-8B and Qwen2-7B to represent Llama3-
8B-Instruct and Qwen2-7B-Instruct, respectively, for brevity.
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. Correctors

ES‘(;l:ll:&cse Llama3-8B Qwen2-7B

wo/ cor 1strnd 2ndrnd 3rdrnd 4thrnd 5Sthrnd | wo/cor 1Istrnd 2ndrnd 3rd rnd 4thrnd  5Sthrnd
(A) Web 0.701 0.868 0.925 0943 0.943 0.799 0.896 0934 0948 0.948
(B) KB 0.758 0.899 0948 0.966 0.966 0.831 0909 0936 0950 0.950
(C) KG 0.072 0.733 0904 0945 0961 0.961 0.072 0.798 0.901 0944 0.961 0961
(D) Fusec 0.794 0924 0964 0979 0.979 0.840 0939 0960 0973 0.973
(E) Fuseg 0.745 0927 0970 0979 0.979 0.880 0940 0964 0973 0.973
(F) RALE 0.720 0.880 0.927 0941 0.941 0.859 0922 0944 0.948 0.948

Table 3: Hallucination correction performance, where ‘wo/ cor’ mentions no correction, ‘rnd’ is the abbr of round.
What is worth mentioning, 1st rnd represents that the hallucinated content has been corrected one round, and so on.

4.3 Detection Evaluation (RQ2)

To verify the effectiveness of the fused evidence
and the ensemble classifier, we evaluate the halluci-
nation detection performance on different retrieval
sources and the ensemble of the retrieval sources.

The experimental results are shown in Table 2,
where ‘Zero’ means no evidence provided, ‘Fusec’
fuses evidence via Concatenation, ‘Fuseg’ fuses
evidence via Summarization, ‘ENSB’ denotes the
ensemble classifier. (A) performs the worst, indicat-
ing the necessity of retrieving external knowledge
for detection. Comparing (C) with (B) and (D), we
find that well-organized KB can offer more clean
and supportive evidence than Web and more infor-
mative evidence than KG. Comparing the fused
evidence (i.e., Fusec and Fuseg) to the evidence
from a single source (i.e, Web, KB, and KG), we
observe that the fused evidence considerably im-
proves detection performance, fully demonstrating
the effectiveness of multi-source evidence fusion.
Our ensemble classifier performs the best in most
cases (5 out of 6 cases). The results further indicate
the necessity of multi-source evidence fusion.

4.4 Correction Evaluation (RQ3)

To verify the effectiveness of hallucination correc-
tion, we employ the best-performing detector in
Section 4.3 to check the revised answer. Besides,
we only experiment on the hallucinated answer be-
cause the right answer does not need correction.

The experimental results are shown in Table 3,
where we employ the approval rate as a metric.
From the results, we have the following three ob-
servations: (1) If no correction, only 7.2% of hallu-
cination answers can pass the detection, which indi-
cates that the detector can evaluate the performance
of the corrector well. (2) Correcting hallucinations
with the fused evidence considerably outperforms
that with evidence from a single source, showing
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the effectiveness of evidence fusion. (3) During
the Sth round of correction, the approval rate no
longer increases compared to the 4th round of that,
which suggests a moderate number of rounds is
enough. (4) Though detection with the rationale r
performs worse than that with the fused evidence
EF, the context length of the latter is about five
times longer than that of the former.

5 Related Work

5.1 Hallucinations in LLMs

While LLMs have demonstrated remarkable ca-
pabilities across a range of downstream tasks, a
significant concern revolves around their propen-
sity to generate hallucinations (Zhang et al., 2023;
Bang et al., 2023). Hallucinations can be grouped
from different viewpoints. One prevailing perspec-
tive broadly categorizes the hallucination into two
types: Factuality Hallucination and Faithfulness
Hallucination (Huang et al., 2023). In fact, hallu-
cinations frequently occur in NLP tasks (Hu et al.,
2024) like summarization (Maynez et al., 2020;
Cao et al., 2021), machine translation (Guerreiro
et al., 2023), dialog systems (Honovich et al., 2021;
Dziri et al., 2022) and RAG (Shuster et al., 2021).
This work develops a robust hallucination-checking
framework to detect and correct factuality halluci-
nations in LLMs’ generated content.

5.2 Hallucinations Detection

Recent studies on hallucination detection mainly
focus on factuality hallucinations. SelfCheck-
GPT (Manakul et al., 2023) leverages the sim-
ple idea that if an LLM knows a given concept,
sampled responses are likely to contain consistent
facts. FactScore (Min et al., 2023a) is a new eval-
uation way that breaks a generation into a series
of atomic facts and computes the percentage of



atomic facts supported by a reliable knowledge
source. FacTool (Chern et al., 2023) is a tool-
augmented framework, which detects factual errors
using tools. RARR (Gao et al., 2022) proposes
an intuitive approach by directly prompting LLMs
to generate queries, retrieve evidence, and verify
actuality. MIND (Su et al., 2024) further leverages
the internal states of LLMs for real-time detection.
Despite their effectiveness, these methods gener-
ally acquire evidence in a single way, which may
fall into the absence of key evidence.

5.3 Post-hoc editing for factuality

Recent studies have gone beyond detecting hallu-
cinations to correcting a piece of text to be factu-
ally consistent with a set of evidence via post-hoc
editing (Shah et al., 2019; Thorne and Vlachos,
2020; Balachandran et al., 2022; Cao et al., 2020;
Iso et al., 2020; Gao et al., 2022; IV et al., 2021;
Schick et al., 2022). Specifically, FRUIT (IV et al.,
2021) and PEER (Schick et al., 2022) both imple-
ment an editor fine-tuned on Wikipedia edit history
to update outdated information and collaborative
writing, respectively. EFEC (Thorne and Vlachos,
2020) also implements a full retrieval-and-correct
workflow trained on Wikipedia passages (Thorne
et al., 2018b). RARR (Gao et al., 2022) further
considers minimal editing. Albeit studied for ages,
very limited works exist in combining multi-round
correction with the preservation constraint.

6 Conclusion

This work presents MEDICO, an innovative
hallucination-checking system, which assists users
in detecting and correcting factual errors in LLMs’
generated content with multi-source evidence fu-
sion. To the best of our knowledge, MEDICO is the
first hallucination detection and correction frame-
work that leverages multi-source evidence fusion,
provides the rationale behind the decision, as well
as revises the incorrect generated content. Last but
not least, MEDICO can not only be used as a tool
to help users detect and correct hallucinations in
response, but also serve as a security plug-in that
automatically checks LLMs’ replies in real-time.

Limitations

Despite our innovations and improvements, we
must acknowledge certain limitations in our work:

* Noisy Issue. During the multi-source evidence
fusion stage, MEDICO retrieves evidence from
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diverse sources, which inevitably brings lots of
noise information. Though we have reranked the
evidence set, these noises can still slip through
the net, which may exercise a negative influence
on the following detection and correction. This is
the aspect that needs to be improved in the future.

Computation Burden. During the hallucination
detection stage, though our proposed ensemble
classifier achieves the best performance in most
cases, the ensemble classifier uses the LLM like-
lihood collected from multiple sources as input,
considerably increasing the computational bur-
den. Considering the trade-off between computa-
tional cost and retrieval accuracy, detecting hal-
lucinations using the fused evidence is enough.

Heuristic Metric. During the hallucination cor-
rection stage, we measure the preservation score
based on the character-level Levenshtein edit dis-
tance. This metric mechanically measures preser-
vation and may underestimate preservation, as it
measures preservation based on characters rather
than semantics. Currently, preservation evaluat-
ing metrics in the field of LLMs remains an open
problem that still requires further investigation.

Ethical Consideration

Throughout this work, we develop and evaluate
our MEDICO system using an open-source dataset
(HaluEval), and two representative open-source
LLMs (Llama3-8B and Qwen2-7B), to ensure
transparency and integrity in our work. One poten-
tial risk associated with our work is that MEDICO
supports users to customize retrieval sources by
uploading files, which may have data privacy con-
cerns. This is also an essential challenge in the
field of LLMs (Sun et al., 2024; Liu et al., 2023).
Therefore, we recommend that users can choose to
upload open-access files, rather than private files.
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Question: What year did the German composer whose
compositions are in The Individualism of Gil Evans die?

Right answer: 1950
Hallucinated answer: Kurt Weill passed away in 1955.

1st round: Kurt Weill passed away in 1955.
Detection: X
Preservation: v/

2nd round: Kurt Weill passed away in 1950.
Detection: v/
Preservation: v/

Table 4: A multi-turn correction example from HaluE-
val, where the right answer and hallucinated answer are
marked in green and red, respectively.

A Case Study

We provide some cases to present the procedure of
the detection and correction: (1) Table 4 shows the
corrector fails to correct the hallucinated content
and is not approved by the detector, in the 1st round.
Hence, the 2nd round of correction is made and the
hallucination content is successfully corrected. (2)
Table 5 shows, that in the 1st round, the corrector
successfully corrects the hallucinated content but
inserts much unnecessary information, which trig-
gers the filtering. Hence, the corrector continues
to make corrections until the preservation score
Prev(o, 0') is greater than or equal to the threshold
0. (3) As shown in Table 6, in the 1st round, the cor-
rector fails to correct the hallucinated content and
also inserts much unnecessary information. Hence,
the corrector continues to make corrections until
the hallucinated content is successfully corrected
and the preservation score Prev(o,0’) is greater
than or equal to the threshold §, simultaneously.

B Workflow of MEDICO

Algorithm 1 demonstrates the working flow of the
proposed MEDICO framework. It can be divided
into three stages: (I) Multi-source Evidence Fu-
sion, (II) Hallucination Detection with Evidence,
and (IIT) Hallucination Correction with Rationale.
In brief, during the stage I, MEDICO retrieves ev-
idence from diverse sources, then combines and
fuses them to get the fused evidence. During the
stage II, MEDICO identify hallucinations using the
fused evidence or the ensemble of evidence and pro-
vide the rationale behind such a decision. During
the stage I1I, MEDICO performs multi-round cor-
rections until the pre-defined threshold is reached
or the detection is approved, where the corrected
output o’ with lower preservation will be rejected.
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Question: What is the stage name of the young female ac-
tress who starred in the 2008 American drama Gran Torino
directed and produced by Clint Eastwood?

Right answer: Ahney Her

Hallucinated answer: The actress who starred in the 2008
movie directed by Clint Eastwood and co-starred Christo-
pher Carley and Bee Vang is Whitney Cua Her.

1st round: The actress who starred in the 2008 movie
directed by Clint Eastwood who also starred in the film and
co-starred Christopher Carley and Bee Vang is Ahney Her,
better known by her stage name Ahney Her, is an American
actress.

Detection: v/

Preservation: X

2nd round: The actress who starred in the 2008 movie di-
rected by Clint Eastwood and co-starred Christopher Carley
and Bee Vang is Ahney Her, better known by her stage
name Ahney Her, is an American actress.

Detection: v/

Preservation: X

3rd round: The actress who starred in the 2008 movie di-
rected by Clint Eastwood and co-starred Christopher Carley
and Bee Vang is Ahney Her.

Detection: v

Preservation: ¢

Table 5: An example showing that the filtering gets
triggered as the edit distance is too large, where the
unnecessary information inserted by the corrector is
highlighted.

Question: Which American restaurant chain and interna-
tional franchise founded in 1958 that Baiada Poultry is a
provider of?

Right answer: Pizza Hut

Hallucinated answer: Baiada Poultry is a provider of Sub-
way.

1st round: Baiada Poultry is a provider of Subway, which
is an American restaurant chain and international franchise
founded in 1958.

Detection: X

Preservation: X

2nd round: Baiada Poultry is a provider of Pizza Hut,
which is an American restaurant chain and international
franchise founded in 1958.

Detection: v/

Preservation: X

3rd round: Baiada Poultry is a provider of Pizza Hut.
Detection: v/

Preservation: ¢

Table 6: An example showing that the multi-turn cor-
rection is conducted and the edit distance filtering is
triggered.



Algorithm 1 The Workflow of MEDICO

Input: User query ¢, the generated content o, the hallucination detector M, and corrector M., the

minimum preservation threshold §.

Output: The veracity label v, the rationale r, and the corrected content o’

10:
11:
12:
12:
12:

12:

13:
13:

14:
: Prompt M to generate the corresponding rationale behind such a decision.
16:
17:

18:
18:
18:
19:
19:
20:
20:
21:
21:
22:
23:
24:
24:
25:
26:

R e A A A o

Launch the search engine (Web) interface, the knowledge base (KB), and the knowledge graph (KG).
# Step I: Multi-source Evidence Fusion
Search the n most relevant snippets E° = {e5, €3, ..., €5 } from the Web.
Retrieve the m most relevant chunks EP = {4, €}, ..., €% } from the KB.
Recall the k most relevant linearized triplets E¢ = {ef, €3, ..., e} for the KG.
if Customized retrieval source provided by users then
Retrieve the j most relevant chunks FV = {et, ey, ..., e;f} from the UF.
end if
Get the combined evidence set £ = {e1, €2, ..., € ymk+; } With Eq. (1).
Rerank the combined evidence set and get the newly ordered evidence set E= {é1, é2, ..., €} with
Eq. (2).
Fuse the newly ordered evidence set and get the fused evidence £ with Eq. (3).
# Step I1: Hallucination Detection with Evidence
if Training classifier then
Compute the LLM likelihood P = {p*, p?,p%, p¥, p''} with Eq. (4).
Train a binary classifier (Logistic Regression (Hosmer and Lemeshow, 2000)) using the collected
LLM likelihood P with Eq. (5).
Use the trained classifier to check whether the generated content o has factual errors and output the
veracity label v.
else
Prompt M to check whether the generated content o conflicts with the fused evidence £ and
output the veracity label v.
end if

# Step II1: Hallucination Correction with Rationale
if The veracity label v is False then
for each i € [1,5] do
Identify the hallucinated spans that need to be edited using M..
Prompt M. to revise these spans separately and output the corrected content o'.
Prompt M to check whether o’ has factual errors and output the veracity label v'.
if The veracity label v’ is False then
Continue;
end if
Measure the preservation score between o and o' with Eq. (6).
if The preservation score Prev(o, o) is greater than  then
Break;
end if
end for
else
Assign oto o'.
end if
return v, 7, o’
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Abstract

Multimodal conversational agents are highly
desirable because they offer natural and human-
like interaction. However, there is a lack of
comprehensive end-to-end solutions to sup-
port collaborative development and benchmark-
ing. While proprietary systems like GPT-40
and Gemini have demonstrated impressive in-
tegration of audio, video, and text with re-
sponse times of 200-250ms, challenges remain
in balancing latency, accuracy, cost, and data
privacy. To better understand and quantify
these issues, we developed OpenOmni, an
open-source, end-to-end pipeline benchmark-
ing tool that integrates advanced technologies
such as Speech-to-Text, Emotion Detection,
Retrieval Augmented Generation, Large Lan-
guage Models, along with the ability to in-
tegrate customized models. OpenOmni sup-
ports local and cloud deployment, ensuring data
privacy and supporting latency and accuracy
benchmarking. This flexible framework allows
researchers to customize the pipeline, focus-
ing on real bottlenecks and facilitating rapid
proof-of-concept development. OpenOmni can
significantly enhance applications like indoor
assistance for visually impaired individuals,
advancing human-computer interaction. Our
demonstration video is available https://www.
youtube.com/watch?v=zaSiT3clWqY, demo
is available via https://openomni.ai4wa.
com, code is available via https://github.
com/AI4WA/OpenOmniFramework.

1 Introduction

Large Language Models (LLMs) (Zhao et al.,
2023; Minaee et al., 2024) demonstrated remark-
able capabilities in understanding user intentions
and following instructions. However, text-only
human-computer interaction (HCI) is often insuf-
ficient (Zhang et al., 2023). OpenAl recently re-
leased their new flagship model, GPT-40, which
can reason across audio, video, and text in real

time. The impressive performance is achieved with
response times between 200-250ms, which is ac-
ceptable for large-scale applications'. Google soon
followed with their latest multimodal competitors,
indicating a clear trend towards multimodal gener-
ative models and applications®. LLaVA (Liu et al.,
2023) is one of the early publicly available solu-
tions for multimodal large models integrating text
and images. However, there is currently no open
source end-to-end conversational agents implemen-
tation and demonstration publicly available online.

The ideal form of multimodal HCI should mir-
ror human interactions, incorporating video and
audio inputs with audio outputs. Despite the avail-
ability of various modular components, there is
no comprehensive integrated open-source imple-
mentation to foster research and innovation in this
field. Integrating existing models, such as au-
dio speech recognition (Speech2Text), multimodal
large models (MLMs), and text-to-speech synthe-
sis (TTS)—into a multimodal conversation system
reveals significant challenges in balancing latency
and accuracy. Historically, accuracy has been a
major hurdle; however, advancements in large lan-
guage models (LLMs) have substantially improved
contextual relevance. The main challenge is reduc-
ing end-to-end latency while maintaining accuracy.
While OpenAl and Google have shown it’s possi-
ble, the open-source community lacks alternatives
that replicate this performance.

Another issue is data privacy. The GPT-4 fam-
ily of solutions also raise concerns about cost and
data privacy. Since GPT-4 is closed-source, users
must upload their data to the server via a paid API,
raising privacy issues. The privacy policy of GPT?
informs users that various forms of personal in-
formation, including account details, user content,
communication information, and social media data,

Yhttps://openai.com/index/hello-gpt-4o0/

Zhttps://blog.google/products/gemini/
3https: //www.gpt.com.au/privacy-policy
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Figure 1: Architecture Design for OpenOmni Framework

are collected when users create accounts to access
ChatGPT services (Wu et al., 2024).

To support the rapid and responsible develop-
ment of this new HCI format, establishing robust
evaluation and benchmarking protocols is essential.
For instance, if a user initiates a conversation in
a sad and urgent tone, the system should respond
appropriately with patience. Evaluating this inter-
action is crucial and challenging for widespread
adoption. Our project aims to bridge these gaps by:

* Developing an open-source framework for
end-to-end customizable conversational
agents.

* Providing options for a fully local or control-
lable end-to-end multimodal conversation so-
lution, addressing privacy concerns.

 Setting up tools to annotate and benchmark
latency and accuracy performance, allowing
rapid proof of concept development and re-
search.

To achieve this goal, we propose the OpenOmni
framework, an open-source, end-to-end multi-
modal pipeline that integrates advanced tech-
nologies such as Speech-to-Text (Speech2Text),
Emotion Detection, Retrieval Augmented Gener-
ation (RAG), Large Language Models (LLMs),
and Text-to-Speech (TTS). The framework gath-
ers video and audio data from cameras and micro-
phones, processes it through a customizable agents
pipeline, and responds via a speaker, as illustrated
in Figure 1. OpenOmni can be deployed on a lo-
cal server, ensuring secure data management and
addressing privacy concerns.

For research purposes, it includes tools for easy
annotation and benchmarking, offering real-time
monitoring and performance evaluation of latency.
Users can annotate individual components and
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entire conversations, generating comprehensive
benchmark reports to identify bottlenecks. The
open-source nature of OpenOmni allows for adap-
tation across different application domains, such
as aged care, personal assistant, etc. Each pipeline
component can be enabled or disabled based on
specific use cases, facilitating flexible and efficient
deployment. Additionally, the framework supports
the easy addition of extra models, enabling compar-
isons and further experimentation. The OpenOmni
framework allows researchers to focus on solving
critical bottlenecks without reinventing the wheel,
fostering innovation in multimodal conversational
agents. It enables rapid proof-of-concept develop-
ment, such as indoor conversational robots assist-
ing visually impaired individuals.

2 Related works

Solution options Traditional end-to-end multi-

" “Other Post |
\___Process |

@ Speech2Text j

Image2Text—+ Information |,
‘ Retrieval |
(eo-lad

Video Sequence of Images

Audio

| Vision LM

Audio

Figure 2: Traditional divide-and-conquer end-to-end
multimodal conversation system

modal conversation systems, as shown in Figure 2,
typically use a divide-and-conquer strategy, split-
ting the process into sub-tasks: speech-to-text (au-
tomatic speech recognition), image-to-text, text
generation, and text-to-speech (Kusal et al., 2022).
Speech-to-text converts spoken language into text,
while image-to-text generates textual descriptions
of images. Text generation, often powered by large
language models, produces contextually appropri-



ate responses, and text-to-speech converts these
responses back into spoken language. These core
components form the backbone of the conversa-
tional pipeline. Image-to-text adds essential con-
text, enhancing natural human-computer interac-
tion, and additional tasks like emotion detection
tailor responses to the user’s emotional state. A
safe guard module can optionally be integrated to
ensure responses are appropriate, non-harmful, and
controllable, maintaining interaction integrity, es-
pecially in sensitive scenarios. While this modu-
lar approach allows for optimization of individual
components, the accumulated latency and accuracy
errors can render the end-to-end system impractical
for real-world use.

®
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Figure 3: Our assumptions about how the fully end-to-
end model: GPT-40 works

While GPT-40 is marketed as a fully end-to-
end model, where inputs are video, audio or texts
and outputs are audio, images or text, its techni-
cal details are unreleased. We assume, as shown
in Figure 3, that audio and video frames are fed
into modules generating text, audio, and image out-
puts. The demonstration video suggests GPT-40
has memory capabilities, but specifics and limita-
tions are unclear. It is also unknown if the system
can directly integrate external private data.

Unlike the divide-and-conquer approach, a fully
end-to-end neural network can incorporate more
contextual information, such as tone, multiple
speakers, and background noises, resulting in more
flexible outputs. This approach can theoretically
reduce latency by eliminating orchestration bottle-
necks. However, both solutions face significant
challenges due to immense data I/O, especially
from video. Video files are large, straining servers
and models, increasing computational costs, and
causing latency from data transfer and model infer-
ence. Real-time conversation requires streaming
processing, posing further latency challenges. In
OpenAlI’s demonstration*, a USB-C connection to

*https://www.youtube . com/watch?v=RI-BxtCx32s
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an iPhone was used to ensure a stable internet con-
nection, highlighting these issues.
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Figure 4: Hybrid solution via the combination of im-
age2text and end-to-end voice model

Recently, Kyutai, a technology company from
France, released a planned open-source, fully
end-to-end multimodal conversational Al called
Moshi > . This model supports text and audio modal-
ities, excluding images, and claims to achieve an
end-to-end latency of 200ms. We can integrate the
video modality via an Image2Text (Lin et al., 2021)
module into Moshi, creating a Hybrid solution, as
shown in Figure 4, that combines the divide-and-
conquer and fully end-to-end approaches. Another
feasible Hybrid solution is to use speech-to-text to
convert audio into text, then feed this text along
with video (processed into image sequences) to a
vision language model, which generates text re-
sponses. These responses can then be processed
through text-to-speech, as illustrated in Figure 2
via the Vision LLM line. Multimodal end-to-end

Accuracyt

Real-world
Applicability

Latency

Cost|

Figure 5: Constraint triangle for real-world applicability
in multimodal conversational agent development

conversational agents, like OpenAI’s GPT-4, show
promise, but large-scale application is challeng-
ing due to the need to balance latency, accuracy,
and cost. Generating real-time responses between
200-400 ms is difficult. As shown in Figure 5, the
primary goal is to reduce latency and cost while
improving accuracy, enhancing the real-world ap-
plicability of conversational agents.
Evaluation metrics

To ensure efficient and effective collabora-
tion, consistent and comparable evaluation met-

5https: //kyutai.org/
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rics are essential. For speech-to-text, the Word
Error Rate (WER) (Roy, 2021) measures tran-
scription accuracy, with a lower WER indicating
better performance. Text-to-speech evaluation in-
cludes objective metrics like the Mean Opinion
Score (MOS) (Streijl et al., 2016) for naturalness
and intelligibility, and the Signal-to-Noise Ratio
(SNR) (Plapous et al., 2006) for clarity, as well as
subjective human ratings. Text generation is the
most challenging to evaluate, using metrics like
BLEU, ROUGE, and METEOR (Evtikhiev et al.,
2023), which compare generated text to references
but may not fully capture response quality and rel-
evance. Evaluating text generation often requires
large-scale datasets, which are not always avail-
able. These metrics are widely adopted by the
research community, including OpenAl. However,
real-world applications require evaluation in pro-
duction environments, considering diverse factors
beyond these metrics. For instance, an aged care
conversational agent should avoid sensitive topics
that may be specific to each individual. Subjec-
tive opinions vary by region, highlighting the need
for customizable and innovative automatic or semi-
automatic evaluation approaches for conversational
agents.

3 System design

3.1 Requirement analysis

The system receives audio and video input, pro-
duces audio as the output. Initially, we need two
modules: one to collect audio and video data from
the microphone and camera, and another to play
audio through a speaker. These Client modules
should support diverse devices, such as a smart-
phone, a laptop, or a Raspberry Pi. The collected
data will then be fed to a server.

The server, referred to as API, should manage
audio, video data, and metadata. It should have
access to a storage layer that includes a relational
database, file management, and a graph database
for potential GraphRAG integration. While the
API can reside on the same instance as the Client
module, we prefer them to be separate for better
adaptability. This separation introduces the chal-
lenge of sharing large volumes of data between
modules. If the API is cloud-based, the audio and
video data need to be uploaded to the cloud, for
example using AWS S3, Azure Blob Storage, or
Google Cloud Storage. However, the upload pro-
cess can become a bottleneck, making the data
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transfer time-consuming. If the server is local,
within the same network as the Client, transfer
latency will be reduced. However, this setup re-
quires running the large language model locally,
addressing data ownership and privacy concerns
but potentially increasing model inference latency
and compromising accuracy due to limited comput-
ing resources. Another solution is edge computing,
where video data is pre-processed on edge devices
and summarized for the API. While this can be a
research direction, data compression may cause in-
formation loss and reduce end-to-end performance.

The pipeline components will need modification
if developers want to adopt the framework and in-
tegrate with their work. To ensure flexibility, this
part should be an independent module that can run
locally or in the cloud. Researchers and developers
should be able to easily integrate new components
into this Agent module, further challenging the
sharing of large datasets between modules.

Lastly, we want to generate benchmarks to under-
stand the latency and accuracy performance of the
entire pipeline. For tasks that are hard to evaluate
automatically, such as determining the appropriate-
ness of the LLM response, we propose and develop
an annotation module to allow human annotators
to easily evaluate results and generate benchmark
reports.

3.2 System architecture

Based on the requirements, we designed our system
as shown in Figure 1. The system is divided into
five modules: Client, API, Storage, User Inter-
face, and Agent, all primarily developed in Python.
The Client module includes two submodules: the
Listener for collecting video and audio data, and
the Responder for playing audio. The Storage
module consists of file storage for media, a rela-
tional database (PostgreSQL) for metadata, and a
graph database (Neo4j) for potential GraphRAG in-
tegration. The API module, built with the Django
framework, extends Django’s admin interface and
permission control system to develop the bench-
mark and annotation interface. Django’s maturity
and large support community make it ideal for pro-
duction development. The Agent module, also
in Python, includes all agent related submodules,
allowing deployment on suitable compute nodes
without altering the architecture. Communication
between the Client, API, and Agent modules will
be via RESTful endpoints. For sharing large data
between modules, local deployments (e.g., Client



on Raspberry Pi, API and Agent on local servers)
will use FTP for file synchronization. In cloud so-
lutions (e.g., AWS), files will be uploaded to AWS
S3°, triggering a Lambda function to download
files to an AWS Elastic File Storage (EFS) 7 shared
by the API and Agent modules. We use Docker
and Docker Compose to manage all modules, al-
lowing easy setup with a single docker compose
up command.

4 Demonstration

4.1 Datasets

Most multimodal question answering datasets fo-
cus on multiple-choice questions rather than open-
ended conversations (Sundar and Heck, 2022).
Some, like Image-Chat (Shuster et al., 2018), in-
volve multimodal conversations with images as
extra input, but the output is often multiple-choice
or text-based (Liu et al., 2022). A major hurdle in
developing multimodal conversational agents is the
lack of appropriate datasets.

While there is no shortage of data from human-
human interactions or extracted from movies and
YouTube videos, we lack efficient methods to orga-
nize this data into structured datasets. For specific
domain applications, collecting data from human
interactions and extracting datasets to train systems
would be beneficial, allowing the agents to mimic
human behavior. Our OpenOmni Framework pro-
vides both capabilities: extracting conversational
datasets from videos and testing them through the
pipeline to evaluate agents’ responses, or collecting
data from real-world scenarios to generate datasets
for further research.

4.2 Can “AI” be your president?

One intensive conversational scenario is a debate.
We extracted segments from the US Presidential
Debate 2024 between Biden and Trump®, focusing
on Biden addressing the public and handling ques-
tions. After downloading the videos, you can use a
prepared script in our codebase to split them into
segments. This script allows you to specify the start
and end times of each conversation, enabling you
to create a conversational dataset from the videos.
These segments were fed into our pipeline to evalu-
ate its performance under different configurations:
OpenAl Whisper for speech-to-text, GPT-40 vision

°https ://aws.amazon.com/s3/
"https://aws.amazon.com/efs/
8https://www.youtube.com/watch?v=-v-8wIkmwBY
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model, and text-to-speech (GPT4O_ETE); a locally
deployed quantization LLM with Whisper, text-to-
speech, and our emotion detection model for video
input (QuantizationLLM_ETE); a version using
HuggingFace LLM for inference (HF_ETE); and a
version using only Whisper, GPT-3.5, and text-to-
speech, ignoring the video modality (GPT35_ETE).
We ran the Agent modules on an NVIDIA-3080
GPU with 12GB memory.

Latency Distribution (Cluster: CLUSTER_Q_ETE_CONVERSATION, Completed Ratio: 5/5)
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Figure 6: Screenshot of the end-to-end latency bench-
mark statistics for the setup: Local Whisper, Emo-
tion Detection, Quantization LLM, and OpenAl Text-
to-Speech. This visualization is one example of the
generated benchmark report; you can customize it or
explore more details within our demo.

The latency benchmark statistics are automati-
cally generated. For example, the GPT4O_ETE
configuration has an average latency of 45 seconds,
with the GPT-40 vision model accounting for 31
seconds. The fastest configuration is GPT35_ETE,
averaging around 15 seconds, with most of the
time consumed by the text-to-speech part, because
the generated content is quite long and compre-
hensive. The slowest configuration is HF_ETE,
taking around 189 seconds, with the LLM model
inference step taking the longest time. Quantiza-
tionLLM_ETE takes an average of 60 seconds, as
shown in Figure 6, with the LLM model inference
averaging 28 seconds and our emotion detection
model averaging around 10 seconds.

Accuracy: Overall Conversation Quality

TRACK_ID USER_ID
febf3b 1

OVERALL_COMMENT OVERALL_SCORE

As the question is quite subjective, so the answeris 4

good and in context

78e9¢9 1 The answer is quite general, while Biden is doing 2

much better work with supported evidence.
940341 1 Failed to generate proper in context response, 1
response is talking about how to respond, not
actually responses
fda600 1 Generate some general comments without strong
support evidences
bac95c 1 General response, however, no good evidence to
support.

Figure 7: Screenshot of annotated overall conversation
accuracy statistics and comments for each conversation
within GPT4O_ETE. Scores range from O to 5.
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After annotation with our interface, accuracy
statistics are automatically generated. The accu-
racy metrics here include evaluation metrics like
WER, CER (Roy, 2021) for speech2text task, over-
all scores given by the annotators, etc. As shown
in Figure 7, the average score for each conversa-
tion is 2.4. Text-to-speech can be improved with
more natural emotion or personality. The generated
content is often too general and sometimes inappro-
priate. Biden’s responses are more in-context and
evidence-supported. The pipeline excelled only
in answering a subjective question about Biden’s
age, where the GPT-40 pipeline performed well.
The GPT35_ETE pipeline had the best overall ac-
curacy, but its responses were often in-context yet
pompous. Thus, Biden still outperforms Al. In con-
clusion, “Al cannot be the President of the US just
yet, considering both latency and accuracy.”®

4.3 Assist the visually impaired

While latency and the need for external information
currently preventing Al from mission critical tasks,
conversational agents can be production-ready and
useful for non-latency-critical areas that do not
require extensive external knowledge. Assisting
indoor activities for the visually impaired is one
such application, in which you can either utilize
high-speed internet or limit data transfer to local
exchanges. These type applications can benefit
from maintaining high input/output rates, helping
to mitigate latency issues. We prepared questions
for the visually impaired, including locating ob-
jects, navigating indoors, and inquiries about the
surroundings. Six questions were sampled and fed
to the GPT4O_ETE pipeline. One scenario demon-
stration is included in our provided YouTube video.
In this scenario, video and audio data stream from
the client side and are saved to storage along with
exportable metadata accessible via the admin portal.
This setup allows you to export annotated datasets,
including raw video and audio data, for developing
new models. The latency statistics in Figure 8 show
responses within approximately 30 seconds.

Annotated results show a 4.7/5 accuracy, but the
agent lacks specific skills for assisting the visually
impaired. For example, ideally, it should provide
step-by-step instructions on grabbing a coffee cup
rather than just a general description. This indicates
that while conversational agents are nearly ready
for assisting the visually impaired with indoor activ-
ities, improvements in latency and response quality
are still needed.
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Time Interval in Seconds (Cluster: CLUSTER_GPT_40_ETE_CONVERSATION, Completed Ratio: 6/6)
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Figure 8: Screenshot visualizing detailed latency bench-
mark information for each conversation round

5 Conclusion

Multimodal conversational agents offers a more
natural human-computer interaction, exemplified
by models like GPT-40. However, real-world con-
straints necessitate balancing cost, latency, and ac-
curacy, which may explain why GPT-40’s full ca-
pabilities are not yet accessible.

There are several technical options to achieve
this, including traditional divide-and-conquer
methods, fully end-to-end models like GPT-4o,
and Hybrid approaches. The fully end-to-end ap-
proach inherently allows for lower latency, while
the divide-and-conquer method faces latency is-
sues when coordinating multiple components. Both
approaches must address the challenge of handling
large data I/O. If models are deployed locally, local
network I/O issues can be more manageable. How-
ever, OpenAI’s models are closed-source, making
local deployment impractical. While deploying
other vision models locally is feasible, achieving
high accuracy may be limited by local computa-
tional resources. Hybrid solutions provides alter-
native approaches: pre-processing or compressing
large data locally and then utilizing cloud-based
models, or converting video to text and integrating
it into the end-to-end voice model.

We developed the OpenOmni framework to en-
able researchers to integrate their work into an end-
to-end pipeline. The framework supports various
solutions, allows for pipeline customization, gen-
erates latency performance reports, and provides
an annotation interface for accuracy review. These
features facilitate the creation of benchmark reports
to identify and address key issues.

Testing with the US Presidential debate scenario
highlighted latency as a critical issue, particularly



with large video data. Integrating external knowl-
edge remains a challenge, emphasizing the need for
efficient Retrieval-Augmented Generation (RAG).
For applications like indoor assistance for the vi-
sually impaired, latency improvements and model
adaptation are both essential.

The OpenOmni framework can significantly ben-
efit the research community by facilitating the col-
lection and management of new datasets, integrat-
ing various conversational agents approaches, and
generating automatic latency benchmarks. Its an-
notation interface aids in accuracy performance
review, making OpenOmni production-ready for
suitable application scenarios and fostering further
development in multimodal conversational agents.
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Abstract

We propose Lighthouse, a user-friendly li-
brary for reproducible video moment retrieval
and highlight detection (MR-HD). Although
researchers proposed various MR-HD ap-
proaches, the research community holds two
main issues. The first is a lack of compre-
hensive and reproducible experiments across
various methods, datasets, and video-text fea-
tures. This is because no unified training and
evaluation codebase covers multiple settings.
The second is user-unfriendly design. Be-
cause previous works use different libraries,
researchers set up individual environments. In
addition, most works release only the training
codes, requiring users to implement the whole
inference process of MR-HD. Lighthouse ad-
dresses these issues by implementing a unified
reproducible codebase that includes six mod-
els, three features, and five datasets. In ad-
dition, it provides an inference API and web
demo to make these methods easily accessi-
ble for researchers and developers. Our ex-
periments demonstrate that Lighthouse gen-
erally reproduces the reported scores in the
reference papers. The code is available at
https://github.com/line/lighthouse.

1 Introduction

With the rapid advance of digital platforms, videos
become ubiquitous and popular on the web. Al-
though they offer rich, informative, and entertain-
ing content, watching entire videos can be time-
consuming. Hence, there is a high demand for mul-
timodal tools that enable users to quickly find spe-
cific moments within videos and browse through
highlights in the moments from natural language
queries. The former is called moment retrieval
(MR) and the latter is called highlight detection
(HD). Given a video and a language query, MR
retrieves relevant moments (start and end times-
tamps), and HD detects highlighted frames within
these moments by calculating saliency scores repre-
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Figure 1: Overview of MR-HD and Lighthouse. Given
a video and query, the model predicts relevant moments
for MR and saliency scores for HD. Lighthouse achieves
reproducible MR-HD by supporting multiple settings.
In addition, it aims at a user-friendly design with an easy-
to-setup environment, inference API, and web demo.

senting frame-level highlightness (Figure 1). Note
that HD calculates saliency scores for all frames in
the video, but the frames with the highest saliency
scores are detected within the moments.

Although MR and HD share common charac-
teristics, such as learning the similarity between
input queries and video frames, they were sepa-
rately treated due to the lack of annotations sup-
porting both tasks (Zhang et al., 2020; Song et al.,
2015). To address this, Lei et al. (2021) proposed
the QVHighlights dataset comprising videos, lan-
guage queries, and moment/highlight annotations,
enabling researchers to tackle both tasks simulta-
neously. We refer to this unified task of MR and
HD as MR-HD to distinguish it from the individ-
ual tasks of MR and HD. Based on this dataset,
various approaches have been proposed to perform
MR-HD. Note that most methods are applicable for
single tasks of either MR or HD as well as MR-HD.

Despite the rapid development of MR-HD, the
research community holds two issues. The first is
a lack of comprehensive and reproducible exper-
iments across various methods, datasets, and fea-
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MR-HD MR HD
QVHighlights  ActivityNet Captions Charades-STA TaCoS TVSum Features API? Web demo?

Moment DETR (Lei et al., 2021) v C+S

QD-DETR (Moon et al., 2023b) v v C+S

EaTR (Jang et al., 2023) v v v C+S

TR-DETR (Sun et al., 2023) v v C+S

UVCOM (Xiao et al., 2024) v v C+S

CG-DETR (Moon et al., 2023a) v v v v C+S+V+G

Lighthouse (ours) v v v v v C+S+R+G v v

Table 1: Comparison of Lighthouse and existing publicly available MR-HD repositories. C, S, V, R, and G in the
“Features” column represent CLIP (Radford et al., 2021), Slowfast (Feichtenhofer et al., 2019), VGGNet16 (Si-
monyan and Zisserman, 2014), ResNet152 (He et al., 2016), and GloVe (Pennington et al., 2014), respectively.

tures. This is because there is no unified training
and evaluation codebase covering multiple settings.
While previous work reported scores for their meth-
ods on individual tasks for MR, HD, and MR-HD,
researchers release their code only for QVHigh-
lights, without necessarily providing training codes
for other datasets. In addition, datasets and features
are not standardized. Researchers use different MR
and HD datasets to demonstrate their approach’s
effectiveness (Table 1). Hence, to fully reproduce
experiments, researchers should set up individual
environments and write additional code, ranging
from video-text feature extraction preprocessing to
modifications to the training and evaluation codes.
This is time-consuming and cumbersome.

The second is user-unfriendly design. Because
previous works use different libraries for their
method, MR-HD researchers should set up indi-
vidual environments. In addition, most previous
works release only training codes, requiring users
to implement the whole inference process of MR-
HD and apply it to their videos. This includes
frame extraction from videos, video-text feature
extraction, and forwarding them into the trained
model. Implementing all of these steps accurately
is challenging for developers who are interested in
MR-HD but lack expertise in video-text processing.

Our goal is to address these issues and foster
the MR-HD research community. To this end, we
propose Lighthouse, a user-friendly library for re-
producible MR-HD. Lighthouse unifies training
and evaluation codes to support six recent MR-HD
methods, three features, and five datasets for MR-
HD, MR, and HD, resolving the reproducibility
issue. While this results in 90 possible configura-
tions (6 methods x 3 features x 5 datasets), the
configuration files are written in YAML format, al-
lowing researchers to easily reproduce experiments
by specifying the necessary file. Our experiments
demonstrate that Lighthouse mostly reproduces
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tr_detr
: activitynet
video_tef
lowfast_clip
clip
L data/activitynet/activitynet_train_release.jsonl
a 1: data/activitynet/activitynet_val_release.jsonl
: val

features/ActivityNet/clip’,
dir: features/ActivityNet/clip_text

'features/ActivityNet/slowfast']

Figure 2: YAML configuration example.

the original experiments in the referenced six pa-
pers. In addition, to resolve the user-unfriendliness,
Lighthouse provides an inference API and web
demo. The inference API covers the entire MR-
HD process and provides users with easy-to-use
code for MR-HD. The web demo, built upon the
API, enables users to confirm the results visually.
The codes are under the Apache 2.0 license.

2 Highlights of Lighthouse

Table 1 shows a comparison of Lighthouse and
public MR-HD repositories. We describe them in
terms of reproducibility and user-friendly design.

2.1 Reproducibility

Support for multiple methods, datasets, and fea-
tures: As shown in Table 1, previous works sup-
port different datasets and features for MR and
HD tasks. Lighthouse supports all of them by in-
tegrating all these MR-HD methods, features, and
datasets into a single codebase. We extract video-
text features from all datasets, train models using
these features, and release reproducible code along
with the features and pre-trained weights. This
significantly reduces the effort required to write
additional code for conducting experiments across
multiple settings.



import torch
from Lighthouse.models import CGDETRPredictor

device 'cuda' if torch.cuda.is_available() else '

cpu'

# Initialize model instance

model = CGDETRPredictor('checkpoint.ckpt',
device=device,
feature_name="'clip"')

# Encode video features
model.encode_video('video.mp4"')

# Moment retrieval & highlight detection
query 'A man is speaking in front of the camera'
pred = model.predict(query)

Listing 1: Example usage of the inference APL

Reproducible training and evaluation: Light-
house enables researchers to reproduce the train-
ing process with a single Python command by
specifying the configuration files, where hyper-
parameters are written in YAML format (Figure
2). The Lighthouse users can easily test different
hyper-parameters by modifying these files. We
release all of the files used or generated during ex-
periments, including video-text features, trained
weights, and logs during the training. Therefore, to
reproduce the experiments, researchers can obtain
the same results by downloading the necessary files
and running a single Python evaluation command
with the trained weights.

2.2 User-friendly design

Easy to set up: Lighthouse allows researchers and
developers to install it easily with “pip install .’
after cloning the repository. Because the libraries
used in previous work vary between repositories,
researchers need to set up individual environments
by cloning each repository and installing the de-
pendency libraries. Lighthouse streamlines this
process by summarizing the necessary libraries and
carefully removing any unnecessary ones that are
imported but not used in the codebase.

Easy to use: Lighthouse provides an inference
API and a web demo, enabling researchers and
developers who are not well-versed in detailed MR-
HD pipelines, to use MR-HD. Listing 1 shows
the inference API, which hides the detailed im-
plementation of video-text processing and provides
users with three main steps: model initialization,
encode_video(), and predict(). First, the user
initializes the model instance by specifying the
model weight, device type (i.e., CPU or GPU),
and feature name. Second, given a video path,
encode_video() extracts frames from the video,

i
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converts them into features, and stores them as in-
stance variables. Finally, given a query, predict()
encodes the query and forwards both the video and
query features into the model to obtain results. Fig-
ure 3 shows a web demo built upon the inference
API to visualize the model’s outputs. By clicking
on the moment panes, the video seek bar jumps to
the corresponding timestamps, enabling users to
view those specific moments. Hovering over the
saliency scores lets users see both the values and
the corresponding timestamps in the video.

3 Architecture of Lighthouse

Figure 4 shows an overview of Lighthouse archi-
tecture, consisting of four components: datasets,
video-text feature extractor, models, and evaluation
metrics.

3.1 Datasets

We utilize five commonly-used datasets: QVHigh-
lights (Lei et al., 2021), ActivityNet Captions (Kr-
ishna et al., 2017), Charades-STA (Hendricks et al.,
2017), TaCoS (Regneri et al., 2013), and TVSum
(Song et al., 2015). The QVHighlights dataset is an
MR-HD dataset comprising videos, queries, and an-
notations for both moments and highlights. It is the
only dataset that includes annotations for both mo-
ments and highlights. Moments are represented as
start and end timestamps for each query, while high-
lights are represented as saliency scores ranging
from 1 (very bad) to 5 (very good) for each frame
of the video. ActivityNet Captions, Charades-STA,
and TaCoS are MR datasets because they contain
only moment annotations, whereas TVSum is an
HD dataset as it includes 50 videos from ten do-
mains (e.g., news and documentary) and highlight
annotations. Note that we do not release the orig-
inal videos due to copyright issues. Instead, we
release the pre-processed video-text features to al-
low researchers to reproduce experiments.

3.2 Video-text feature extractor

Given video frames and a query, the video-text
encoders convert them into frame- and word-
level features V. € RI*Pv T ¢ RT*Dt where
L and T represent the numbers of frames and
words, and D, and D, represent the dimensions
of the vision and text features. We utilize three
feature extractors: CLIP (Radford et al., 2021),
CLIP+Slowfast (Feichtenhofer et al., 2019), and
ResNet152+GloVe (He et al.,, 2016; Penning-
ton et al., 2014). CLIP employs vision and



Moment Retrieval & Highlight Detection Demo
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o clip+cg_detr
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Model load status

Model loaded: clip + cg_detr

Video and query

0 Video

Video processing progress

Finished video processing!

query

Awoman wearing a glass is speaking in front of the camera

7

Retrieved moments

moment 1: [55.3523, 85.0636] Score: 0.9971

moment 2: [55.1348, 65.9542] Score: 0.3531

moment 3: [81.2042, 88.8146] Score: 0.2197
moment 4: [106.5848, 113.7045] Score: 0.0081

moment 5: [41.6745, 48.9336] Score: 0.0071

Saliency score

Retrieve moment & highlight detection

Figure 3: A screenshot of the web demo. In the web demo, you can select a model and feature in the model selection
pane. Then, in the video and query pane, you can upload a video and input a text query. By clicking the "Retrieve
Moment & Highlight Detection’ button, the retrieved moments and highlighted frames will be displayed in the right
panes. Hugging face spaces: https://huggingface.co/spaces/awkrail/lighthouse_demo.

text encoders, based on the Transformer archi-
tecture (Vaswani et al., 2017), pre-trained on ex-
tensive web image-text pairs. These encoders
transform frames and queries into feature vec-
tors. CLIP+Slowfast combines CLIP vision fea-
tures with Slowfast features to enhance motion
awareness, as Slowfast is pre-trained on the Ki-
netics400 action recognition dataset (Kay et al.,
2017) and is adept at recognizing motion in videos.
ResNet152+GloVe uses ResNet152 for frame-wise
visual features and GloVe for word-level text fea-
tures. ResNet152 and GloVe are pre-trained on Im-
ageNet (Deng et al., 2009) and English Wikipedia,
respectively. While CLIP is the standard in MR-
HD, this setup allows us to assess the superiority
of CLIP’s vision-language encoders by compar-
ing them with models trained separately on visual
and textual data. Note that we extract video-text
features as a preprocessing step before training,
rather than during training because extracting fea-
tures during training is costly and time-consuming.
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For this process, we use the HERO video extractor
library (Li et al., 2020).

3.3 Models

We implement six recent MR-HD models: Moment
DETR (Lei et al., 2021), QD-DETR (Moon et al.,
2023b), EaTR (Jang et al., 2023), TR-DETR (Sun
et al., 2023), UVCOM (Xiao et al., 2024), and
CG-DETR (Moon et al., 2023a). These mod-
els are extensions of DETR (Carion et al., 2020),
Transformer-based object detectors, adapted for
MR-HD. Given a video and language query, they
can predict both moments and saliency scores.
Note that, except for TR-DETR, these models are
designed to be trainable on a single task of MR or
HD!.

We describe briefly by focusing on the differ-
ence between these methods. Moment DETR is
first proposed with QVHighlights as an MR-HD

"Note that TR-DETR is unavailable for single MR and
HD tasks because the official code necessitates MR-HD an-
notations for loss calculation. See: https://github.com/
mingyao1120/TR-DETR/issues/3 for details.
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Figure 4: Overview of Lighthouse architecture for MR-HD training and evaluation. It consists of four components:
datasets, video-text feature extractor, models, and evaluation metrics.

baseline. Given video and text features, the Trans-
former encoder concatenates and encodes them,
then the Transformer decoder with query slots pre-
dicts both moments and saliency scores. Based
on Moment DETR, QD-DETR focuses on enhanc-
ing query-moment similarity by introducing con-
trastive learning using query and different video
pairs. EaTR improves Moment DETR by incorpo-
rating video and query information into the query
slots. TR-DETR explores the reciprocal relation-
ship between MR and HD to improve performance.
UVCOM devises local and global encoding ap-
proaches based on the observation that a model
shows different attention maps for MR and HD.
Specifically, the attention map for MR emphasizes
local moments in the videos, whereas, for HD, it
highlights a global pattern. CG-DETR also focuses
on the attention heatmap between video frames and
queries. To achieve this, CG-DETR introduces an
adaptive Cross Attention layer, which adds dummy
tokens to the key in the multi-head attention to
adjust relevancy between words and moments.

Extension to other model types. Currently, the
models used are based on DETR, and the inference
APIs are specifically designed for it. However, re-
search by (Meinardus et al., 2024) has shown that
the BLIP2-style (Li et al., 2023) auto-regressive ap-
proach outperforms DETR-based models, though
it requires significantly more GPU resources (e.g.,
8x NVIDIA A100 80GB GPUs for training). To
integrate this into Lighthouse, we believe the frame
and video-text feature extraction modules can be
shared, and a wrapper class will be needed for the
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model’s forward module. Extending support to
other model types is planned for future work.

3.4 Evaluation metrics

We follow the evaluation metrics described in Lei
et al. (2021). For MR, we provide Recalll @6 and
mAP@§6. Recalll @6 represents the percentage of
the top 1 retrieved moment with an IoU greater than
0 with the ground-truth moment, where 6 is set to
be 0.5 and 0.7. mAP@§6 denotes the mean average
precision with 6 set to 0.5 and 0.75, as well as
the average mAP across multiple # values ranging
from 0.5 to 0.95 in increments of 0.05. For HD,
we provide mAP, and HIT@1, which computes the
hit ratio for the highest scored frame. Note that
the frame is regarded as positive if it has a score
of “Very Good (= 5).” QVHighlights consists of
saliency scores from three annotators, HIT@1 is
computed as the average of these annotators.

4 Experiments

We perform experiments on MR-HD, MR, and HD
tasks individually. We used 1 NVIDIA A100 GPU
(48GB) for all experiments. The hyperparameters
used in this paper are the same as in the reference
papers.

4.1 MR-HD results

Table 2 presents MR-HD results on the validation
and test splits of QVHighlights, revealing three
key insights. First, when comparing the repro-
duced results using CLIP+Slowfast with the re-
ported scores, Lighthouse generally reproduces the



val

| test

MR HD MR HD
R1 mAP Very Good R1 mAP Very Good
@0.5 @0.7 @05 @0.75 avg mAP HIT@I \ @0.5 @0.7 @05 @0.75 avg mAP HIT@l
ResNet152+GloVe
Moment DETR 415 252 459 22,6 247 29.1 41.4 40.0 22.0 449 21.6  23.8 30.0 42.9
QD-DETR 532 375 554 345 345 341 52.1 527 361 554 339 337 338 50.7
EaTR 549 360 56.7 335 341 351 54.7 572 389 59.6 35.6 367 363 574
TR-DETR 483 329 495 286 29.6 342 51.4 477 316 498 293 294 343 52.0
UVCOM 537 397 559 365 361 349 53.0 538 37.6 55.1 334 340 348 53.8
CG-DETR 519 390 543 360 355 34.1 53.2 531 383 557 351 351 345 529
CLIP
Moment DETR  53.5 341 562 308 324 353 54.0 558 338 582 312 327 357 55.8
QD-DETR 59.7 423 604 375 375 380 59.2 60.8 418 623 371 383 382 60.7
EaTR 549 360 567 335 341 351 54.7 546 340 57.1 326 332 349 54.7
TR-DETR 63.6 439 629 397 39.6 40.1 63.2 60.2 414 60.1 37.0 372 386 59.3
UvVCOM 648 48.0 642 427 423 387 62.2 627 469 63.6 426 421 39.8 64.5
CG-DETR 66.6 499 662 442 439 399 64.3 645 460 648 416 418 394 64.3
CLIP+Slowfast (Reproduced scores)
Moment DETR 542 361 553 315 326 359 56.7 544 339 552 297 315 326 56.7
QD-DETR 63.0 464 633 41.1 413 39.1 61.3 62.1 446 63.0 41.0 406 3838 61.6
EaTR 59.6 403 609 381 38.0 36.6 57.9 572 389 596 356 367 366 57.9
TR-DETR 66.5 488 653 443 434 40.8 66.2 652 488 644 430 426 39.8 62.1
UVCOM 640 494 633 448 439 397 64.3 62.6 476 624 424 425 396 62.8
CG-DETR 65.6 521 65.6 463 453 407 67.0 649 431 648 428 433 40.7 67.0
Reported scores in the reference papers (CLIP+Slowfast)
Moment DETR 539 348 - - 322 357 55.6 529 330 548 294 307 357 55.6
QD-DETR 627 4677 622 418 412 39.1 63.0 624 450 625 399 399 389 62.4
EaTR 61.4 458 619 419 417 372 58.7 - - - - - - -
TR-DETR - - - - - - - 646 489 639 437 426 399 63.4
UvVCOM - - - - - - - 63.6 475 634 427 432 397 64.2
CG-DETR 674 521 65.6 457 449 408 66.7 654 484 645 428 429 403 66.2

Table 2: MR-HD results on the QVHighlights dataset. Bold values represent the best scores among methods with

the same video-text feature.

reported scores. The models proposed in 2024,
TR-DETR, UVCOM, and CG-DETR, achieve com-
petitive performance among the methods. Second,
CLIP+Slowfast generally achieves higher perfor-
mance than CLIP alone, indicating that sequen-
tial motion information in videos is effective for
MR-HD tasks in addition to frame-level appear-
ance representations. Finally, CLIP-based features
outperform ResNet152+GloVe, demonstrating the
effectiveness of CLIP in the MR-HD task.

4.2 MR results

Table 3 presents the MR results. Although the in-
sights gained are similar to the MR-HD results,
we observe one different finding; later methods
do not consistently outperform older ones across
different datasets and features. For instance, in
Charades-STA, QD-DETR with CLIP+Slowfast
and ResNet152+GloVe achieves higher perfor-
mance than CG-DETR and UVCOM. This suggests
that there is no one-size-fits-all solution. To apply
the methods to a custom MR dataset, users need
to test multiple methods with different features.
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Lighthouse facilitates this trial-and-error process
to achieve the best performance settings.

4.3 HD results

Table 4 presents the HD results on the TVSum
dataset. In addition to our three backbones, we
tested I3D+CLIP (Text) because previous studies
used I3D (Carreira and Zisserman, 2017) and CLIP
as visual and textual backbones. The findings are
consistent with the MR results. First, the results
demonstrate that Lighthouse can reproduce the re-
ported scores. Second, we observe that newer meth-
ods do not always outperform older ones across dif-
ferent features. For example, when using CLIP, Mo-
ment DETR outperforms other approaches. Thus,
Lighthouse is valuable for the HD community to
test multiple methods with various features.

5 Conclusion

In this paper, we proposed Lighthouse, a user-
friendly library for reproducible MR-HD. It sup-
ports six methods, five datasets, and three features.
Lighthouse includes the inference API and web
demo, enabling users to try MR-HD methods eas-



ActivityNet Captions ‘ Charades-STA ‘ TaCoS
R1 mAP | R1 mAP | RI mAP
@0.5 @07 @05 @0.75 avg ‘ @0.5 @07 @05 @0.75 avg ‘ @0.5 @0.7 @05 @0.75 avg

ResNet152+GloVe

Moment DETR 342 195 463 244 262 | 384 229 524 222 262|200 86 242 6.9 10.1

QD-DETR 354 203 474 249 266 | 421 240 567 245 287 | 306 15.1 351 123 16.1

EaTR 324 182 443 219 241 | 37.6 20.1 535 23.6 27.0| 225 9.2 26.3 7.9 10.7

UVCOM 344 199 46.1 244 259 | 38.1 182 544 21.1 256 | 241 107 28.1 8.6 12.0

CG-DETR 370 212 486 265 28.0| 397 194 569 232 275| 342 174 397 146 187
CLIP

Moment DETR  36.1 204 482 257 275 | 479 267 610 28.8 319 | 18.0 7.9 213 6.7 9.3

QD-DETR 369 214 484 263 276 | 520 317 636 294 334 323 172 360 14.1 175

EaTR 346 197 45.1 23.1 249 | 484 275 599 269 309 | 247 100 288 8.7 11.8

UvCOM 37.0 215 483 257 274|484 271 609 279 314 368 200 415 163 20.1

CG-DETR 388 226 506 275 289 | 544 318 655 305 345 343 198 38.6 158 19.0
CLIP+Slowfast (Reproduced scores)

Moment DETR  36.5 21.1 484 260 274 | 534 307 620 29.1 32,6 255 129 29.1 103 133

QD-DETR 375 221 489 264 278 | 594 379 666 338 364 | 387 22.1 429 16.7 209

EaTR 346 193 452 223 246|552 331 654 304 342 317 156 374 140 172

UVCOM 373 21.6 489 257 273|569 359 656 336 362 | 402 233 435 19.1 221

CG-DETR 400 232 510 277 292 | 576 351 659 309 350| 398 251 442 196 229
Reported scores in the reference papers (CLIP+Slowfast)

Moment DETR - - - - - 52.1  30.6 - - - 247 120 - - -

QD-DETR - - - - - 573 326 - - - - - - - -

EaTR - - - - - - - - - - - - - - -

UVCOM - - - - - 59.3  36.6 - - - 364 233 - - -

CG-DETR - - - - - 584 363 - - - 39.6 222 - - -

Table 3: MR results on the ActivityNet Captions,

VI VU GA MS PK PR FM BK BT DS avg
ResNet152+GloVe
Moment DETR  87.5 93.3 91.5 797 926 851 70.0 91.8 879 79.7 859
QD-DETR 90.8 89.8 90.8 83.6 888 853 79.6 951 89.7 784 872
EaTR 87.9 872 89.0 879 858 90.1 732 923 894 787 862
UVCOM 87.8 92.6 947 80.7 887 913 760 940 90.1 80.1 87.6
CG-DETR 89.3 893 936 848 895 865 764 93.6 90.2 779 87.1
CLIP
Moment DETR  92.0 958 96.5 873 89.0 899 804 926 878 79.5 89.1
QD-DETR 885 926 944 862 880 919 786 940 900 79.6 884
EaTR 864 941 909 849 838 889 779 925 908 768 86.7
UvVCOM 90.1 924 958 86.5 868 89.2 765 954 877 76.1 877
CG-DETR 89.7 863 91.0 90.6 90.6 894 754 951 900 832 881
CLIP+Slowfast
Moment DETR 850 958 91.6 882 858 852 763 918 88.0 81.3 869
QD-DETR 90.3 932 913 850 909 889 78.6 940 887 829 884
EaTR 87.1 93.7 89.5 846 885 845 734 914 888 799 86.1
UvCcoM 89.6 92.8 914 874 879 869 763 954 902 795 877
CG-DETR 89.0 926 963 920 889 892 77.0 940 874 819 888
I3D+CLIP (Text) (Reproduced scores)
Moment DETR  84.6 93.5 91.7 808 884 914 773 925 886 78.1 86.7
QD-DETR 899 86.6 91.1 859 887 889 742 97.1 883 80.0 87.1
EaTR 86.9 803 914 752 889 86.1 768 93.1 886 825 850
UvVCOM 89.2 924 944 91.1 844 899 778 940 873 788 879
CG-DETR 90.5 83.1 942 919 90.6 886 76.1 940 89.1 810 879
Reported scores in the reference papers (I3D+CLIP (Text))
Moment DETR - - - - - - - - - - -
QD-DETR 882 874 856 850 858 869 764 913 892 737 850
EaTR - - - - - - - - - - -
UvcoM 87.6 91.6 914 867 869 869 769 923 874 756 863
CG-DETR 86.9 88.8 948 87.7 867 89.6 748 933 892 759 868

Table 4: HD results on TVSum. mAP scores for each
domain are displayed.

ily. Our experiments showed that Lighthouse repro-
duces the reported scores. In addition, we found
that newer MR-HD methods do not consistently
outperform older ones across MR/HD datasets and
various features. Lighthouse aids researchers in
the trial-and-error process, helping them achieve
optimal performance settings.
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Charades-STA, and TaCoS datasets.

6 Limitation and future work

This paper has two main limitations. First, we
did not conduct a usability study to assess how
the developed demos assist end users. We plan to
address this in future work. Second, our models
are based on DETR, and we did not implement
other types of models. Recently, autoregressive
approaches have been introduced in MR (Meinar-
dus et al., 2024) based on large language models
(Raffel et al., 2020). One of our future directions
is to enhance Lighthouse by incorporating these
approaches.
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Abstract

Watermarking for Large Language Models
(LLMs), which embeds imperceptible yet algo-
rithmically detectable signals in model outputs
to identify LLM-generated text, has become
crucial in mitigating the potential misuse of
LLMs. However, the abundance of LLM water-
marking algorithms, their intricate mechanisms,
and the complex evaluation procedures and per-
spectives pose challenges for researchers and
the community to easily understand, implement
and evaluate the latest advancements. To ad-
dress these issues, we introduce MARKLLM,
an open-source toolkit for LLM watermark-
ing. MARKLLM offers a unified and extensible
framework for implementing LLM watermark-
ing algorithms, while providing user-friendly
interfaces to ensure ease of access. Further-
more, it enhances understanding by support-
ing automatic visualization of the underlying
mechanisms of these algorithms. For eval-
uation, MARKLLM offers a comprehensive
suite of 12 tools spanning three perspectives,
along with two types of automated evaluation
pipelines. Through MARKLLM, we aim to
support researchers while improving the com-
prehension and involvement of the general pub-
lic in LLM watermarking technology, fostering
consensus and driving further advancements in
research and application. Our code is available
at https://github.com/THU-BPM/MarkLLM.

1 Introduction

The emergence of Large Language Models (LLMs)
like ChatGPT (OpenAl, 2022), GPT-4 (OpenAl,
2023), and LLaMA (Touvron et al., 2023) has sig-
nificantly enhanced various tasks, including infor-
mation retrieval (Zhu et al., 2023), content com-
prehension (Xiao et al., 2023), and creative writ-
ing (Gémez-Rodriguez and Williams, 2023). How-
ever, in the digital era, the remarkable proficiency

“Project Leader
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of LLMs in generating high-quality text has also
brought several issues to the forefront, including
individuals impersonation (Salewski et al., 2023),
academic paper ghostwriting (Vasilatos et al.,
2023), and the proliferation of LLM-generated fake
news (Megias et al., 2021). These issues highlight
the urgent need for reliable methods to distinguish
between human and LLM-generated content, par-
ticularly to prevent the spread of misinformation
and ensure the authenticity of digital communica-
tion. In the light of this, LLM watermarking tech-
nology (Kirchenbauer et al., 2023; Aaronson and
Kirchner, 2022; Liu et al., 2024e; Pan et al., 2024;
Liu et al., 2024a) has been developed as a promis-
ing solution. By incorporating distinct features
during the text generation process, LLM outputs
can be uniquely identified using specially designed
detectors.

As a developing technology, LLM watermark-
ing urgently requires consensus and support from
both within and outside the field. However, due to
the proliferation of watermarking algorithms, their
relatively complex mechanisms, the diversity of
evaluation perspectives and metrics, as well as the
intricate procedure of evaluation process, signifi-
cant efforts are required by both researchers and
the general public to easily experiment with, com-
prehend, and evaluate watermarking algorithms.

To bridge this gap, we introduce MARKLLM, an
open-source toolkit for LLM watermarking. Figure
1 overviews the architecture of MARKLLM. Our
main contributions are summarized as follows:

1) From a Functional Perspective:

#¢ Implementation framework: MARKLLM of-
fers a unified and extensible framework for
implementing LLM watermarking algorithms,
currently supporting nine specific algorithms
from two key families: KGW (Kirchenbauer
et al., 2023) and Christ (Christ et al., 2024)
family.
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Figure 1: Architecture overview of MARKLLM.

%= Unified top-calling interfaces: MARKLLM
provides consistent, user-friendly interfaces
for loading algorithms, producing water-
marked text generated by LLMs, conducting
detection processes, and gathering data neces-
sary for visualization.

Visualization solutions: Custom visualization
solutions are provided for both major water-
marking algorithm families, enabling users
to visualize the mechanisms of different al-
gorithms under various configurations with
real-world examples.

Ll Evaluation module: The toolkit includes 12
evaluation tools that address three critical per-
spectives: detectability, robustness, and im-
pact on text quality. It also features two types
of automated evaluation pipelines that support
user customization of datasets, models, evalu-
ation metrics and attacks, facilitating flexible
and comprehensive assessments.

2) From a Design Perspective: MARKLLM is
designed with a modular, loosely coupled architec-
ture, ensuring its scalability and flexibility. This
design choice facilitates the integration of new algo-
rithms, the addition of innovative visualization tech-
niques, and the extension of the evaluation toolkit
by future developers.

3) From an Experimental Perspective: Utiliz-
ing MARKLLM as a research tool, we perform
in-depth evaluations of the performances of the
nine included algorithms, offering substantial in-
sights and benchmarks that will be invaluable for
ongoing and future research in LLM watermarking.
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4) From an Ecosystem Perspective: MARKLLM
provides a comprehensive set of resources, includ-
ing an installable Python package (a GitHub repos-
itory and a pip package) with detailed installation
and usage instructions, and an online Jupyter note-
book demo hosted on Google Colab. Since its
initial release, MARKLLM has garnered signif-
icant attention from researchers and developers,
who have actively engaged with the project through
stars, forks, issues, and pull requests, fostering con-
tinuous development and improvement. Figure 2
depicts the evolution of the MARKLLM ecosystem
since its initial release. Due to the scope of this pa-
per, we focus on presenting the core functionalities
of MARKLLM, while acknowledging the broader
ecosystem and community contributions that have
emerged around the project.

2 Background

2.1 LLM Watermarking Algorithms

LLM watermarking methods can be classified into
the KGW Family and the Christ Family. The KGW
Family modifies logits to generate watermarked
output, while the Christ Family alters the sampling
process.

The KGW method (Kirchenbauer et al., 2023)
partitions the vocabulary into green and red lists,
adding bias to green list tokens during generation.
A statistical metric based on the green word pro-
portion is used for detection. Various modifica-
tions have been proposed to improve text qual-
ity (Hu et al., 2024; Wu et al., 2023; Takezawa
et al., 2023), information capacity (Wang et al.,
2024; Yoo et al., 2024; Fernandez et al., 2023), ro-
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Figure 2: Timeline of the MarkLLLM ecosystem since its initial release.

bustness (Zhao et al., 2024; Liu et al., 2024c; Ren
et al., 2024; He et al., 2024; Zhang et al., 2024),
adapt to low-entropy scenarios (Lee et al., 2024;
Lu et al., 2024), and enable public detection (Liu
et al., 2024b; Fairoze et al., 2023).

Christ et al. (2024) used pseudo-random num-
bers to guide sampling in a binary LLM. Aaronson
and Kirchner (2022) developed an algorithm for
real-world LLMs using EXP-sampling, where a
pseudo-random sequence is generated based on
previous tokens to select the next token. Water-
mark detection measures the correlation between
the text and the sequence. Kuditipudi et al. (2024)
suggested using edit distance for robust detection.

2.2 Evaluation Perspectives

Evaluating watermarking algorithms involves mul-
tiple dimensions (Liu et al., 2024d):

1) Watermark Detectability: The ability to dis-
cern watermarked text from natural content.

2) Robustness Against Tampering Attacks: The
watermark should withstand minor modifications
and remain detectable.

3) Impact on Text Quality: Watermarking may
affect the quality of generated text. This impact
can be measured by perplexity, diversity, and per-
formance in downstream tasks.

3 MARKLLM

3.1 Unified Implementation Framework

Many watermarking algorithms have been pro-
posed, but their implementations lack standardiza-
tion, leading to several issues:

1) Lack of Standardization in Class Design: In-
sufficiently standardized class designs make opti-
mizing or extending existing methods difficult.

2) Lack of Uniformity in Top-Level Calling In-
terfaces: Inconsistent interfaces make batch pro-

63

cessing and replicating different algorithms cum-
bersome and labor-intensive.

3) Code Standard Issues: Modifying settings
across multiple code segments, lack of consistent
documentation, hard-coded values, and inconsis-
tent error handling complicate customization, ef-
fective use, adaptability, and debugging efforts.

Our toolkit offers a unified implementation
framework that enables convenient invocation of
various state-of-the-art algorithms under flexible
configurations. Figure 3 demonstrates the design
of this framework.
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Figure 3: Unified implementation framework of LLM
watermarking algorithms.

AutoWatermark. This class is responsible for
algorithm allocation. Its .load() method locates
the corresponding algorithm class using algo-
rithm_name and accesses its conﬁguration1 for ini-
tialization via config_path.

Watermark. Each watermarking algorithm has its
own class, collectively referred to as the Watermark
class. This class includes three data members: con-
fig, utils, and logits_processor (only for algorithms
in the KGW Family). config holds algorithm pa-
rameters, while utils comprises helper functions
and variables. For algorithms within the KGW

"For each watermarking algorithm, all user-modifiable
parameters are consolidated into a dedicated configuration file,
facilitating easy modifications.



family, logits_processor is designed to manipulate
logits and is integrated into model. generate() for
processing during execution.

Top-level Interfaces. Each algorithm has four top-
level interfaces for generating watermarked text,
generating unwatermarked text, detecting water-
marks, and obtaining data for visualization (de-
tailed in Section 3.2). The framework’s distributive
design using an AutoWatermark class allows de-
velopers to easily add interfaces to any algorithm
class without impacting others.

3.2 Mechanism Visualization

To improve understanding of the mechanisms used
by different watermark algorithms, we have devel-
oped a visualization module that provides tailored
visualization solutions for the two algorithm fami-
lies.

3.2.1 Visualization Solutions

KGW Family. As detailed in Section 2.1, KGW
family algorithms manipulate LLM output logits
to prefer green tokens over red ones and employ
statistical methods for detection. Our visualization
technique clearly highlights red and green tokens
in the text, offering insights into the token-level
detection results.

Christ Family. Algorithms within Christ family in-
volves guiding each token selection using a pseudo-
random sequence and detect watermarks by calcu-
lating the correlation between the sequence and the
text. To visualize this mechanism, we use a color
gradient to represent the alignment value of each to-
ken and the pseudo-random sequence, where darker
shades indicate stronger alignment.

3.2.2 Architecture Design

This section offers a detailed description of the ar-
chitectural frameworks essential for the effective
implementation of the aforementioned visualiza-
tion strategies. Figure 4 demonstrates the imple-
mentation framework of mechanism visualization.

get_data_for_visualization: This interface, de-
fined for each algorithm, returns a Visualization-
Data object containing decoded_tokens and high-
light_value. For the KGW family, highlight_value
is one-hot, differentiating red and green tokens;
for the Christ family, it represents a continuous
correlation value.

Visualizer: It initializes with a VisualizationData
object and performs visualization via the .visual-
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ize() method, with subclasses overriding approach
to implement specific visualizations.

DiscreetVisualizer: Tailored for KGW family al-
gorithms, it uses red/green highlight values to color-
code text based on values.

ContinuousVisualizer: Tailored for Christ family
algorithms, it highlights tokens using a [0,1] color
scale based on their alignment with pseudo-random
numbers.

Flexible Visualization Settings: Our Visualizer
supports multiple configurable options for tailored
visualizations, including ColorScheme, FontSet-
tings, PageLayoutSettings, and LegendSetting, al-
lowing for extensive customization.

3.2.3 Visualization Result

KGW Family. The leftmost part of Figure 4 shows
that in the text with watermarks, there is a relatively
high proportion of green tokens. The z-score, a
statistical measure, is defined as:

|slg =T
Ty(1—7)

where |s|¢ is the number of green tokens, 7" is the
total number of tokens, and +y is the proportion of
the green token list in partitioning (0.5 in this case).
The z-score for ‘text with watermark’ is notably
higher than that for ‘text without watermark’. Set-
ting a reasonable z-score threshold can effectively
distinguish between the two.

Christ Family. As depicted in the rightmost part of
Figure 4, it is noticeable that tokens within text con-
taining watermarks generally exhibit darker hues
compared to those without, indicating a higher in-
fluence of the sequence during the generation pro-
cess on the former.

3.3 Automated Comprehensive Evaluation

Evaluating an LLM watermarking algorithm is
complex, as it involves considering multiple per-
spectives, such as watermark detectability, robust-
ness against tampering, and impact on text quality
(see Section 2.2). Each perspective may require dif-
ferent metrics, attack scenarios, and tasks. The eval-
uation process typically includes steps like model
and dataset selection, watermarked text generation,
post-processing, watermark detection, text tamper-
ing, and metric computation.

To simplify the evaluation process, MARKLLM
offers twelve user-friendly tools, including met-
ric calculators and attackers, covering the three
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Figure 4: Implementation framework of mechanism visualization.

Table 1: Evaluation Tools in MarkLLM.

Tools

FundamentalSuccessRateCalculator

Perspective

Detectabilit
Y DynamicThresholdSuccessRateCalculator

WordDeletion

SynonymSubstitution
Robustness ContextAwareSynonymSubstitution
GPTParaphraser

DipperParaphraser

PPLCaluclator
LogDiversityAnalyzer
BLEUCalculator
PassOrNotJudger
GPTDiscriminator

Text Quality

main evaluation perspectives. Additionally, MARK-
LLM provides two types of customizable auto-
mated demo pipelines, allowing for easy configura-
tion and use.

MARKLLM provides a comprehensive set of
tools for evaluating LLM watermarking algorithms,
as summarized in Table 1. These tools cover de-
tectability, including success rate calculators with
fixed and dynamic thresholds; robustness, featur-
ing word-level and document-level text tamper-
ing attacks using WordNet (Miller, 1995), BERT
(Devlin et al., 2018), OpenAl API, and the Dip-
per model (Krishna et al., 2023); and text qual-
ity, assessing fluency, variability, and performance
on downstream tasks using perplexity, diversity,
BLEU, pass-or-not judger, and GPT discriminator
with GPT-4 (OpenAl, 2023).

Evaluation Pipelines. MARKLLM provides
two evaluation pipelines: one for assessing water-
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Figure 5: The standardized process of evaluation
pipelines, the upper for watermark detection pipeline,
and the lower for text quality analysis pipeline.

mark detectability with and without attacks, and an-
other for analyzing the impact of these algorithms
on text quality.

The upper part of Figure 5 shows the standard-
ized process of watermark detection. We have im-
plemented two pipelines: WMDetect for water-
marked text detection and UWMDetect for unwa-
termarked text detection. The lower part of Figure
5 illustrates the unified process of text quality anal-
ysis. Pairs of watermarked and unwatermarked
texts are generated and fed into a designated text
quality analyzer to produce detailed analysis and
comparison results. We have implemented three
pipelines for different evaluation scenarios:

DirectQual. This pipeline directly compares the
characteristics of watermarked and unwatermarked
texts using metrics such as perplexity (PPL) and
log diversity.

RefQual. This pipeline evaluates text quality by
comparing both watermarked and unwatermarked
texts with a common reference text. It is ideal for
scenarios that require specific downstream tasks,
such as machine translation and code generation.

ExDisQual. This pipeline employs an exter-
nal judger, such as GPT-4 (OpenAl, 2023), to as-
sess the quality of both watermarked and unwa-
termarked texts based on user-provided task de-
scriptions. This method is valuable for advanced,



Al-based analysis of the subtle effects of water-
marking.

4 User Examples

The following code snippets demonstrate examples
of how to use MarkLLM in one’s project. For more
real cases, please see the demo video.

4.1 Watermarking Algorithm Invocation

| # Load algorithm

myWatermark AutoWatermark.load(’KGW’
, 'config/KGW. json’,
transformers_config)

1 # Generate watermarked text

4 watermarked_text myWatermark.
generate_watermarked_text (prompt)

# Detect watermark

detect_result myWatermark.
detect_watermark (watermarked_text)

4.2 Mechanism Visualization

| # Get data for visualization

watermarked_data myWatermark .
get_data_for_visualization(
watermarked_text)

i3 # Init visualizer

4 visualizer DiscreetVisualizer(
ColorSchemeForDiscreetVisualization
(), FontSettings(),
PagelLayoutSettings (),
DiscreetlLegendSettings())

# Visualize

watermarked_img visualizer.visualize
(watermarked_data)

4.3 Evaluation Pipelines Invocation

| # Dataset

1 my_dataset = C4Dataset(’dataset/c4/
processed_c4.json’)

3 # WMDetect

4 pipelinel =

WatermarkedTextDetectionPipeline(
my_dataset)

# UWMDetect

pipeline?2
UnWatermarkedTextDetectionPipeline(
dataset=my_dataset)

# Init calculator

{ calculator
DynamicThresholdSuccessRateCalculato
(labels=[’TPR’, "F1’], rule=’best’)

# Calculate success rate

print(calculator.calculate(pipelinel.
evaluate(my_watermark), pipeline2.
evaluate(my_watermark)))

S
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5 Experiment

Using MARKLLM as a research tool, we conduct
evaluations on nine watermarking algorithms, as-
sessing their detectability, robustness, and impact
on text quality. Our experiments demonstrate that
MARKLLM can reproduce the results of previous
experiments with low cost through simple scripts.
For details on the experimental setup and the ob-
tained results, please refer to Appendix A.

6 Conclusion

MARKLLM is a comprehensive open-source
toolkit for LLM watermarking. It allows users to
easily try various state-of-the-art algorithms with
flexible configurations to watermark their own text
and conduct detection, and provides clear visual-
izations to gain insights into the underlying mecha-
nisms. The inclusion of convenient evaluation tools
and customizable evaluation pipelines enables auto-
matic and thorough assessments from various per-
spectives. As LLM watermarking evolves, MARK-
LLM aims to be a collaborative platform that grows
with the research community. By providing a solid
foundation and inviting contributions, we aim to
foster a vibrant ecosystem where researchers and
developers can work together to advance the state-
of-the-art in LLM watermarking technology.

Limitations

MarkLLL.M is a comprehensive toolkit for imple-
menting, visualizing, and evaluating LLM water-
marking algorithms. However, it currently only in-
tegrates a subset of existing methods and does not
yet support some recent approaches that directly
embed watermarks into model parameters during
training (Xu et al., 2024; Gu et al., 2024). We an-
ticipate future contributions to expand MarkLLM’s
coverage and enhance its versatility.

In terms of visualization, we have provided one
tailored solution for each of the two main water-
marking algorithm families. While these solutions
offer valuable insights, there is room for more cre-
ative and diverse visualization designs.

Regarding evaluation, we have covered aspects
such as detectability, robustness, and text quality
impact. However, our current toolkit may not en-
compass all possible scenarios, such as spoofing
attack and CWRA (He et al., 2024).

We acknowledge that MARKLLM has room for
improvement. We warmly welcome developers and
researchers to contribute their code and insights to


https://www.youtube.com/watch?v=QN3BhNvw14E

help build a more comprehensive ecosystem for
LLM watermarking. Through collaborative efforts,
we can further advance this technology and unlock
its full potential.
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A Experiment Details

A.1 Experiment Settings

5

Dateset and Prompt. For general-purpose text
generation scenarios, we utilize the C4 dataset (Raf-
fel et al., 2020). Specifically, the first 30 tokens
of texts serve as prompts for generating the subse-
quent 200 tokens, with the original C4 texts acting
as non-watermarked examples. For specific down-
stream tasks, we employ the WMT16 (Bojar et al., |
2016) German-English dataset for machine transla- :
tion, and HumanEval (Chen et al., 2021) for code

generation.

Language Model. For general-purpose text gen-
eration scenarios, we utilize Llama-7b (Touvron
et al., 2023) as language model. For specific down-
stream tasks, we utilize NLLB-200-distilled-600M
(Costa-jussa et al., 2022) for machine translation
and Starcoder (Li et al., 2023) for code generation.

Metrics and Attacks. Dynamic threshold adjust-
ment is employed to evaluate watermark detectabil-
ity, with three settings provided: under a target
FPR of 10%, under a target FPR of 1%, and under
conditions for optimal F1 score performance. To
assess robustness, we utilize all text tampering at-
tacks listed in Table 1. For evaluating the impact on
text quality, our metrics include PPL, log diversity,
BLEU (for machine translation), pass@1 (for code
generation), and assessments using GPT-4 Judge
(Tu et al., 2024).

A.2 Results and Analysis

The results? in Table 2, Table 3, and Table 4 demon-
strate that by using the implementations of different
algorithms and the evaluation pipelines provided in
MARKLLM, researchers can effectively reproduce
the experimental results from previous watermark-
ing papers. These experiments can be conducted by
running simple scripts which are accessible within
the Github repository under the directory evalu-
ation/examples/. The execution command can be
found in Listing 1, Listing 2 and Listing 3, show-
casing MARKLLM'’s capability for easy evaluation
of watermark algorithms in various scenarios.

2(1) The evaluation results for UPV are only shown in
the “best" column because its watermark detection uses di-
rect binary classification without thresholds. (2) Current im-
plementations of Christ family algorithms are designed for
decoder-only LLMs. As machine translation mainly uses
encoder-decoder models, we did not report the text quality
produced by EXP and EXP-edit in machine translation.
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python evaluation/examples/assess_detectability.py
--algorithm KGW --labels TPR F1 --rules
target_fpr --target_fpr 0.01

python evaluation/examples/assess_detectability.py
--algorithm KGW --labels TPR TNR FPR FNR P R
F1 ACC --rules best

Listing 1:
detectability.

Execution command for assessing

python evaluation/examples/assess_robustness.py
--algorithm KGW --attack 'Word-D'

python evaluation/examples/assess_robustness.py
--algorithm Unigram --attack 'Doc-P(GPT-3.5)"

Listing 2: Execution command for assessing robustness.

python evaluation/examples/assess_quality.py
--algorithm KGW --metric PPL

python evaluation/examples/assess_quality.py
--algorithm SIR --metric 'Log Diversity'

Listing 3: Execution command for assessing text
quality.

B Comparison with Competitors

As LLM watermarking technology advances,
frameworks dedicated to this field have emerged.
WaterBench (Tu et al., 2024) and Mark My Words
(Piet et al., 2023) are two prominent examples. Wa-
terBench focuses on assessing the impact of KGW
(Kirchenbauer et al., 2023), Unigram (Zhao et al.,
2024), and KGW-v2 (Kirchenbauer et al., 2024) on
text quality, while Mark My Words evaluates the
performance of KGW, EXP (Aaronson and Kirch-
ner, 2022), Christ (Christ et al., 2024), and EXP-
Edit (Kuditipudi et al., 2024) across text quality,
robustness against tampering, and number of to-
kens needed for detection.

While these frameworks primarily focus on
benchmark construction, similar to the evaluation
module in MARKLLM, MARKLLM distinguishes
itself as the first comprehensive multi-functional
toolkit. It offers easy-to-use evaluation tools and
automated pipelines that cover the aforementioned
assessment perspectives, and also provides a uni-
fied implementation framework for watermarking
algorithms and visualization tools for their under-
lying mechanisms. This enhances its utility and
versatility. The integration of these functionalities
makes MARKLLM a more accessible resource, en-
abling convenient usage, understanding, evaluation,
and selection of diverse watermarking algorithms
by researchers and the broader community. This
plays a crucial role in fostering consensus both
within and beyond the field.




Table 2: The evaluation results of assessing the detectability of nine algorithms supported in MarkLLM. 200
watermarked texts are generated, while 200 non-watermarked texts serve as negative examples. We furnish TPR and
F1-score under dynamic threshold adjustments for 10% and 1% FPR, alongside TPR, TNR, FPR, FNR, P, R, F1,
ACC at optimal performance.

10%FPR 1%FPR Best
TPR F1 TPR Fl1 TPR TNR FPR FNR P R F1 ACC

KGW 1.000 0.952 | 1.000 0.995 | 1.000 1.000 0.000 0.000 1.000 1.000 1.000 1.000
Unigram  1.000 0.957 | 1.000 0.995 | 1.000 1.000 0.000 0.000 1.000 1.000 1.000 1.000
SWEET  1.000 0.952 | 1.000 0.995 | 1.000 1.000 0.000 0.000 1.000 1.000 1.000 1.000

Method

UPVv X X X X 1.000 0.990 0.010 0.000 0.990 1.000 0.995 0.995
EWD 1.000 0.952 | 1.000 0.995 | 0.995 1.000 0.000 0.005 1.000 0.995 0.997 0.998
SIR 0.995 0.950 | 0.990 0.990 | 0.990 0.995 0.005 0.010 0.995 0.990 0.992 0.993
X-SIR 0.995 0.950 | 0.940 0.964 | 0.970 0.970 0.030 0.030 0.970 0.970 0.970 0.970
EXP 1.000 0.952 | 1.000 0.995 | 1.000 1.000 0.000 0.000 1.000 1.000 1.000 1.000

EXP-Edit 1.000 0.952 | 0.995 0.990 | 0.995 0.985 0.015 0.005 0.985 0.995 0.990 0.990

Table 3: The evaluation results of assessing the robustness of nine algorithms supported in MarkLLM. For each
attack, 200 watermarked texts are generated and subsequently tampered, with an additional 200 non-watermarked
texts serving as negative examples. We report the TPR and F1-score at optimal performance under each circumstance.

No Attack Word-D Word-S Word-S (Context) Doc-P (GPT-3.5) Doc-P (Dipper)
TPR F1 TPR F1 TPR Fl TPR F1 \ TPR F1 \ TPR F1

KGW 1.000 1.000 | 0.980 0.985 | 0.920 0.915 | 0.965 0.958 0.835 0.803 | 0.860 0.785
Unigram  1.000 1.000 | 1.000 1.000 | 0.990 0.990 | 0.990 0.990 0901 0932 | 0.875 0.908
SWEET  1.000 1.000 | 0.970 0.975 | 0.935 0.903 | 0.985 0.980 0.845 0.813 | 0.830 0.779

Method

UPV 1.000 0.995 | 0.970 0.980 | 0.885 0.896 | 0.985 0.961 0.830 0.827 | 0.862 0.864
EWD 0.995 0.997 | 0.980 0.982 | 0.930 0.921 | 0.950 0.955 0852 0.825 | 0.845 0.784
SIR 0.990 0.992 | 0.950 0.970 | 0.945 0.940 | 0.960 0.948 0.891 0923 | 0.894 0.902
X-SIR 0970 0.970 | 0.940 0.957 | 0.910 0.908 | 0.895 0.925 0.875 0.891 | 0.835 0.869
EXP 1.000 1.000 | 0.975 0.980 | 0.945 0.950 | 0.980 0.985 0763  0.772 | 0.740  0.793

EXP-Edit 0.995 0.990 | 0.995 0.993 | 0.983 0.972 | 0.990 0.985 0.872  0.886 | 0.845 0.861

Table 4: The evaluation results of assessing the text quality impact of the nine algorithms supported in MarkLLM.
We compared 200 watermarked texts with 200 non-watermarked texts. However, due to dataset constraints, only
100 watermarked texts were compared with 100 non-watermarked texts for code generation.

Direct Analysis Referenced Analysis External Discriminator
Method . . . . Machine Translation ~ Code Generation Machine Translation
PPL(Ori.=8.243)  Log Diversity(Ori=8.517) | 5} 11011 =31.807) pass@1(Ori.= 43.0) | GPT-4 Judge (Wat. Win Rate)

KGW 13.551 1 7.989 | 28.242 | 340 0.31

Unigram 13.723 1 7.242 ] 26.075 ) 3201 0.33

SWEET 13.747 1 8.086 | 28.242 | 37.0 | 0.31

UPV 10.574 7.698 | 28.270 ) 37.0 | 0.31

EWD 13.402 1 8.220 ) 28.242 | 340 0.30

SIR 13918 1 7.990 | 28.830 | 37.0 | 0.31

X-SIR 12.885 1 7.930 ) 28.161 ) 36.01 0.33

EXP 19.597 1 8.187 ] X 20.0 ) X

EXP-Edit 21.591 1 9.046 1 X 14.0 | X
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Abstract

Multi-agent systems, where multiple agents
(generative Al models + tools) collaborate, are
emerging as an effective pattern for solving
long-running, complex tasks in numerous do-
mains. However, specifying their parameters
(such as models, tools, and orchestration mech-
anisms etc,.) and debugging them remains chal-
lenging for most developers. To address this
challenge, we present AUTOGEN STUDIO, a
no-code developer tool for rapidly prototyping,
debugging, and evaluating multi-agent work-
flows built upon the AUTOGEN framework.
AUTOGEN STUDIO offers a web interface and
a Python API for representing LLM-enabled
agents using a declarative (JSON-based) speci-
fication. It provides an intuitive drag-and-drop
UI for agent workflow specification, interactive
evaluation and debugging of workflows, and
a gallery of reusable agent components. We
highlight four design principles for no-code
multi-agent developer tools and contribute an
open-source implementation.

1 Introduction

When combined with the ability to act (e.g., using
tools), Generative Al models function as agents, en-
abling complex problem-solving capabilities. Im-
portantly, recent research has shown that transi-
tioning from prescribed (fixed) agent pipelines to a
multi-agent setup with autonomous capabilities can
result in desirable behaviors such as improved fac-
tuality and reasoning (Du et al., 2023), as well as
divergent thinking (Liang et al., 2023). These obser-
vations have driven the development of application
frameworks such as AutoGen (Wu et al., 2023),
CAMEL (Li et al., 2024), and TaskWeaver (Qiao
et al., 2023), which simplify the process of crafting
multi-agent applications expressed as Python code.
However, while multi-agent applications advance

1https ://github.com/microsoft/autogen/tree/
autogenstudio/samples/apps/autogen-studio
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Agent A Agent B
[ initiator | B Book generation group chat manager
Plan and generate book content including text and images.
B Userproxy

Represent user, execute co.

Code executor \

[ Web search

B Image Agent

Generate images

) Content Agent

Generate content for each.

© GPT 4 Turbo

B GPT 4 Turbo

Image generator

R
w

B QA Agent

Verify the content meet par.

Drag to add a model

Drag to add a skill

Figure 1: AUTOGEN STUDIO provides a drag-n-drop
UI where models, skills/tools, memory components can
be defined, attached to agents and agents attached to
workflows.

our capacity to solve complex problems, they also
introduce new challenges. For example, developers
must now configure a large number of parameters
for these systems including defining agents (e.g.,
the model to use, prompts, tools or skills available
to the agent, number of action steps an agent can
take, task termination conditions etc.), communica-
tion and orchestration mechanisms - i.e., the order
or sequence in which agents act as they collabo-
rate on a task. Additionally, developers need to
debug and make sense of complex agent interac-
tions to extract signals for system improvement.
All of these factors can create significant barriers
to entry and make the multi-agent design process
tedious and error-prone. To address these chal-
lenges, we have developed AUTOGEN STUDIO, a
tool for rapidly prototyping, debugging, and evalu-
ating MULTI-AGENT workflows. Our contributions
are highlighted as follows:

* AUTOGEN STUDIO - a developer-focused tool
(UI and backend Web and Python API) for
declaratively specifying and debugging (human-
in-the-loop and non-interactive) MULTI-AGENT
workflows. AUTOGEN STUDIO provides a novel
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drag-and-drop experience (Figure 1) for rapidly
authoring complex MULTI-AGENT agent work-
flows, tools for profiling/debugging agent ses-
sions, and a gallery of reusable/shareable MULTI-
AGENT components.

We introduce profiling capabilities with visual-
izations of messages/actions by agents and met-
rics (costs, tool invocations, and tool output sta-
tus) for debugging MULTI-AGENT workflows.

Based on our experience building and supporting
AUTOGEN STUDIO as an open-source tool with
a significant user base (over 200K downloads
within a 5-month period), we outline emerg-
ing design patterns for MULTI-AGENT developer
tooling and future research directions.

To the best of our knowledge, AUTOGEN STU-
DIO is the first open-source project to explore a
no-code interface for autonomous MULTI-AGENT
application development, providing a suitable plat-
form for research and practice in MULTI-AGENT
developer tooling.

2 Related Work

2.1 Agents ( LLMs + Tools)

Generative Al models face limitations, including
hallucination — generating content not grounded
in fact — and limited performance on reasoning
tasks or novel out-of-distribution problems. To
address these issues, practice has shifted towards
agentic implementations where models are given
access to tools to act and augment their perfor-
mance (Mialon et al., 2023). Agentic implemen-
tations, such as React (Yao et al., 2022), explore
a Reason and Act paradigm that uses LLMs to
generate both reasoning traces and task-specific
actions in an interleaved manner. As part of this
process, developers have explored frameworks that
build prescriptive pipelines interleaving models and
tools (e.g., LIDA (Dibia, 2023), LangChain (Chase,
2022)). However, as tasks become more complex,
requiring lengthy context and the ability to inde-
pendently adapt to dynamic problem spaces, pre-
defined pipelines demonstrate limited performance
(Liu et al., 2024). This limitation has led to the
exploration of more flexible and adaptive agent
architectures.

2.2 MULTI-AGENT Frameworks

Several frameworks have been proposed to provide
abstractions for creating such applications. Au-

73

toGen (Wu et al., 2023) is an open-source exten-
sible framework that allows developers to build
large MULTI-AGENT applications. CAMEL (Li
et al., 2024) is designed to facilitate autonomous
cooperation among communicative agents through
role-playing, using inception prompting to guide
chat agents toward task completion while align-
ing with human intentions. OS-Copilot (Wu et al.,
2024) introduces a framework for building general-
ist agents capable of interfacing with comprehen-
sive elements in an operating system, including the
web, code terminals, files, multimedia, and various
third-party applications. It explores the use of a
dedicated planner module, a configurator, and an
executor, as well as the concept of tools ( Python
functions or calls to API endpoints) or skills (tools
that can be learned and reused on the fly).

Multi-Agent Core Concepts
. Model: Generative Al model used to
drive core agent behaviors.

Skills/Tools: Code or APIs used to ad-
dress specific tasks.

. Memory: Short term (e.g., lists) or long
term (vector databases) used for to save
and recall information.

Agent: A configuration that ties together
the model, skills, memory components
and behaviors.

Workflow: A configuration of a set of
agents and how they interact to address
tasks (e.g., order or sequence in which
agents act, task planning, termination
conditions etc.).

Collectively, these tools support a set of core
capabilities - definition of agent parameters - such
as generative Al models, skills / tools or memory,
and agent workflows - specifications of how these
agents can collaborate. However, most of these
frameworks primarily support a code-first represen-
tation of agent workflows, which presents a high
barrier to entry and rapid prototyping. They also
do not provide tools or metrics for agent debugging
and evaluation. Additionally, they lack structured
reusable templates to bootstrap or accelerate the
agent workflow creation process. AUTOGEN STU-
DIO addresses these limitations by providing a vi-
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sual interface to declaratively define and visualize
agent workflows, test and evaluate these workflows,
and offer templates for common MULTI-AGENT
tasks to streamline development. While this work
is built on the AUTOGEN open source library (Wu
et al., 2023) and inherits the core abstractions for
representing agents, the proposed design patterns
on no-code developer tools are intended to apply
to all MULTI-AGENT frameworks.

3 Design Goals

AUTOGEN STUDIO is designed to enhance the
MULTI-AGENT developer experience by focusing
on three core objectives:

Rapid Prototyping: Provide a playground where
developers can quickly specify agent configura-
tions and compose these agents into effective multi-
agent workflows.

Developer Tooling: Offer tools designed to help
developers understand and debug agent behaviors,
facilitating the improvement of multi-agent sys-
tems.

Reusable Templates: Present a gallery of reusable,
shareable templates to bootstrap agent workflow
creation. This approach aims to establish shared
standards and best practices for MULTI-AGENT sys-
tem development, promoting wider adoption and
implementation of MULTI-AGENT solutions.

4 System Design

AUTOGEN STUDIO is implemented across two
high-level components: a frontend user interface
(UI) and a backend API (web, python and com-
mand line). It can be installed via the PyPI package
manager (listing 1).

pip install autogenstudio
autogenstudio ui --port 8081

listing 1: AUTOGEN STUDIO can be installed from
PyPI (pip) and the UI launched from the command line.

4.1 User Interface

The frontend web interface in AUTOGEN STU-
DIO is built using React and implements three
main views that support several key functionalities.
The build view enables users to author (define-and-
compose) multi-agent workflows. The playground
view allows for interactive task execution and work-
flow debugging, with options to export and deploy.
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The gallery view facilitates the reuse and sharing
of agent artifact templates.

4.1.1 Building Workflows

The build view in the Ul (see Figure 1) offers a
define-and-compose experience, allowing develop-
ers to declaratively define low-level components
and iteratively compose them into a workflow. For
instance, users can define configurations for mod-
els, skills/tools (represented as Python functions
addressing specific tasks), or memory stores (e.g.,
documents organized in a vector database). Each
entity is saved in a database for use across inter-
face interactions. Subsequently, they can define
an agent, attaching models, skills, and memory to
it. Several agent default templates are provided
following AUTOGEN abstractions - a UserProxy
agent (has a code execution tool by default), an
AssistantAgent (has a generative Al model default),
and a GroupChat agent (an abstraction container
for defining a list of agents, and how they interact).
Finally, workflows can be defined, with existing
agents attached to these workflows. The default
workflow patterns supported are autonomous chat
(agents exchange messages and actions across con-
versation turns until a termination condition is met)
and sequential chat (a sequence of agents defined,
each agent processes its input in order and passes
on a summary of their output to the next agent).
The workflow composition process is further en-
hanced by supporting a drag-and-drop interaction
e.g., skills/models can be dragged to agents and
agents into workflows.

4.1.2 Testing and Debugging Workflows

Workflows can be tested in-situ in the build view,
or more systematically explored within the play-
ground view. The playground view allows users
create sessions, attach workflows to the session,
and run tasks (single shot or multi-turn). Sessions
can be shared (to illustrate workflow performance)
and multiple sessions can be compared. AUTOGEN
STUDIO provides two features to support debug-
ging. First, it provides an observe view where as
tasks progress, messages and actions performed by
agents are streamed to the interface, and all gen-
erated artifacts are displayed (e.g., files such as
images, code, documents etc). Second a post-hoc
profiler view is provided where a set of metrics are
visualized for each task addressed by a workflow -
total number of messages exchanged, costs (gener-
ative Al model tokens consumed and dollar costs),
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Figure 2: AUTOGEN STUDIO provides a backend api (web, python, cli) and a UI which implements a playground
(shown), build and gallery view. In the playground view, users can run tasks in a session based on a workflow. Users
can also observe actions taken by agents, reviewing agent messages and metrics based on a profiler module.

how often agents use tools and the status of tool
use (success or failure), for each agent.

4.1.3 Deploying Workflows

AUTOGEN STUDIO enables users to export work-
flows as a JSON configuration file. An exported
workflow can be seamlessly integrated into any
Python application (listing 2), executed as an API
endpoint using the AUTOGEN STUDIO command
line interface (figure 2a), or wrapped in a Docker
container for large-scale deployment on various
platforms (Azure, GCP, Amazon, etc.).

7

from autogenstudio
WorkflowManager

WorkflowManager ("workflow.
json")

wm.run(message="What is the
height of the Eiffel Tower")

import

wm

listing 2: Workflows can be imported in python apps.

4.1.4 Template Gallery

The UI also features a gallery view - a repository
of components (skills, models, agents, workflows)
that users can import, extend, and reuse in their own
workflows. Since each component specification is
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declarative (JSON), users can also easily export,
version and reshare them.

4.2 Backend API - Web, Python, and
Command Line

The backend API comprises three main compo-
nents: a web API, a Python API, and a command-
line interface. The web API consists of REST
endpoints built using the FastAPI library?, sup-
porting HTTP GET, POST, and DELETE methods.
These endpoints interact with several key classes:
A DBM anager performs CRUD (Create, Read,
Update, Delete) operations on various entities such
as skills, models, agents, memory, workflows, and
sessions. The Work flow M anager class handles
the ingestion of declarative agent workflows, con-
verts them into AUTOGEN agent objects, and exe-
cutes tasks (see listing 2). A Profiler class parses
agent messages to compute metrics. When a user
initiates a task within a session, the system retrieves
the session history, instantiates agents based on
their serialized representations from the database,
executes the task, streams intermediate messages to
the UI via websocket, and returns the final results.
AUTOGEN STUDIO also provides a command-line
interface with utilities for launching the bundled UI
and running exported workflows as API endpoints.

2FastAPI: https://fastapi.tiangolo.com/



5 Usage and Evaluation

In this project, we have adopted an in-situ, iterative
evaluation approach. Since its release on GitHub
(5 months), the AUTOGEN STUDIO package has
been installed over 200K times and has been itera-
tively improved based on feedback from usage (>
135 GitHub issues). Issues highlighted several user
pain points that were subsequently addressed in-
cluding: (a) challenges in defining, persisting, and
reusing components, resolved by implementing a
database layer; (b) difficulties in authoring compo-
nents, resolved by supporting automated tool gener-
ation from descriptions and integrating an IDE for
editing tools; (c) frustrations caused by components
failing during end-to-end tests, addressed by incor-
porating a test button for components (e.g.,models)
and workflows in the build view. Figure 3 displays
a plot of all AUTOGEN STUDIO issues. Each point
represents an issue, based on an embedding of its
text (title + body) using OpenAl’s text-embedding-
3-large model. The embeddings were reduced to
two dimensions using UMAP, clustered with K-
Means (k = 8), and cluster labels generated using
GPT-4 (grounded on 10 samples from its centroid).
Finally, in Appendix A, we demonstrate how AU-
TOGEN STUDIO can effectively be used to support
an engineer persona in rapidly prototyping, testing,
and iteratively debugging a MULTI-AGENT work-
flow, and deploying it as an API endpoint to address
a concrete task (generating books).

6 Emerging Design Patterns and
Research Directions

In the following section, we outline some of the
high-level emerging patterns which we hope can
help inform the design of no-code interfaces for
building next-generation multi-agent applications.

6.1 Define-and-Compose Workflows

Allow users to author workflows by
defining components and composing
them (via drag-and-drop actions) into
multi-agent workflows.

A multi-agent system can have a wide array of
parameters to configure. We have found that select-
ing the right visual presentation of the workflow to
helping users understand what parameters to config-
ure (discovery), and how to configure them. Specif-
ically, we have found that a define-and-compose
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Figure 3: Plot of GitHub issues (n = 8 clusters) from
the AUTOGEN STUDIO repo. User feedback ranged
from support with workflow authoring tools (e.g., the
ability configure and test models) to general installation.

workflow, where entities are first defined and per-
sisted independently, and then composed ultimately
into multi-agent workflows, provides a good de-
veloper experience. This includes providing tools
to support authoring entities e.g., the ability de-
fine and test models, an IDE for generating/editing
tools (code), and a a canvas-based visual layout
of workflows with drag-and-drop interaction for
associating entities in the workflow.

6.2 Debugging and Sensemaking Tools

Provide robust tools to help users debug,
interpret, and rationalize the behavior and
outputs of multi-agent systems.

Multi-agent workflows can be brittle and fail for
multiple reasons, ranging from improperly config-
ured models to poor instructions for agents, im-
proper tool configuration for agents or termination
conditions. A critical request has been for tools
to help users debug and make sense of agent re-
sponses.

6.3 Export and Deployment

Enable seamless export and deployment
of multi-agent workflows to various plat-
forms and environments.

‘While a no-code tool like AUTOGEN STUDIO


https://www.pepy.tech/projects/autogenstudio
https://github.com/microsoft/autogen/issues?q=is%3Aissue+label%3Astudio
https://platform.openai.com/docs/guides/embeddings
https://platform.openai.com/docs/guides/embeddings

enables rapid iteration and demonstration of work-
flows, the natural progression for most use cases
is that developers want to replicate the same out-
comes but integrated as parts of their core appli-
cations. This stage requires seamless export and
deployment of multi-agent workflows to various
platforms and environments.

6.4 Collaboration and Sharing

Facilitate user collaboration on multi-
agent workflow development and allow
easy sharing of creations within the com-
munity.

Collaboration and sharing are key to accelerat-
ing innovation and improving multi-agent systems.
By enabling users to collaborate on workflow de-
velopment, share their creations, and build upon
each other’s work, a more dynamic and innova-
tive development environment can be cultivated.
Tools and features that support real-time collab-
oration, version control, and seamless sharing of
workflows and components are essential to foster
a community-driven approach. Additionally, offer-
ing a repository or gallery where users can publish
and share their workflows, skills, and agents pro-
motes communal learning and innovation.

7 Future Research Directions

While we have explored early implementations
of the design requirements mentioned above, our
efforts in building AUTOGEN STUDIO have also
identified two important future research areas and
associated research questions.

* Offline Evaluation Tools: This encompasses
questions such as how can we measure the per-
formance, reliability, and reusability of agents
across tasks? How can we better understand
their strengths and limitations? How can we ex-
plore alternative scenarios and outcomes? And
how can we compare different agent architec-
tures and collaboration protocols?

Understanding and quantifying the impact
of multi-agent system design decisions: These
questions include determining the optimal num-
ber and composition of agents for a given prob-
lem, the best way to distribute responsibilities
and coordinate actions among agents, and the
trade-offs between centralized and decentralized
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control or between homogeneous and heteroge-
neous agents.

Optimizing of multi-agent systems: Research
directions here include the dynamic generation
of agents based on task requirements and avail-
able resources, tuning workflow configurations
to achieve the best performance, and adapting
agent teams to changing environments and user
preferences. Furthermore, how can we leverage
human oversight and feedback to improve agent
reliability, task performance and safety?

8 Conclusion

This paper introduced AUTOGEN STUDIO, a no-
code developer tool for rapidly prototyping, debug-
ging, and evaluating multi-agent workflows. Key
features include a drag-and-drop interface for agent
workflow composition, interactive debugging capa-
bilities, and a gallery of reusable agent components.
Through widespread adoption, we identified emerg-
ing design patterns for multi-agent developer tool-
ing - a define and compose approach to authoring
workflows, debugging tools to make sense of agent
behaviors, tools to enable deployment and collabo-
rative sharing features. AUTOGEN STUDIO lowers
the barrier to entry for multi-agent application de-
velopment, potentially accelerating innovation in
the field. Finally we outline future research direc-
tions including developing offline evaluation tools,
ablation studies to quantify the impact of MULTI-
AGENT systems design decisions and methods for
optimizing multi-agent systems.

9 Ethics Statement

AUTOGEN STUDIO is designed to provide a no-
code environment for rapidly prototyping and test-
ing multi-agent workflows. Our goal is to responsi-
bly advance research and practice in solving prob-
lems with multiple agents and to develop tools that
contribute to human well-being. Along with AU-
TOGEN, AUTOGEN STUDIO is committed to im-
plementing features that promote safe and reliable
outcomes. For example, AUTOGEN STUDIO of-
fers profiling tools to make sense of agent actions
and safeguards, such as support for Docker envi-
ronments for code execution. This feature helps
ensure that agents operate within controlled and se-
cure environments, reducing the risk of unintended
or harmful actions. For more information on our
approach to responsible Al in AutoGen, please re-
fer to transparency FAQS here. Finally, AUTOGEN
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STUDIO is not production ready i.e., it does not
focus on implementing authentication and other
security measures that are required for production
ready deployments.
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A Jack the Software Engineer Persona
Use Case

Jack is a junior software engineer who has recently
joined SoftwareCon. As part of his tasks, he is
required to create an application that can generate a
variety of short books. The initial version should fo-
cus on generating children’s books (age 5 -8 years
old) based on a given query (e.g., create a book for
kids on how the sun works) with the expectation
of being generalized to support other generic tasks.
Jack has heard about a MULTI-AGENT approach to
building systems that can address a variety of tasks
through autonomous collaboration between agents.
To explore this approach, he begins by perusing
the AUTOGEN STUDIO documentation, installs it,
launches the UI, and performs the following steps:

A.1 Step 1: Define and Compose a Workflow

Jack starts with the Build view, where he reviews
the default skills that come with AUTOGEN STU-
DIO. He sees that there are two relevant skills
generate_pdfs and generate_images. He veri-
fies that he has the appropriate API keys for the
generate_tmage skill. Next, he creates a GPT3.5
model and adds an API key.

Following best practices, Jack knows that the
basic agent team with AUTOGEN consists of a
UserProxyAgent that can execute code and an As-
sistantAgent that can solve tasks as well as write
code or call available tools/skills. He creates both
of these agents; for his AssistantAgent, he ensures
that he attaches the GPT4 model he created previ-
ously and also attaches both skills. Jack moves on
to the workflow tab and creates a new autonomous
chat workflow where he specifies the UserProxyA-
gent as the initiator and his AssistantAgent as the
receiver.

A.2  Step 2: Test and Iterate

Within the workflow tab, Jack tests the workflow
immediately and quickly observes a few issues. Us-
ing the profiler tool and visualization of messages
exchanged by the agents, he notices that there seem
to be quality issues with the content of the book -
namely, the AssistantAgent seems to generate very
short messages and hence the book pages contains
only 2 sentences per page whereas the requirements
state that the kids are slightly older and can read
much longer text.

To remedy these issues, Jack takes two actions.
First, he attempts to extend the base instructions
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of his AssistantAgent, but still doesn’t get pages
with more than 3 sentences across interactive tests.
He recalls that using more agents can help sep-
arate focus and improve task performance. He
then switches to creating 4 agents: a UserProxy,
a ContentAssistant with detailed instructions on
generating the content for each page, a QualityAs-
suranceAssistant to verify the pages meet parame-
ters, and an ImageGeneratorAssistant focused on
generating images for the book. He then creates a
GroupChat agent and adds his list of agents to it.
Next, he creates a new workflow where the receiver
is the GroupChat agent and tests the application
across a few tries. Jack is satisfied with the results
as full-page stories are now generated correctly.
In addition, Jack is concerned about costs but can
easily use the observe message button to explore
duration, tokens used by agents, tool/skill use and
LLM dollar costs for each task run.

A.3 Step 3: Export and Share

At this point, Jack has two final tasks: he wants to
share his work with colleagues for feedback and
then provide an API they can prototype with. AU-
TOGEN STUDIO makes sharing easy; First, Jack
can simply export and share a link to successful ses-
sions. Second, he can also download his workflow
and share it with colleagues, saving it in a version
control system like Git. Third, he can spin up an
API endpoint where the agents can respond to task
requests using cli commands ‘autogenstudio serve
—port 8000°. He can also spin up a docker container
using the AUTOGEN STUDIO serve command and
scale it on any platform of his choice (Azure, AWS,
GCP, Hugging Face).
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Abstract

Recent large language models (LLMs) have en-
abled the development of advanced agentic sys-
tems that can integrate various tools and APIs
to fulfill user queries through function calling.
However, the deployment of these LLMs on the
edge has not been explored since they typically
require cloud-based infrastructure due to their
substantial model size and computational de-
mands. To this end, we present TinyAgent, an
end-to-end framework for training and deploy-
ing task-specific small language model agents
capable of function calling for driving agentic
systems at the edge. We first show how to enable
accurate function calling for open-source mod-
els via the LLMCompiler framework. We then
systematically curate a high-quality dataset for
function calling, which we use to fine-tune two
small language models, TinyAgent-1.1B and
7B. For efficient inference, we introduce a novel
tool retrieval method to reduce the input prompt
length and utilize quantization to further accel-
erate the inference speed. As a driving applica-
tion, we demonstrate a local Siri-like system for
Apple’s MacBook that can execute user com-
mands through text or voice input. Our results
show that our models can achieve, and even sur-
pass, the function-calling capabilities of larger
models like GPT-4-Turbo, while being fully de-
ployed at the edge. We open-source our dataset,
models, and installable package' and provide a
demo video for our MacBook assistant agent”.

1 Introduction

The ability of LLMs to execute commands
through plain language (e.g. English) has enabled
agentic systems that can complete a user query
by orchestrating the right set of tools (e.g. Tool-
Former (Schick et al., 2024), Gorilla (Patil et al.,
2023)). This, along with the recent multi-modal
mibution

"https://github.com/SqueezeAILab/TinyAgent
Zhttps: //www.youtube . com/watch?v=0GvaGL9IDpQ
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efforts such as the GPT-40 (OpenAl, 2024) or
Gemini-1.5 (Google, 2024), has expanded the
realm of possibilities with Al agents. However, the
large model size and computational requirements
of these models often requires their inference
to be performed on the cloud. This can create
several challenges for their widespread adoption.
First, uploading data such as video, audio, or text
documents to a third-party vendor on the cloud,
can result in privacy issues. Second, this requires
cloud/Wi-Fi connectivity which is not always
possible. For instance, a robot deployed in the real
world may not always have a stable connection.
Besides that, latency could also be an issue as
uploading large amounts of data to the cloud and
waiting for the response could slow down response
time, resulting in unacceptable time-to-solution.
These challenges could be solved if we deploy the
LLM models locally at the edge.

Current LLMs like GPT-40 (OpenAl, 2024) or
Gemini-1.5 (Google, 2024) are too large for local
deployment. One contributing factor is that a lot of
the model size ends up memorizing general infor-
mation about the world into its parametric memory
which may not be necessary for a specialized down-
stream application. For instance, if you ask a gen-
eral factual question to these models like a histor-
ical event or well-known figures, they can produce
the results using their parametric memory, even
without having additional context in their prompt.
This implicit memorization of training data into
the parametric memory might be correlated with
“emergent” phenomena in LLLMs such as in-context
learning and complex reasoning, which has been
the driving force behind scaling the model size.

This leads to an intriguing research question:

Can a smaller language model with significantly
less parametric memory emulate such emergent
ability of these larger language models?

Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing
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In this work, we demonstrate that this is feasible
by training smaller models with specialized, high-
quality data that does not require recalling generic
world knowledge. Our goal is to develop Small
Language Models (SLMs) that can be securely and
privately deployed at the edge while maintaining
the complex reasoning capability to understand
natural language queries and orchestrate tools and
APIs to accomplish user commands.

To achieve this, we first explore enabling small
open-source models to perform accurate function
calling, a key component of agentic systems. Off-
the-shelf SLMs often lack sophisticated function
calling capabilities and require fine-tuning. Next,
we discuss systematically curating high-quality
function calling datasets to train these SLMs, using
a specialized Mac assistant agent as our primary
application. We demonstrate that fine-tuning the
models on this curated dataset can enable SLMs
to exceed GPT-4-Turbo’s function calling perfor-
mance. Finally, we enhance the inference efficiency
of these fine-tuned models using a novel Tool RAG
method and quantization, allowing for efficient
edge deployment with real-time responses.

2 Related Work

2.1 Function Calling LL.Ms

The sophisticated reasoning capabilities of recent
LLMs have enabled them to call functions (i.e.,
tools), where LLMs determine which function to
invoke among user-provided functions along with
the associated arguments. This allows LLMs to
use external functions (e.g. calculators or search
engines) to provide more accurate answers to user
queries than by responding directly. A pioneering
work in this area is Toolformer (Schick et al.,
2024), which has inspired various tool-calling
frameworks (Ruan et al., 2023; Shen et al., 2024;
Liang et al., 2024). ReAct (Yao et al., 2022)
introduced a reasoning-and-action process that
improved LLMs’ interaction with external environ-
ments, which has become a back-bone for different
open-source frameworks (Liu, 2022; Langchain).
More recently, Gorilla (Patil et al., 2023) and
ToolLLM (Qin et al., 2023) have demonstrated that
an open-source LLLM can be fine-tuned to obtain
function-calling capabilities in diverse real-world
use cases. One noticeable work is Octopus (Chen
et al., 2024) which introduces on-device LLMs
that invoke software APIs. TinyAgent pushes this
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boundary by enabling efficient inference via paral-
lel function calling (Kim et al., 2023) as well as a
novel tool retrieval method, similar to (Moon et al.,
2024). Furthermore, our method does not require
any architectural changes, making it compatible
with a wider range of open-source models.

2.2 Dataset Synthesis

To address the problem of not having enough data
for finetuning, a popular method has emerged to
use LLMs to synthesize new training datapoints
(Deng et al., 2023; Prasad et al., 2023; Fu et al.,
2023; Dai et al., 2023; Ubani et al., 2023; Fang
et al., 2023; Liu et al., 2023; Yu et al., 2023; Kumar
et al., 2020; Yoo et al., 2021; Wang et al., 2022;
Lee et al., 2024b). While these techniques create
very good results, they often generate a significant
amount of training data. Recent advancements
have shown that by filtering these datasets or
generating smaller, higher quality datasets, one can
achieve similar or better performance (Chen et al.,
2023; Cao et al., 2023; Wei et al., 2023; Zhou
et al., 2023). TinyAgent builds on these works
by constructing a pipeline that systematically gen-
erates high-quality, task-specific function-calling
datasets, ensuring efficient training and robust
performance even with smaller, curated datasets.

2.3 Device Control

Recent advancements in device control have
introduced large-scale benchmarks and datasets
focused on the Android environment (Rawles et al.,
2024b; Zhang et al., 2024b; Rawles et al., 2024a;
Lee et al., 2024a), which explore Ul-based agents
with low-level controls such as typing, scrolling,
and tapping. They are primarily concerned with
mobile device interactions in simulated environ-
ments, but they do not address the challenges
of deploying small language models directly
on the device, which is crucial for real-world
applications where cloud resources are unavailable
or impractical. More recently, UFO (Zhang et al.,
2024a) introduced a dual-agent framework that
leverages vision and language to enable Ul-focused
agents to operate within Windows OS applications.
However, similar to earlier works, UFO also
focuses on low-level control mechanisms and does
not address the deployment of small language
models directly on the device. TinyAgent pushes
this boundary by formulating device control as
a high-level function-calling problem instead



of low-level UI actions, utilizing task-specific
abstractions that allow for more robust and efficient
execution of commands. By running fully locally
on MacOS, TinyAgent offers a more realistic and
practical solution for device control, making it
well-suited for real-life scenarios where on-device
deployment is necessary.

3 TinyAgent

3.1 Teaching LL.Ms to do Function Calling

As mentioned above, our main interest is applica-
tions where the Al agent translates the user query
into a sequence of function calls to complete the
tasks. In such applications, the model does not
need to write the function definition itself since
the functions (or APIs) are mostly pre-defined
and already available. Therefore, what the model
needs to do is to determine (i) which functions
to call, (ii) the corresponding input arguments,
and (iii) the right order of calling these functions
(i.e. function orchestration) based on the required
interdependency across the function calls.

The first question is to find an effective way to
equip SLMs to perform function calling. Large
models such as GPT-4 are able to perform function
calling, but how can this be achieved with open
source models? LLMCompiler (Kim et al., 2023)
is a recent framework that enables this by instruct-
ing the LLM to output a function calling plan that
includes the set of functions that it needs to call
along with the input arguments and their depen-
dencies (see the example in Figure 1). Once this
function calling plan is generated, we can parse it
and call each function based on the dependencies.

The critical part here is how to teach the model
to create this function calling plan with the right
syntax and dependency . The original LLMCom-
piler (Kim et al., 2023) only considered large
models, such as LLaMA-2 70B (Touvron et al.,
2023), which have complex reasoning capabilities
to create the plan when provided with sufficient
instructions in their prompts. Unfortunately,
our initial experiments showed that off-the-shelf
small models such as TinyLlama-1.1B (Zhang
et al., 2024c) (or even the larger Wizard-2-7B
model (Vince, 2024)) are not able to output the
correct plans when prompted the same way. The
errors ranged from problems such as using the
wrong set of functions, hallucinated names, wrong
dependencies, and inconsistent syntax.
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This is rather expected because these small
models have been trained on generic datasets and
primarily targeted to achieve good accuracy on
general benchmarks which mostly test the model’s
world knowledge and general reasoning or basic
instruction following capability. To address this,
we explored if fine-tuning these models on a
high-quality dataset specially curated for function
calling and planning can improve the accuracy
of these small language models for a targeted
task, potentially outperforming larger models. In
Section 3.2, we first discuss how we generated
such a dataset, and then we discuss the fine-tuning
approach in Section 3.3.

3.2 Dataset Generation

As a driving application, we consider a local
agentic system for Apple’s Macbook that solves
user’s day-to-day tasks. Particularly, the agent
is equipped with 16 different functions that can
interact with different applications on Mac, which
includes:

e Email: Compose a new email or reply to/forward
emails

Contacts: Retrieve phone numbers or email
addresses from the contacts database

SMS: Send text messages to contact(s)
Calendar: Create calendar events with details
such as title, time, attendees, etc.

Notes: Create, open, or append content to notes
in various folders

Reminder: Set reminders for various activities
and tasks

File management: Open, read, or summarize
documents in various file paths

Zoom meetings: Schedule and organize Zoom
meetings

Predefined Apple scripts exist for each of these
functions/tools, and all that the model needs to
do is to take advantage of the predefined APIs
and determine the right function calling plan
to accomplish a given task, such as in Figure 1.
However, as discussed previously, we need a
dataset for training and evaluating SLMs since their
off-the-shelf function calling capability is subpar.

Creating handcrafted data with diverse function
calling plans is both challenging and not scalable.
However, we can curate synthetic data using
a powerful LLM like GPT-4-Turbo. Such an
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Figure 1: Overview of the LLMCompiler Function Calling Planner. The Planner understands the user query and
generates a sequence of tasks with their inter-dependencies. These tasks are then dispatched by the LLMCompiler
framework to accomplish the user command. In this example, Task $1 and $2 are fetched together to retrieve the
email addresses of Sid and Lutfi independently. After each task is performed, the results are forwarded to Task $3
which creates the calendar event. Before executing Task $3, LLMCompiler replaces the placeholder variables (e.g.,
the variable $1 and $2 in Task $3) with actual values.
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Figure 2: Graph Isomorphism Success Rate. The model scores a success rate of 1 only if the DAG of its generated
plan is isomorphic to the DAG of the ground truth plan; and O otherwise. In the above example, for the top case,
although the order of the get_email_address calls are different from the ground truth plan (the ground truth plan
gets the email address of Lutfi before Sid, and the generated plan gets the email address of Sid before Lutfi), since
the two DAGs are isomorphic to each other, the plan gets 1 success rate. For the bottom case, since the predicted
DAG contains a wrong node, corresponding to a wrong function call, the plan gets 0 success rate.

approach is becoming a common method wherea 3.3 Fine-tuning
capable LLM is instructed to generate data similar for Improved Function Calling Reasoning
to a given set of sample examples or templates. In

our work, we used a similar approach, but instead  With our dataset in place, we can now proceed
of providing the LLM with generic user queries (g fine-tune off-the-shelf SLMs to enhance their
as templates, we provide it with various sets of  fynction calling capability. We started with two
functions and instruct it to generate realistic user  pase small models: TinyLlama-1.1B (instruct-32K)
queries that require those functions to accomplish 444 Wizard-2-7B. For fine-tuning these models, we
the task, along with the associated function calling  first need to define a metric to evaluate their perfor-
plan and input arguments, like the example shown  mance. Our objective is for these models to accu-
in Figure 1. To verify the validity of the generated  pytely generate the right plan, i.e., to select the right
data, we incorporated sanity checks on the function et of functions and to orchestrate them in the right
calling plan to make sure that they form a feasible  order. Therefore, we define a success rate metric
graph, and that the function names and input  tha assigns 1 if both criteria are met, and 0 other-
argument types are correct. With this approach, we  wige. Checking whether the model has selected the
created 80K training data, 1K validation data, and  rjght set function calls is straightforward. To addi-
IK testing data, with a total cost of only ~$500. tionally ensure that the orchestration of these func-

tions is correct, we construct a Directed Acyclic

Graph (DAG) of the function calls based on the de-

pendencies, as shown in Figure 2, where each node

represents a function call and a directed edge from

&3



DeBERTa ->®-> &) create_calendar_event
User Input a
L S -b@-b €) compose_new_email
“Create a calendar invite - — x &
with Lutfi and Sid at 2pm % % s 8 T;:s "@" © sunmarize_pdf
tomorrow” :\ % Q‘ g -P@->O reply_to_email
<} T .
S : H
'.' ->®-> @ get_email_address

Figure 3: Overview of our Tool RAG scheme. We formulate tool retrieval as a multi-label classification problem.
The user query is given as input to the fine-tuned DeBERTa-v3-small model, which outputs a 16-dimensional vector
indicating tool probabilities. Tools with probabilities higher than 50% are selected, averaging 3.97 tools per query

compared to 6 tools in basic RAG.
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Figure 4: Efficient tool selection based on a user input.
Not all user inputs require all available tools; hence, it is
imperative to select the right set of tools to minimize the
prompt size and increase performance. In this case, the
LLM only needs the functions that get email addresses
and create a calendar event to accomplish its task.

node A to B represents their interdependency (i.e.
function B can only be executed after the execution
of function A). Then we compare if this DAG is
identical to that of the ground truth plan to verify
the accuracy of the dependencies.

After defining our evaluation metric, we applied
LoRA (Hu et al., 2021) to fine-tune the models for
3 epochs using a learning rate of 7e-5 over the 80K
training examples, and selected the best checkpoint
based on validation performance. For fine-tuning,
our prompt included not only the descriptions of
the ground truth functions (i.e. functions used in
the ground truth plan) but also other irrelevant func-
tions as negative samples. We found the negative
samples to be particularly effective for teaching
the model how to select appropriate tools for a
given query, hence improving the post-training
performance. Furthermore, we also include several
in-context examples demonstrating how queries are
translated into a function calling plans. These in-
context examples are selected through a Retrieval
Augmented Generation (RAG) process based on
the user query from the data in the training dataset.
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Using the above settings, we fine-tuned
TinyLlama-1.1B/Wizard-2-7B models.  After
fine-tuning, the 1.1B model improved the success
rate from 12.71% to 78.89%, and the 7B model
performance improved from 41.25% to 83.09%,
which is ~4% higher than GPT-4-Turbo.

3.4 Efficient Inference with Tool RAG

Our primary goal is to be able to deploy the TinyA-
gent model locally on a Macbook, which has lim-
ited computational and memory resources available
as compared to the GPUs that closed-source mod-
els like GPT are deployed on. To achieve efficient
performance with low latency we need to ensure
that not only is the model size small, but that the
input prompt is as concise as possible. The latter
is an important contributor to latency and compu-
tational resource consumption due to the quadratic
complexity of attention on sequence length.

The fine-tuned Tiny Agent model discussed pre-
viously was fine-tuned with the description of all
available tools in its prompt. However, we can sig-
nificantly reduce the prompt size by only including
the description of relevant tools based on the user
query. For instance, consider the example shown in
Figure 4 above, where the user is asking to create
a calendar invite with two people. In this case,
the LLM only needs the functions that get email
addresses and create a calendar event in its prompt.

To take advantage of this observation, we need
to determine which functions are required to
accomplish the user’s command, which we refer
to as Tool RAG given its similarity with how RAG
works. However, the model performs poorly when
we use a basic RAG method where we retrieve the
relevant tools based on the embedding similarity
of the user query and the tools. This is because
completing a user’s query often requires using
several auxiliary tools which may be missed with
a simple RAG method if the embedding of the



Table 1: Comparison of TinyAgent performance with DeBERTa to Basic RAG and no RAG settings. For Basic
RAG, we retrieved top-3 most relevant tools. For our fine-tuned DeBERTa-v3-small model, we retrieved tools with
a probability greater than 50%, which retrieves ~3.97 tools per query.

Prompt Size | TinyAgent1.1B TinyAgent 7B
Tool RAG Method ‘ Tool Recall ‘ (Tokens) Success Rate (%) | Success Rate (%)
No RAG (all tools in the prompt) 1 2762 78.89 83.09
Basic RAG 0.949 1674 74.88 78.50
Fine-tuned DeBERTa-v3-small (Ours) 0.998 1397 80.06 84.95

Table 2: Latency, size, and success rate of Tiny Agent models before and after quantization. Latency is the end-to-end
latency of the function calling planner, including the prompt processing time and generation.

Model | Weight Precision | Latency (seconds) | Model Size (GB) | Success Rate (%)
GPT-3.5 Unknown 3.2 Unknown 65.04
GPT-4-Turbo Unknown 3.9 Unknown 79.08
. 16 3.9 2.2 80.06
TinyAgent-1.1B ‘ 4 ‘ 29 ‘ 0.68 ‘ 80.35
. 16 19.5 14.5 84.95
TinyAgent-7B ‘ 4 ‘ 13.1 ‘ 4.37 ‘ 85.14

auxiliary tool is not similar to the user query. For
instance, the example shown in Figure 4 requires
calling get_email_address function even though
the user query is just asking about creating a
calendar invitation.

This can be addressed by treating the problem as
a classification of which tools are needed. To that
end, we fine-tuned a DeBERTa-v3-small (He et al.,
2021) model on the training data to perform a 16-
way classification as shown in Figure 3. The user
query is given as an input to this model, and then we
pass the CLS token at the end through a simple fully
connected layer of size 768x16 to transform it into a
16 dimensional vector (which is the total size of our
tools). The output of this layer is passed through a
sigmoid layer to produce the probability of select-
ing each tool. During inference, we select the tools
that have probably higher than 50%, and if so, we
include their description in the prompt. On average
we noticed that only 3.97 tools are retrieved with a
recall of 0.998, whereas the basic RAG requires us-
ing the top 6 tools to achieve a tool recall of 0.968.

We evaluated the model performance after
incorporating Tool RAG. The results are shown
in Table 1, where we report the performance of
the simple RAG system along with the fine-tuned
DeBERTa approach. As one can see, the DeBERTa
based Tool RAG method achieves almost perfect
recall performance, improves the baseline accuracy,
while reducing the prompt size by ~2x tokens.
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3.5 Fast Edge Deployment with Quantization

Deploying models at the edge, such as on consumer
MacBooks, can still be challenging even for small
models with O(1B) parameters, since loading the
model parameters can consume a large portion
of the available memory. A solution to these
issues is quantization, which allows us to store
the model at a reduced bit precision. Quantization
not only reduces the storage requirements and
model footprint, but also cuts down the time and
resources needed to load model weights into mem-
ory, thereby reducing the overall inference latency
as well. For more information on quantization,
refer to (Gholami et al., 2022).

To more efficiently deploy the models, we
quantized the models into 4-bit with a group size of
32, which is supported by the llama.cpp framework
with quantization-aware training. As shown in
Table 2, the 4-bit models result in 30% better
latency, along with a 4x reduction in the model
size. We also notice slight accuracy improvement
which is due to the additional fine-tuning with
simulated quantization.

4 Putting It All Together

We provide a demo video of the final TinyAgent-
1.1B model deployed on a Macbook Pro M33,
which can be downloaded and tested on Mac

Shttps: //www.youtube . com/watch?v=0GvaGL9IIDpQ


https://www.youtube.com/watch?v=0GvaGL9IDpQ

from the link*. It not only runs all of the model
inference locally on your computer, but it also
allows you to provide commands through audio.
We process the audio locally as well using the
Whisper-v3 (Radford et al., 2022) model from
OpenAl deployed locally using the whisper.cpp
framework. The greatest surprise for us was that
the accuracy of the 1.1B model exceeds that of
GPT-4-Turbo, and is markedly fast while deployed
locally and privately on-device.

5 Conclusions

To summarize, we introduced TinyAgent and
showed that it is indeed possible to train a small
language model and use it to power a semantic sys-
tem that processes user queries. In particular, we
considered a Siri-like assistant for Mac as a driving
application. The key components for enabling it is
to (i) teach off-the-shelf SLMs to perform function
calling through LLMCompiler framework, (ii)
curate high quality function calling data for the
task at hand, (iii) fine-tune the off-the-shelf model
on the generated data, and (iv) enable efficient
deployment by optimizing the prompt size through
only retrieving the necessary tools based on the
user query through Tool RAG, as well as quantized
model deployment to reduce inference resource
consumption. After these steps, our final models
achieved 80.06% and 84.95% for the TinyAgent-
1.1.B and 7B models which exceed GPT-4-Turbo’s
success rate of 79.08% on this task.

6 Ethics Statement

Deploying TinyAgent to operate agentic systems
at the edge presents several ethical considerations
that are integral to our design and operational
philosophy.

Accessibility and Inclusivity: Ensuring that
TinyAgent serves all users equitably, including
those with disabilities, is a priority. We are com-
mitted to designing interfaces that are universally
accessible, incorporating features such as voice
recognition that can understand diverse speech
patterns and text-to-speech technologies that
are clear and easily comprehensible. Further,
we are exploring adaptive technologies that can
adjust to the specific needs of users with varying

4https ://github.com/SqueezeAIlLab/TinyAgent/
raw/main/TinyAgent.zip
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abilities, ensuring that everyone can benefit from
TinyAgent’s capabilities without barriers.

Human Oversight: While TinyAgent demon-
strates robust capabilities in function calling, the
risk of hallucination and erroneous responses by
LLMs remains (Zhang et al., 2023). To mitigate
this, it is essential to maintain human oversight
throughout the operational loop, not just at the end-
point. This means integrating mechanisms for reg-
ular checks and balances where humans can review,
override, or refine decisions made by TinyAgent.
Future iterations of our system will aim to facilitate
even more seamless human-agent collaboration to
enhance decision accuracy and reliability.

Cultural and Bias Considerations: Synthetic
datasets generated using simple or naive prompts
often carry inherent biases, such as those related
to regional or cultural specificity (Yu et al., 2024).
Because task-specific agent systems like TinyA-
gent rely on synthetic data, their effectiveness and
impartiality can be impacted when operating across
different demographic landscapes. In response,
we integrate diverse cultural data and demographic
groups in our data generation processes to mitigate
these biases. Our aim is to ensure that the synthetic
data fueling TinyAgent is as inclusive and unbiased
as possible, supporting a function-calling system
that is culturally aware and equitably serves a
global user base.
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Abstract

Document assistant chatbots are empowered
with extensive capabilities by Large Language
Models (LLMs) and have exhibited significant
advancements. However, these systems may
suffer from hallucinations that are difficult to
verify in the context of given documents. More-
over, despite the emergence of products for
document assistants, they either heavily rely on
commercial LLM APIs or lack transparency in
their technical implementations, leading to ex-
pensive usage costs and data privacy concerns.
In this work, we introduce a fully open-source
document assistant chatbot with reliable attribu-
tion, named TRUTHREADER, utilizing adapted
conversational retriever and LLMs. Our system
enables the LLMs to generate answers with de-
tailed inline citations, which can be attributed
to the original document paragraphs, facilitat-
ing the verification of the factual consistency
of the generated text. To further adapt the gen-
erative model, we develop a comprehensive
pipeline consisting of data construction and
model optimization processes. This pipeline
equips the LLMs with the necessary capabili-
ties to generate accurate answers, produce re-
liable citations, and refuse unanswerable ques-
tions. Our codebase, data and models are re-
leased at: https://github.com/HITsz-TMG/
TruthReader-document-assistant, and the
video demonstration of our system is available
at https://youtu.be/RYVt3itzUQM.

1 Introduction

The main objective of the document assistant chat-
bot is to establish a conversational mode that en-
ables the users to seek relevant information from
given documents (Ma et al., 2020; Zhao et al.,
2023b). The advent of Large Language Models
(LLMs) can greately enhance the capabilities of
document assistant chatbots because of their abili-
ties of multilingual understanding, commonsense

®Corresponding author.
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Multi-Docs  Reference Citation Attr. Score  Generator
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ChatPDF 3
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UNK
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GPT-4 & LangChain ©
DocsGPT 7
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AR NN
SIS x
AR % 3 3
% % x
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Table 1: Feature comparison between TRUTHREADER and
popular commercial (COM) and open-source (OS) document
assistants. “UNK” means unkown. “Attr. Score” represents
the attribution score.

reasoning, and instruction following (Touvron et al.,
2023; OpenAl, 2023). Numerous frameworks and
commercial products have emerged that harness
LLMs to power their systems as shown in Table 1.
Despite the prosperity of LLM-based document
assistants, some critical challenges remain unre-
solved. On one hand, such products face a high
demand for truthfulness, which poses a significant
challenge for LLMs, as their inherent generative
mechanisms lack explicit factual grounding (Ton-
moy et al., 2024). Specifically, LLMs may produce
extrinsic hallucinations when essential information
is missing from the retrieved documents (Chen
et al., 2023b). In this context, (Q1) verifying
the factuality of the response is difficult due to
the length of background documents and the com-
plexity of the response (Chern et al., 2023; Min
et al., 2023; Zhang et al., 2023). On the other hand,
(Q2) a common limitation of existing open-source
projects is their reliance on commercial APIs. The
drawback is manifold: (1) the frameworks using
commercial APIs limit the space of optimization on
local domains; (2) the technical intricacies of com-

"https://www. threesigma.ai
https://aetherbrain.ai/
3https://www.chatpdf . com/
4https://app.txyz.ai/
5https://github.com/dissorial/doc-chatbot
https://github.com/mayooear/
gpt4-pdf-chatbot-langchain
"https://github.com/arc53/DocsGPT
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Figure 1: Screenshot of our document assistant chatbot TRUTHREADER. The left side of the figure displays the interfaces for file
uploading and web parsing, along with the corresponding parsed document content. On the right side, the complete document
dialogue interface is shown, where questions can be asked in the dialogue window. It is worth noting that the generated responses
include inline citations, followed by attribution score. Clicking on the citation tags allows the attribution window to jump to the

corresponding attribution chunks.

mercial products are often concealed, impeding fur-
ther research of the problem within the community.
Moreover, (3) the cost to use such products can
be high, and the exposure of private documents to
commercial APIs raises concerns on data privacy.

To address these challenges, we present our
TRUTHREADER, an open-source document assis-
tant chatbot with reliable attribution, towards a
transparent and trustworthy system. Our system
consists of a conversational document retriever op-
timized for multi-turn dialogues, and a retrieval-
augmented generator to generate answers. (A1) To
facilitate the verification of the factual consistency
in the generated text, TRUTHREADER enables the
LLMs to generate answers with detailed inline ci-
tations, which can be attributed to the relevant
document chunks (i.e., attribution chunks). Ad-
ditionally, we incorporate a novel attribution score
interface, which measures the consistency between
responses and attribution chunks. It enables users
to engage in dialogues and enhance the factual
grounding of their queries, thereby efficiently re-
ducing hallucination. (A2) Different from the appli-
cations that directly utilize commercial LLM APIs,
we showcase a pipeline that trains local and control-
lable retrieval-augmented LLMSs from open-source
foundation models. Our comprehensive pipeline
involves modules for data construction and model
optimization, enabling domain adaptation with no
requirement on any human-annotated data, making
it feasible to adapt to local documents. Overall, our
system exhibits the following capabilities: (1) It
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excels in generating accurate responses that align
with the provided documents; (2) It is capable of
identifying and refusing unanswerable questions
when inadequate relevant information is available
within the documents; (3) Furthermore, it incorpo-
rates inline citations, attributing specific chunks of
information within the generated responses. With
TRUTHREADER, users are able to glean accurate
and credible information from the supporting doc-
uments, effectively assisting them in information-
seeking tasks. We release the code, data and models
to facilitate future research and applications.

2 User Interface

In this section, we introduce our document assistant
chatbot TRUTHREADER illustrated in Figure 1 and
elucidate how it interacts with users.

Document Upload The document upload feature
provides support for uploading files from the lo-
cal device or inputting webpage URLs for parsing.
Users are allowed to upload one or multiple doc-
uments®, which are accessible on the left side of
the interface. Currently, the system offers support
for uploaded file formats such as #xt, docx, pdf, and
markdown. Once the files are uploaded or web-
pages are parsed, the documents are segmented
into chunks, which are then displayed in the “Doc-
ument Content” tab below. Users can adjust the

8Due to limited deployment resources, the maximum num-
ber of uploaded documents in the demo system is set to 50,
which can be further extended in general.
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Figure 2: The architecture and workflow of our document assistant chatbot TRUTHREADER. It consists of three components:
Document Preprocessor, Conversational Document Retriever, and Retrieval-augmented Generator. The first module is
only used for preliminary preprocessing, while the latter two together constitute the workflow of real-time conversation.

chunk size using the slider located above. Optical
character recognition (OCR) is available for im-
proved PDF parsing. Additionally, users have the
choice to opt for pre-summarization of documents
using our adapted LLM.

Chat Interface Upon uploading a document,
users can engage in multi-turn dialogues by enter-
ing questions pertaining to the document through
the dialogue box on the right side. The genera-
tive model will generate responses with fragment
references based on the retrieved document infor-
mation. In the situation that no relevant answer is
found, the model gives refusal as a response and
provides an appropriate explanation. The present
conversational abilities primarily encompass the
following facets: (1) Multi-document Synthesis:
This capability enables classification and collation
of multiple articles. For example, “Provide rec-
ommendations for Al-related news.”; (2) Single-
document Summary: It allows for quick acqui-
sition of the primary details of an article. For ex-
ample, “What are the main contributions of this
paper?”’; (3) Question Answering: This feature
effectively extracts intricate information from arti-
cles. For example, “What is the GDP growth rate
mentioned in the document?”. Users can switch
between different generative models to experience
varying model performances. Additionally, the gen-
eration behaviour can be controlled by customizing
the generation hyperparameters provided below.

Attribution Interaction Attribution interaction
serves as a means to identify the source informa-
tion responsible for generating a response. It en-
ables the verification of factual correctness and the
acquisition of additional contextual details. The at-
tribution interaction includes the following aspects:

* Display of citation and reference: The gen-
erated response in the chat interface incorpo-
rates inline citations, denoted as [1][2]. Fur-
thermore, the references for all retrieved doc-
ument chunks are listed beneath the response.
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* Display of attribution chunks: The “Attribu-
tion Chunks” tab exhibits the content of each
retrieved chunk. The chunks contributing to
the citations in the current response are high-
lighted in bold.

Display of attribution score: In order to eval-

uate the consistency between the generated re-

sponse and attribution chunks, an attribution

score progress bar is positioned alongside the

citation. ? As the score increases, the progress

bar will display various colours, such as red,
, and blue.

Interaction of citations, references, and at-
tribution: By clicking on a citation or ref-
erence, the attribution window automatically
redirects to the corresponding paragraph. This
functionality facilitates cross-checking the at-
tribution text and generated responses, ensur-
ing convenient access to relevant information.

3 System Architecture

This section presents the key technical components
of our system TRUTHREADER, which together
form the entire architecture as shown in Figure 2.
The core web application is built on Gradio pack-
age (Abid et al., 2019). The detailed model training
progress is discussed in §4, encompassing the re-
triever and generator modules.

Document Preprocessor The pre-processing
pipeline involves document parsing, segmentation,
and embedding. We parse uploaded files individ-
ually based on their types using the LangChain
(2022) package. For HTML web pages, we man-
ually extract their element contents recursively to
preserve the inherent structure of the document. As
for PDF OCR, We integrate Nougat model (Blecher
etal., 2023) for parsing. Chunk segmentation is per-
formed using line breaks or periods implemented

To measure this consistency, we adopt the precision score

of ROUGE-1 due to its efficiency, though it can be replaced
by any other factual measurement.



in LangChain. These segmented chunks are then
embedded into vectors using our conversational
document retriever model and stored for retrieval.

Conversational Document Retriever We em-
bed the dialogue by concatenating the current round
question with the dialogue history to retrieve the rel-
evant document chunks. Our retrieval model, BGE
M3 Embedding (Chen et al., 2024), is fine-tuned
on our collected multi-turn document retrieval data.
We utilize the Faiss library (Douze et al., 2024) as
our vector database for embedding storage and sim-
ilarity search. In this work, we retrieve 4 chunks
for response generation in the subsequent stage to
balance effectiveness and efficiency.

Retrieval-augmented Generator We implement
a retrieval-augmented generator that utilizes re-
trieved document chunks to prompt LLMs to
answer questions. The document chunks are
sorted in their natural order and labelled numer-
ically such as [1][2]. Our generator module in-
corporates three independently pretrained LLMs:
Mixtral-7Bx2-Chat (Jiang et al., 2024) 10" and
Qwen-14B-Chat (Bai et al., 2023), which are fur-
ther fine-tuned to enhance dialogue capability.
Through this fine-tuning process, the LLMs have
acquired the capability to generate inline citations
directly within their generated responses, thereby
facilitating the display of attribution text.

4 Implementation

4.1 Conversational Document Retriever

Data Source Our study incorporates a fine-tuned
retrieval embedding model to enhance conversa-
tional document retrieval. Specifically, we utilize
dialogues and document pairs from both the Chi-
nese and English datasets of RefGPT (Yang et al.,
2023). Each dialogue session, comprising multi-
ple rounds of questions and answers, alongside its
historical context, is considered as distinct data,
resulting in a training dataset of nearly 400k exam-
ples. The instruction template of retrieval query
is presented in Table 3, where we concatenate the
question-answer pairs from the dialogue history to
the current question in reverse order.

Dialogue Augmentation To handle topic shifts
in conversations, we introduce augmentation tech-
niques involving irrelevant dialogues. We employ

10We use the version of Mixtral-2x7B-Chat from https:
//huggingface.co/cloudyu/Mixtral_13B_Chat

embedding similarity to retrieve somewhat related
but ultimately irrelevant dialogue histories. These
retrieved histories were subsequently concatenated
with partial training for augmentation. The aug-
mented dialogue histories consisted of 4 distinct
types: (1) no dialogue history; (2) only relevant di-
alogue history; (3) only irrelevant dialogue history,
indicating a topic transition; (4) both irrelevant and
relevant dialogue histories, indicating a previous
topic transition.

Retriever Training For training, we generated
offline hard negative data once, and subsequently
trained the model by InfoNCE loss (van den Oord
et al., 2018) for 1 epoch. The length of both queries
and documents is truncated to 512.

4.2 Retrieval-augmented Generator

We introduce our comprehensive pipeline con-
sisting of data construction and model optimiza-
tion processes, which enhances the capabilities of
LLMs to maintain factual consistency, generate reli-
able citations, and abstain hallucinatory responses.

| Reliability

Robustness

Figure 3: The pipeline of data construction.

4.2.1 Data Construction Pipeline

Data Collection To facilitate LLMs with multi-
skills, we collect training data from the following
aspects:

* Multi-document Synthesis Data We adopt
the Self-Instruct method (Wang et al., 2023a)
to generate lots of diverse instructions from
some seed instructions, e.g., recommend some
cutting-edge technology news. Then we cou-
ple the generated instructions with retrieved
documents from WeiXin Web and generate
answers through ChatGPT. !!

"In this work, we specifically employ ChatGPT based on
OpenAl’s gpt-3.5-turbo-0613 as resource limitations.


https://huggingface.co/cloudyu/Mixtral_13B_Chat
https://huggingface.co/cloudyu/Mixtral_13B_Chat

Algorithm 1 Citation Construction Process

: Input Reference D = {D;}, Response S

: Output Cited response R. = {s;,c;}, where s; is a
independent sentence.

: S < sentence_splitter(A)

Re <[]

: for span s; € S do

Citation ¢; < attributing(D, s;)

R.+ R.U {87;, Ci}

: end for

: Return R,

[N

C 0L AW

* Single-document Summary Data We manu-
ally create some instructions, e.g., summarize
this article, and apply the same method to con-
struct data in Multi-document Synthesis Data.

* Question Answering Data We utilize several
open-source datasets in our research, i.e., Re-
fGPT (Yang et al., 2023) and WebCPM (Qin
et al., 2023). Moreover, we generate addi-
tional data by leveraging ChatGPT on a di-
verse range of domains, including but not lim-
ited to Wikipedia, news articles, and WeiXin
Articles. '? The data generation process fol-
lowed the methodology described in RefGPT.

Faithful Filtering Our primary emphasis lies in
addressing the issue of entity hallucination filtering,
which we have identified as the most significant
challenge in LLMs. This aspect is crucial for ensur-
ing faithfulness within the generated outputs. Ini-
tially, we employ a filtering approach based on the
ROUGE-1 precision scores, comparing the golden
answer with the input documents. We assume that
examples with scores below a predefined threshold
are more likely to exhibit severe hallucinations that
are not supported by the input documents. In ad-
dition, we filter out examples where the generated
answer contains hallucinatory entities that are not
present in the input documents. For this purpose,
we utilize the Spacy library!? to implement named
entity recognition. The statistics details of the train-
ing data of our retrieval-augmented generator are
shown in Table 5.

Citation Construction We engage in post-
processing of the initial training data to enhance
the citation generation capacity of the LLMs. This

ZEnterprise data is utilized, even though it is also
publicly accessible externally. An unofficial description
can be found in https://croud.com/en-gbh/resources/
an-introduction-to-wechat-official-accounts/

Bhttps://spacy.io/
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process involves attributing each sentence in re-
sponses to original document segments using more
powerful LLM such as ChatGPT. The input struc-
ture required for ChatGPT is elucidated in Table 4,
and the complete procedural framework adheres to
Algorithm 1.

Refusal Construction To encourage the LLMs
to identify and refuse unanswerable questions
that lack sufficient relevant information within the
provided documents, we enrich the initial train-
ing dataset by incorporating unknown question-
response pairs. In detail, we opt for a random sub-
set constituting 10% of the Question Answering
Data and substitute the original contextual chunks
via citation labels, with somewhat related but ulti-
mately irrelevant chunks. Subsequently, ChatGPT
is employed to formulate refusal responses coupled
with explanations, which may introduce the pri-
mary content of the given documents and elucidate
why a particular question is deemed unanswerable.

Dialogue Augmentation This step is analogous
to the process followed in the conversational doc-
ument retriever. Please refer to §4.1 for detailed
information. Given that WebCPM constitutes a
single-turn dataset, we augment it by incorporating
one to three dialogue sessions.

Contextual Augmentaion To enhance the posi-
tional robustness of LLMs towards contextual doc-
uments (Liu et al., 2023b), we employ perturbation-
based augmentation techniques on the contextual
documents. Two primary strategies are utilized
for augmentation: (1) shuffling the order of all
input contextual documents while updating the ref-
erence labels in the answers synchronously, and
(2) randomly sampling new documents to replace
irrelevant ones within the context. This approach
encourages the model to better identify the location
of relevant information and improves the accuracy
of its responses.

4.2.2 Generator Training

To train the LLMs, we fine-tune them using the
negative log likelihood loss for a total of 2 epochs
under the learning rate of 1e~>. Specifically, the
LLMs are optimized using the LoRA method (Hu
et al., 2022). Additionally, the maximum model
length is standardized to 4096. Our system is
orthogonal to the choice of transformer-based
decoder-only autoregressive LLMs.


https://croud.com/en-gb/resources/an-introduction-to-wechat-official-accounts/
https://croud.com/en-gb/resources/an-introduction-to-wechat-official-accounts/
https://spacy.io/

Model Answer Accuracy Refusal Recall Citation Precision # Citation
Claude-3-Opus 82.95 98.86 53.28 4.43
GPT-4 82.95 100.00 92.82 2.06
Mixtral-7Bx2-Chat (Jiang et al., 2024) 73.86 34.09 73.48 2.34
Mixtral-7Bx2-Chat (Adapted) 77.27 67.05 76.67 4.17
Qwenl.5-14B-Chat (Bai et al., 2023) 86.36 95.45 - 0.13
Qwenl.5-14B-Chat (Adapted) 78.41 100.00 85.00 4.09

Table 2: Performance of retrieval-augmented generators. The best are boldfaced and the second-best are underlined.

BGE M3 w/o history
BGE M3 w/ history

BGE M3 (tuned) w/ history

98.3 98.5 989 99.5 99.5 o7,

99.2
100 93.1 942

304 783

60

Scores

40
265 27.3

20 1

T T T T
none irrelevant relevant irr & rel

Figure 4: The Recall @4 evaluation results of both the baseline
embedding model and our fine-tuned model across different
dialogue history types. The mention of “irr & rel” indicates
the inclusion of both irrelevant and relevant dialogue histories.

5 Evaluation

5.1 Conversational Document Retrieval

Benchmark To assess the conversational docu-
ment retrieval performance, we primarily focus on
in-distribution evaluation largely due to the lim-
ited availability of a specific test dataset within
this specific domain. To overcome this constraint,
we create our test dataset using RefGPT, ensuring
that it excludes questions and documents from the
training data. This process yields 1,919 exemplary
instances that serve our evaluation purposes. To ex-
pand the pool of document candidates, we sample
20, 000 documents from the training data.

Results The evaluation results, specifically
Recall@1-4 scores, are illustrated in Figure 5 in
the appendix, clearly indicating a noticeable im-
provement achieved through the fine-tuning pro-
cess. Based on Figure 4, it can be observed that
the major improvement of the fine-tuned model
lies in its enhanced robustness towards irrelevant
dialogue histories, which is particularly important
in scenarios involving topic transitions.

5.2 Retrieval-augmented Generation

Benchmark We develop an out-of-domain
benchmark by leveraging three distinct technical
documentation from internal company scenarios.
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We have collected real users’ query histories and fil-
tered them to obtain single-turn questions that were
valuable and difficult. Using our retriever, we can
retrieve corresponding document chunks and manu-
ally annotate their reference answers, resulting in a
total of 88 examples. To evaluate the model’s capa-
bility to refuse unanswerable questions, we employ
the same 88 examples by replacing the original
answer-containing fragments with new chunks re-
trieved from different documents, rendering the
questions unanswerable.

Setting We conducted a model-based qualita-
tive evaluation to assess the faithfulness of LLMs
across three dimensions: (1) Answer Accuracy
measures whether the response is correct, based on
the human-annotated reference answer; (2) Refusal
Recall quantifies the ability of LLMs to appropri-
ately decline unanswerable questions; (3) Citation
Precision evaluates the accuracy of the citations
generated by LLMs. In line with the methodology
employed by Gao et al. (2023), we determined ci-
tation correctness by assessing whether the cited
document entails the sentence in question. Our
evaluation employed GPT-4 models !4, which have
demonstrated a high degree of consistency with
manual assessments (Liu et al., 2023c¢).

Results From Table 2, it is evident that both Mix-
tral and Qwen exhibit excellent performance af-
ter optimization. However, Qwen model displays
a slight decline in answer accuracy, which could
be attributed to post-training it on a well-aligned
model. Moreover, both models demonstrate a suffi-
ciently high precision in citing relevant information.
The performance would be observed and experi-
enced directly within our online system.

6 Related Work

Document Grounded LLMs Numerous studies
have explored the utilization of LLMs for docu-
ment readers. Prior works have enhanced the un-

“To evaluate these metrics, we specifically employ GPT-4
based on OpenAl’s gpt-4-0613.



derstanding of documents by employing sophisti-
cated preprocessing methods (Saad-Falcon et al.,
2023; Chen et al., 2023a; Nair et al., 2023; Wang
et al., 2024), albeit at a substantial cost. Other ap-
proaches have focused on document compression,
which is primarily suitable for addressing targeted
questions related to specific details within the doc-
ument (Chevalier et al., 2023; Xu et al., 2023; Liu
et al., 2023a; Wang et al., 2023b). However, within
the realm of LLMs, there exists a paucity of re-
search concerning the crucial matter of faithfulness
in document-based dialogue systems.

Trustworthy LLMs The topic of trustworthiness
has long been a subject of interest in the field of
generative models (Ji et al., 2023; Zhang et al.,
2023). Many previous works aimed at enhancing
fact consistency have become less applicable with
the advent of LLMs (Shuster et al., 2021; Das et al.,
2022; Chiesurin et al., 2023). Recently, several
studies have emerged focusing on enabling LLMs
to refuse to answer unanswerable questions (Zhao
et al., 2023a; Cao, 2023). Teaching models to
generate citations has proven to be a valuable ap-
proach (Nakano et al., 2021; Menick et al., 2022;
Li et al., 2023; Asai et al., 2024; Li et al., 2024,
Ye et al., 2024; Zhang et al., 2024; Fierro et al.,
2024), facilitating factual attribution and verifica-
tion of generated responses. While some studies
concentrate on fine-grained attribution (Hennigen
et al., 2023; Slobodkin et al., 2024; Cao and Wang,
2024; Cohen-Wang et al., 2024), we have chosen
the sentence-chunk pair level due to its broader ap-
plicability and practicality in common document
assistance systems. Leveraging the insights from
recent works, our system has been developed to
address the issue of multi-faceted truthfulness in
document reading.

7 Conclusion

This work presents a trustworthy document assis-
tant chatbot, TRUTHREADER, that incorporates
incline citation generation and attribution chunks
display to enhance the verification of answers. Be-
sides, we propose our pipeline for data construction
and model optimization to adapt the LLMs for our
system. We hope that this work can contribute to
the application and research within the domain of
trustworthy document assistant chatbot systems.
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Limitations

Verification Requirement While the automation
of information retrieval is a core aspect of our sys-
tem, human verification is still necessary to ensure
the factual accuracy of the referenced documents.
This necessity arises because our approach is heav-
ily reliant on the correctness of the input documents.
If the documents are factually incorrect, the sys-
tem’s output will also be compromised. Therefore,
a process for filtering and validating input data is
crucial, but it currently remains an area that re-
quires further development.

Model Scale Compared to existing commer-
cial products or open-source projects that employ
LLMs such as GPT-4 and Gemini, our system uti-
lizes smaller-scale LLMs. Consequently, there may
be differences in task diversity and performance
when compared to these larger models. Consider-
ing the delicate balance between performance and
resource, we choose to implement an optimization
pipeline, distilling knowledge from larger LLMs
to smaller ones. Notably enhancing capabilities in
citation generation and negation not only optimizes
efficiency but also facilitates wider accessibility
and applicability within the developer community.

Multilingual Capability Additionally, our sys-
tem has been primarily optimized for the Chinese
context, considering our current application re-
quirements. Although the system retains some
capabilities in English, its performance in other
languages is comparatively limited. We plan to pro-
gressively expand the system’s language support to
include more languages and extend its application
scope in the future.

Attribution Method Despite the emergence of
novel attribution methods and models, our research
focuses on generating inline citations from input
documents. This approach aligns with the most
prevalent product format and is highly compatible
with existing document assistance systems. We
aim to explore multi-grained attribution by integrat-
ing chunk-level, sentence-level, and phrase-level
analyses. Currently, we utilize ROUGE-1 as the
attribution score; however, we plan to incorporate
more advanced metrics, such as QAFactEval (Fab-
bri et al., 2022) and SummaC (Laban et al., 2022),
in future work.



Ethics Statement
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A Instruction Templates

# QUESTION: {{ question; }} </s>
# HISTORY:

A: {{ question;—1 }}

B: {{ answer;—1 }}

A: {{ question;—2 }}

B: {{ answer;—s }}

Table 3: The instruction template of the retrieval query.

Please add citations to the input text using the given
documents. Citation format: “Text to be cited[1].” or
“Text to be cited[1][2].”

# Demonstration 1

# Demonstration 2

;Current
Document[1]: {{title1}}{{contexty}}

sl | @ 1] eemient, 1]

INPUT: {{answer_snippet}}
OUTPUT:

\. J

Table 4: The instruction template for ChatGPT to construct
citation of our generator data.

We list Table 3 as the instruction template of the re-
trieval query and Table 4 as the instruction template
to construct citations of our generator data.

B Additional Evaluation Results

As shown in Figure 5, we conducted a Recall@n
assessment to measure retrieval performance with
and without the incorporation of dialogue his-
tory. The results indicate a nuanced impact of dia-
logue history on the baseline model’s effectiveness.
Specifically, the baseline model achieved Recall@1
and Recall @4 scores of 58.7 and 69.5, respectively,
when dialogue history was excluded, and scores
of 58.2 and 70.0 when history was included. This
marginal improvement underscores the potential
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Figure 5: The Recall@n evaluation results of both the baseline
embedding model and our fine-tuned model. “w/0” or “w/”
history indicates whether the dialogue history is concatenated
with the question.

benefits of context integration. However, the fine-
tuned model with dialogue history demonstrated a
pronounced enhancement in performance, achiev-
ing Recall@1 and Recall@4 scores of 82.8 and
90.4, respectively. This significant uplift suggests
that fine-tuning effectively leverages contextual in-
formation, thereby facilitating superior retrieval ac-
curacy. These findings highlight the importance of
model adaptation and context utilization in improv-
ing the performance of retrieval systems. As shown
in Table 6, Qwen generally outperforms Mixtral in
terms of macro precision and maintains a high and
consistent refuse rate. Mixtral shows variability in
its metrics, with notable improvements in citation
numbers but a decline in answer accuracy and an
increasing refuse rate over epochs. This suggests
Qwen may be more reliable in maintaining per-
formance across different metrics, while Mixtral’s
performance is more variable.

C More Details about Datasets

Table 5 provides an overview of the training data
utilized for our retrieval-augmented generator, en-
compassing a variety of sources and languages.
The dataset is categorized into five distinct types,
each contributing to the robustness and versatility
of the model.

Multi-document Synthesis: This dataset, in
Chinese (zh), comprises 387 examples sourced
from WeiXin Subscription Accounts, with answers
generated by ChatGPT. This type is crucial for
tasks requiring synthesis across multiple docu-
ments, enhancing the model’s ability to integrate
and reconcile information from diverse texts.

Single-document Summary: In both Chinese
(zh) and English (en), this dataset includes 561
examples derived from WeiXin Subscription Ac-
counts and Wikipedia, summarized by ChatGPT.
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Data Language Document Source Answer Source #Example
Multi-document Synthesis zh WeiXin Articles ChatGPT 387
Single-document Summary zh, en WeiXin Articles, Wikipedia ChatGPT 561
QA Created zh Multi-domains ChatGPT 1,482
WebCPM zh Web Human 897
RefGPT zh, en Baidu Baike, Wikipedia GPT4 3,708

Table 5: The training data statistics of our retrieval-augmented generator.

Model Answer Acc. Refusal Rec. Citation Pre. # Citation
Mixtral (1 epochs) 77.27 62.50 68.35 0.93
Mixtral (2 epochs) 77.27 67.05 76.67 4.17
Mixtral (3 epochs) 75.00 71.59 71.65 4.96
Qwen (1 epochs) 73.86 80.01 84.31 3.69
Qwen (2 epochs) 78.40 100.0 85.00 4.09
Qwen (3 epochs) 76.13 100.0 80.12 6.14

Table 6: Performance of adapted Mixtral-7Bx2-Chat and
Qwen-14B-Chat models across different epochs.

This subset focuses on summarization tasks, im-
proving the model’s proficiency in condensing in-
formation from individual documents.

QA Created: Featuring 1,482 examples in Chi-
nese (zh), this dataset spans multiple domains with
answers generated by ChatGPT. It supports the
development of the model’s capability to handle
domain-specific queries, enriching its contextual
understanding and response accuracy.

WebCPM: Comprising 897 examples in Chi-
nese (zh), sourced from the web and answered by
humans, this dataset offers a diverse array of web-
based content. It contributes to the model’s general
knowledge and ability to process and respond to
varied web-sourced information.

RefGPT: This dataset contains 3, 708 examples
in both Chinese (zh) and English (en) from Baidu
Baike and Wikipedia, with answers generated by
GPT-4. It is instrumental in enhancing the model’s
ability to reference and utilize structured knowl-
edge from authoritative sources. This dataset broad-
ens the model’s linguistic and contextual range,
enabling it to handle Chinese and English queries.

The diverse composition of these datasets,
including multi-document synthesis, single-
document summarization, domain-specific QA,
and reference-based QA in both Chinese and
English, equips our retrieval-augmented generator
with comprehensive training. This diverse dataset
ensures the model’s robustness in generating
accurate, contextually relevant responses across
various types of documents and queries.

D Meta Evaluation

In order to enhance the credibility of our experi-
ments, a meta-evaluation of the automated evalu-
ation method for GPT-4 has been conducted. We

primarily evaluated the alignment of GPT-4’s accu-
racy judgments on model-generated answers with
human judgments, focusing on a curated test set.
Three distinct models were extracted from the de-
velopment process, and a total of 264(3 x 88) data
points were generated in response to this test set.
Subsequently, two domain experts were employed
to annotate the accuracy of these model-generated
responses. The annotators made judgments based
on the given document passages and the standard
answers in the test set. Likewise, we also evaluated
the annotations provided by GPT-4 for the model-
generated results. The correlation between human
and GPT-4 annotations was calculated, resulting
in a Pearson Correlation coefficient of 0.631 and
a Spearman Correlation coefficient of 0.631. As a
considerable agreement, we conclude that GPT-4
has the ability to effectively replace human evalua-
tion of model-generated results, leading to substan-
tial reductions in costs and time requirements.
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Abstract

As the NLP community increasingly addresses
challenges associated with multilingualism, ro-
bust annotation tools are essential to handle
multilingual datasets efficiently. In this paper,
we introduce a code-mixed multilingual text
annotation framework, COMMENTATOR, specif-
ically designed for annotating code-mixed text.
The tool demonstrates its effectiveness in token-
level and sentence-level language annotation
tasks for Hinglish text. We perform robust qual-
itative human-based evaluations to showcase
CoMMENTATOR led to 5x faster annotations than
the best baseline. Our code is publicly avail-
able at https://github.com/lingo-iitgn/
commentator. The demonstration video is
available at https://bit.ly/commentator_
video.

1 Introduction

Code mixing is prevalent in informal conversa-
tions and in social media, where elements from
different languages are interwoven within a single
sentence. A representative example in Hinglish
such as “I am feeling very thand today, so I’ll
wear a sweater.” (In this sentence, “thand” is
a Hindi word meaning “cold”, while the rest of
the sentence is in English), demonstrating seam-
less integration of Hindi and English. A major
challenge in NLP research is the scarcity of high-
quality datasets, which require extensive manual
efforts, significant time, domain expertise, and lin-
guistic understanding, as highlighted by Hovy and
Lavid (2010). The rise of social media has further
complicated annotation tasks due to non-standard
grammar, platform-specific tokens, and neologisms
(Shahi and Majchrzak, 2022). Annotating these
datasets presents unique challenges, including en-
suring data consistency, efficiently managing large
datasets, mitigating annotator biases, and reporting
poor-quality instances. Existing annotation tools
often fail to address these diverse issues effectively.
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Figure 1: CoMmMENTATOR Framework.

This paper introduces COMMENTATOR, a robust
annotation framework designed for multiple code-
mixed annotation tasks. The current version! of
COMMENTATOR supports two token-level annotation
tasks, Language Identification, POS tagging, and
sentence-level Matrix Language Identification.
While ComMENTATOR has already been used to
generate a large number of annotations (more than
100K) in our ongoing project?, these are not part of
the current demo paper. The focus of this paper is
to present the capabilities and initial functionalities
of the framework. Figure 1 presents the framework
COMMENTATOR.

We evaluate COMMENTATOR by comparing its
features and performance against five state-of-the-
art text annotation tools, (i) YEDDA (Yang et al.,
2018), (ii) MarkUp (Dobbie et al., 2021), (iii) IN-
CEpTION (Klie et al., 2018), (iv) UBIAI3 and
(v) GATE (Cunningham et al., 1996). The major
perceived capabilities (see Section 4.1) of Cowm-
MENTATOR are (i) simplicity in navigation and per-
forming basic actions, (ii) task-specific recommen-
dations to improve user productivity and ease the

1As a continual development effort, it will be further
extended to three more popular code-mixing tasks NER, Spell
Correction and Normalization, and Machine Translation.

2URL available on our Github.

3https://ubiai.tools/
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annotation process, (iii) quick cloud or local setup
with minimal dependency requirements, (iv) pro-
moting iterative refinement and quality control by
integrating annotator feedback, (v) simple admin
interface for uploading data, monitoring progress
and post-annotation data analysis, and (vi) parallel
annotations enabling multiple users to work on the
same project simultaneously. Furthermore, Sec-
tion 4.2 demonstrates an annotation speed increase
of nearly 5x compared to the nearest SOTA base-
line. This speed gain can be further enhanced by
incorporating more advanced code-mixed libraries.

In addition, the codebase, the demo website with
a detailed installation guide, and some Hinglish
sample instances are available on GitHub4. Cur-
rently, the functionality is tailored for Hinglish, but
it can be extended to support any language pair.

2 Existing Text Annotation Frameworks

Text annotation tools are vital in NLP for creat-
ing annotated datasets for training and evaluating
machine learning models. This summary reviews
several key tools, each with unique features and
limitations.

2.1 Web-based Annotation Tools

These tools have been created to provide annotation
environments independent of operating systems.
Some of the web-based annotation tools are: (1)
MarkUp improves annotation speed and accuracy
using NLP and active learning but requires re-
annotation for updates and has unreliable collabora-
tion features (Dobbie et al., 2021), (2) INCEpTION
offers a versatile platform for semantic and interac-
tive annotation but struggles with session timeouts
and updating annotations (Klie et al., 2018), and
lastly, (3) UBIAI provides advanced cloud-based
NLP functions but faces problems with incorrect en-
tity assignments and model integration (ubi, 2022).

2.2 Locally-hosted Tools

These tools can be installed on a local machine and
offer more robust features or better performance for
large datasets. Some of the locally hosted tools are:
(1) YEDDA is an open source tool that enhances
annotation efficiency and supports collaborative
and administrative functions, though it has limita-
tions in customization and can break tokens during
annotation (Yang et al., 2018), (2) GATE is an open-
source tool known for its real-time collaboration,

4https://github.com/lingo-iitgn/commentator

but it is complicated to configure and slow with
API requests (Bontcheva et al., 2013), (3) BRAT
is user-friendly for entity recognition and relation-
ship annotation but lacks active learning, automatic
suggestions, and does not provide post-annotation
analysis features. Additionally it lacks a dedicated
admin interface for user management and annota-
tion monitoring, limiting its overall effectiveness.
(Stenetorp et al., 2012), (4) Prodigy integrates with
machine learning workflows and supports active
learning but requires a commercial license (Mon-
tani and Honnibal, 2018), and (5) Doccano is an
open-source tool with a customizable interface for
various annotation tasks but lacks advanced features
like real-time collaboration (Nakayama et al., 2018).
Additional tools include (6) Knowtator, designed
for biomedical annotations within Protégé, but re-
quires significant manual setup (Ogren, 2006), (7)
WordFreak, which is flexible but challenging for
non-technical users (Morton and LaCivita, 2003),
(8) Anafora, known for its efficiency in biomed-
ical annotation but lacking integration with ma-
chine learning models (Chen and Styler, 2013),
(9) Atomic, which is modular and powerful but
requires extensive customization (Druskat et al.,
2014), lastly, (10) WebAnno supports a wide range
of annotation tasks and collaborative work, but
encounters performance issues with large datasets
(Yimam et al., 2013).

While these tools offer diverse functionalities,
each exhibits limitations that affect efficiency and
usability. Most state-of-the-art frameworks are
either paid or closed-source and do not support
annotator feedback. Additionally, the majority do
not enable parallel annotations over the internet
and perform poorly when multiple scripts or words
from different languages appear in the same sen-
tence. The introduction of COMMENTATOR seeks
to address these challenges by providing a robust
framework specifically designed for multiple code-
mixed annotation tasks.

3 COMMENTATOR

3.1 The Functionalities

The proposed system caters to two types of users:
(i) the annotators and (i) the admins. Annota-
tors perform annotation tasks. The admins design
the annotation task, employ annotators, administer
the annotation task, and process the annotations.
Given these roles, we describe the COMMENTATOR
functionalities by introducing:
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Choose any Task to proceed

Token-level language
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Matrix language Identification

Spelling correction &

normalization Tranglations

Token-level entity labelling

Figure 2: The Task interface of the COMMENTATOR.

3.1.1 The Annotator Panel

The annotator panel contains three pages:

1.

Landing page: Figure 2 presents an annotator
landing page. Here, the annotators are presented
with a selection of several NLP tasks, displayed
as clickable options. Selecting a task directs
them to the dedicated annotation page for that
specific task.

. Annotation pages: We, next, describe annotation

pages for the first three tasks:

* Token-Level Language Identification
(LID): This task involves identifying the
language of individual words (tokens)
within a sentence (Figure 3a, point 1). Each
token is pre-assigned a language tag using
a state-of-the-art language identification
API 5(more details are presented in Sec-
tion 3.2.2). Annotators can update these
tags by clicking the tag button until the
desired tag appears. Textual feedback can
be entered in the “Enter Your Feedback
Here” section (Figure 3a, point 3). Textual
feedback is essential to highlight issues
with the current sentence. Some issues
include grammatically incorrect sentences,
incomplete sentences, sensitive/private in-
formation, toxic content, etc.

* Token-Level Parts-Of-Speech Tagging
(POS): Similar to LID, this task involves
identifying the POS tags of individual to-
kens within a text. Each token is pre-
assigned a language tag using a state-of-
the-art POS tagging CodeSwitch NLP li-
brary ¢(more details are presented in Sec-
tion 3.2.2). In case of incorrect assignment
of the tag, the annotators can select the cor-
rect tag from a drop-down menu (Figure 4a,

Shttps://github.com/microsoft/LID-tool

Shttps://github.com/sagorbrur/codeswitch

point 1). We do not keep the toggling but-
ton feature due to many POS tags. Similarly
to LID, annotators can provide feedback
(Figure 4a, point 3).
¢ Matrix Language Identification (MLI):
As shown in Figure 5, this task involves
identifying the language that provides the
syntactic structure of a code-mixed sen-
tence. Annotators select the matrix lan-
guage from the multiple supported lan-
guages for each sentence (Figure 5, point
1).
The primary instructions are present on the left
side of the page for each task (See point 2 in Fig-
ures 3a, 4a and 5a). Similarly, annotations can
be corrected by clicking the “Edit Annotations’
button (see point 4 in Figures 3a, 4a and Sa),
which redirects to the corresponsing history and
edit pages (see Figures 3b, 4b and 5b).

il

. History and Edit pages: Figures 3b, 4b and 5b

show a list of previously annotated sentences
with timestamps for LID, POS and MLI, re-
spectively. Clicking on a sentence opens the
respective annotation page with the previously
chosen tags for editing.

3.1.2 The Admin Panel

Figure 6 shows the admin panel. The admin panel
performs three major tasks:

1.

Data upload: The administrator can upload the
source sentences using a CSV file (Figure 6,
point 1).

. Annotation analysis: The administrator can: (i)

analyze the quality of annotations using Cohen’s
Kappa score for inter-annotator agreement (IAA)
(Figure 6, point 3) and (ii) analyze the degree
of code-mixing in the annotated text using the
code-mixing index (CMI) (Das and Gambéck,
2014a)7(Figure 6, point 2).

. Data download: The admin can download an-

notations of single/multiple annotators in a CSV
file. Admins can select specific tasks from a
dropdown menu to customize the data extraction
(Figure 6, point 2) The data download function-
ality also supports the conditional filtering of
data based on IAA and CMI.

3.2 The Architecture

Figure 1 showcases the highly modular architecture
for ComMmENTATOR. We describe it using two main

TThe CMI score ranges from O (monolingual) to 100 (highly
code-mixed).
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Figure 3: Token-Level Language Identification (LID): (a) annotation page and (b) history and edit page.
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Figure 4: Token-Level Parts-Of-Speech Tagging (POS): (a) annotation page and (b) history and edit page.

modules:

3.2.1 Client Module

The client is developed using ReactJS8. The client
module comprises pages for the following func-
tionalities: (i) User Login, (if) User Signup, (iii)
Annotation Panel, and (iv) History, and (v) Admin
Panel. The user login page is used to log into the
portal. The user signup page creates a new annota-
tor account on the portal. The annotation panel is
the main landing page that initiates the annotation
process for all tasks. The history page lists the
annotated sentences by the logged-in annotator for
individual tasks.

3.2.2 Server Module

The client is served using a Flask® Server. The
server performs two major functions: (i) con-
nection with the database and (ii) calling task-
specific API/libraries. It connects to the MongoDB
database through a Pymongo library. The Mon-
goDB database can be locally hosted or on the cloud.
We use the MongoDB Atlas database!0 hosted lo-
cally. In the current setup, we use Microsoft API
8https://reactjs.org

Shttps://flask.palletsprojects.com/en/2.1.x/
Ohttps://www.mongodb.com/atlas/database

for LIDI, For POS, we use the CodeSwitch NLP
library. This also demonstrates the flexibility of
CoMMENTATOR to make web-based API calls or
local-hosted library calls based on the task require-
ments.

4 Experiments

In this section, we perform two human studies
to evaluate CoMmMENTATOR against recent state-of-
the-art tools to ensure a comprehensive compari-
son with modern advancements and cutting-edge
functionalities: (i) YEDDA (Yang et al., 2018),
(i1)) MarkUp (Dobbie et al., 2021), (iii) INCEp-
TION (Klie et al., 2018), (iv) UBIAI!2 and (v)
GATE (Bontcheva et al., 2013) (vi) BRAT (Stene-
torp et al., 2012). The first study assesses the total
time and perceived capabilities during the initial
low-level setup and at higher-level annotation tasks
(see Section 4.1 for more details). The second study
examines the annotation time (see Section 4.2 for
more details).

IExisting open source libraries such as Spacy-LangDetect
(https://pypi.org/project/spacy-langdetect/) and
LangDetect (https://pypi.org/project/langdetect/)
showed poor performance

2https://ubiai.tools/
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Figure 5: Matrix Language Identification (MID): (a) annotation page and (b) history and edit page.

Capabilities YEDDA MarkUp INCEpTION UBIAI GATE BRAT COMMENTATOR
1 2 3(1 2 3|1 2 3|1 2 3|1 2 3|1 2 3|1 2 3

Operational ease X X X X X | X X X X X

Less dependency requirements X X X X X

Low latency in API requests X X X |X X| X X X X X X X X

Admin Interface X X X

System recommendation X | Xx X X X X X | Xx X X

Multiple user collaboration X X X | X X X X X

Annotation Refinement and Feedback X X | X X X X

Post-annotation analysis X X X

Table 1: Perceived capabilities by annotators. All annotators perceive all the eight capabilities in COMMENTATOR.

COMMENTATOR

Figure 6: The admin interface of the COMMENTATOR.

4.1 Initial Setup and Perceived Capabilities

We employ three human annotators proficient in
English and Hindi with experience using social
media platforms such as X (formally ‘Twitter’). Ad-
ditionally, the annotators are graduate students with
good programming skills and knowledge of version
control systems. Each annotator has a detailed
instruction document!3 containing links to execute
codebases or access the web user interface, descrip-
tions of tool configurations, annotation processes,
and guidelines for recording time.

Each annotator measures the time taken for the
initial setup, including installation and configura-
tion. The initial setup includes installation (down-
loading source code, decompressing, and installing
dependencies) and configuration (adding config-
uration files, sentence loading, and user account

Bhttps://github.com/lingo-iitgn/commentator/
tree/main/Documents

1.

[\
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creation/login).:

Operational Ease: A tool demonstrates opera-
tional ease when it requires minimal effort for in-
stallation, data input, and output. A user-friendly
interface with features like color gradients for
tag differentiation enhances the annotation expe-
rience, leading to more engaging and prolonged
usage compared to tools with less visually ap-
pealing interfaces.

. Less Dependency Requirements: Annotation

tools often require resolving multiple dependen-
cies during installation, which is challenging
due to rapid advancements in web frameworks,
data processing pipelines, and programming
languages. This complexity limits usage, partic-
ularly among non-CS users.

. Low Latency in API Requests: Latency is mea-

sured as the time to serve the request made by a
client. This is the main bottleneck in web-based
annotation tools that deal with APIs to serve and
process data.

. Admin Interface: The tool should feature an in-

tuitive admin interface for efficient user manage-
ment, role assignment, and annotation progress
monitoring, offering comprehensive control
without requiring extensive technical knowledge.

. System Recommendation: Effective system rec-

ommendations that use advanced NLP tools and
APIs can streamline the annotation process and


https://github.com/lingo-iitgn/commentator/tree/main/Documents
https://github.com/lingo-iitgn/commentator/tree/main/Documents

Tools Installation Configuration Tools LID POS

YEDDA 7.66 + 8.73 24.33 + 32.29 YEDDA 757.00 + 62.27  1370.66 + 81.24
MarkUp NA 366.67 + 47.25 MarkUp 1192.33 +172.77 1579.00 + 68.86
INCEpTION NA 247.66 + 39.80 INCEpTION 1040.66 + 69.67  1714.66 + 71.30
UBIAI NA 324.33 + 62.90 UBIAI 690.66 +79.43  748.33 +91.45
GATE 4567 & 11.44  125.00 & 68.07 GATE 1118.33 £ 166.20  1579.00 + 50.61

CoMMENTATOR (ours) 173.33 £89.93 210.00 £ 81.65

Table 2: Comparison of time taken (mean =+ standard
deviation) for installation and configuration in seconds.
‘NA’ corresponds to those web-based tools that cannot
be installed on local systems. YEDDA takes the least
time to install and configure. COMMENTATOR’s configu-
ration time is lower than three popular tools, MarkUp,
INCEpTION and UBIALI

reduce the annotation time.

6. Parallel Annotations: The tool should support
multiple users to work simultaneously on the
same dataset, share insights, and maintain con-
sistency across annotations, enhancing overall
efficiency and reliability.

7. Annotation Refinement and Feedback: The tool
must allow annotators to refine and update their
annotations easily.

8. Post-annotation Analysis: This feature evalu-
ates annotation quality using metrics like inter-
annotator agreement, with statistical measures
like Cohen’s Kappa (it gauges the degree of
consistency among annotations), enhancing the
reliability and validity of the data. In addition,
as the ComMENTATOR largely focuses on the
code-mixed domain; integration of metrics like
Code-mixing Index (CMI) is highly preferred.

Annotators report each tool’s setup time and as-
sign a “Yes/No” label to eight perceived capabili-
ties. Table 2 reports the time taken in seconds for
five baselines tool and CoMMENTATOR. Overall,
YEDDA takes the least time to install and configure.
However, Table 1 presents a slightly more distinct
picture. COMMENTATOR receives all eight perceived
capabilities, while all existing state-of-the-art anno-
tation frameworks, except UIBAI, lack operational
ease. Additionally, none of the tools possess a
feedback mechanism that allows users to report
any inconsistencies during annotations, including
identifying noisy or abusive datasets for potential
removal. All annotators agree that YEDDA exhibits
poor user collaboration capabilities.

4.2 Annotation Time

In the second human study, we recruit three an-
notators with a good understanding of Hindi and

COMMENTATOR (Ours) 138.33 + 24.60 337.66 + 25.34

Table 3: Comparison of time taken (mean =+ standard
deviation) for annotation in seconds. POS, being a highly
challenging task than LID, took significantly more time.
LID annotations on COMMENTATOR are 5xX faster than
the next best tool, UBIAIL. Whereas POS annotations on
COMMENTATOR are 2x faster than UBIAL

English languages. Each annotator annotates
ten Hinglish sentences (available on the project’s
GitHub page) for token-level language tasks: (i)
LID and (ii) POS. Both tasks involve assigning a tag
to each token in a sentence. For LID, the tags are
Hindi, English, Unidentified. For POS, we follow
the list of tags proposed by Singh et al. (2018).
This list includes NOUN, PROPN, VERB, ADJ,
ADV,ADP, PRON, DET, CONJ, PART, PRON_WH,
PART_NEG, NUM, and X. Here, X denotes foreign
words, typos, and abbreviations. Table 3 shows
that the libraries that preassign tags enable Com-
MENTATOR to perform at least five times faster in
annotation than the existing tools.

Overall, annotators find that COMMENTATOR takes
slightly longer time in initial setup but significantly
reduces annotation time and efforts. It showcases
good recommendation capability, parallel annota-
tions and post-annotation analysis capabilities.

5 Conclusion and Future Work

We introduce COMMENTATOR, an annotation frame-
work for code-mixed text, and compared it against
five-six state-of-the-art annotation tools. COMMEN-
TATOR shows better user collaboration, operational
ease, and efficiency, significantly reducing anno-
tation time for tasks like Language Identification
and Part-of-Speech tagging. Future plans include
expanding COMMENTATOR to support tasks such as
sentiment analysis, Q&A, and language generation,
making it an even more comprehensive tool for
multilingual and code-mixed text annotation.

14The three annotators recruited in the first human study are
different than these annotators.
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6 Ethics

We adhere to the ethical guidelines by ensuring the
responsible development and use of our annotation
tool. Our project prioritizes annotator well-being,
data privacy, and bias mitigation while promoting
transparency and inclusivity in NLP research.
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A Appendix

A.1 Inter-annotator agreement (IAA)

IAA measures how well multiple annotators can
make the same annotation decision for a particular
category. IAA shows you how clear your annotation
guidelines are, how uniformly your annotators un-
derstand them, and how reproducible the annotation
task is. Cohen’s kappa coefficient (Hallgren, 2012;
Cohen, 1960) is a statistic to measure the reliabil-
ity between annotators for qualitative (categorical)
items. It is a more robust measure than simple
percent agreement calculations, as k considers the
possibility of the agreement occurring by chance.
It is a pairwise reliability measure between two
annotators.
The formula for Cohen’s kappa () is:

P,— P

K= —1H
1—- P,

where, P, is relative observed agreement among

raters and P, is hypothetical probability of chance
agreement.

ey

A.2 Code-mixing Index (CMI)

CMI metric (Das and Gambéck, 2014b) is defined
as follows:

1 1— maz(w;)
CMI:{OO*[ el g

0 n=1u

Here, w; is the number of words of the language
1, max{w; } represents the number of words of the
most prominent language, n is the total number
of tokens, u represents the number of language-
independent tokens (such as named entities, ab-
breviations, mentions, and hashtags). A low CMI
score indicates monolingualism in the text whereas
the high CMI score indicates the high degree of
code-mixing in the text.

B Limitations

We present some of the limitations in the CoMMEN-
TATOR tool, along with potential areas for future
improvement:

1. Web-hosting: COMMENTATOR is not currently
web-based, but we are developing a web ver-
sion to improve accessibility and user experi-
ence.

2. Model Integration: The tool does not yet sup-
port direct integration of pre-trained models
through the user interface for predictions.
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Abstract

Annotation tools are increasingly only steps
in a larger process into which they need to be
integrated, for instance by calling out to web
services for labeling support or importing doc-
uments from external sources. This requires
certain capabilities that annotation tools need
to support in order to keep up. Here, we define
the respective requirements and how popular
annotation tools support them. As a demon-
stration for how these can be implemented,
we adapted INCEpTION, a semantic annota-
tion platform offering intelligent assistance and
knowledge management. For instance, support
for a range of APIs has been added to INCEp-
TION through which it can be controlled and
which allow it to interact with external services
such as authorization services, crowdsourcing
platforms, terminology services or machine
learning services. Additionally, we introduce
new capabilities that allow custom rendering
of XML documents and even the ability to add
new JavaScript-based editor plugins, thereby
making INCEpPTION usable in an even wider
range of annotation tasks.

1 Introduction/Motivation

Annotated data is crucial for many branches of
science and industry. It is used in supervised learn-
ing to train and evaluate machine learning mod-
els (Pustejovsky and Stubbs, 2013) and has been
the catalyst as well as limiting factor for the deep
learning revolution (Sun et al., 2017; Sambasivan
et al., 2021). Large language models often require
high-quality annotated data, be it for (instruction)
fine-tuning or their evaluation (Chen et al., 2023;
Zhang et al., 2023; Zhou et al., 2023).

As the processes producing and consuming an-
notations become more complex, annotation tools
need to be able to act as a part in these larger pro-
cesses. For instance, they need to be embedded in a
crowdsourcing pipeline (Klie et al., 2023), integrate
external knowledge bases (Bugert et al., 2021), or

provide functionality to call machine learning mod-
els for annotation support (Schulz et al., 2019).
They also need to be customizable in order to cope
with the ever-demanding change in requirements.
If the functionality for a task is not implemented
yet, they need to be extensible so that these new
features can be easily retrofitted.

We survey the required capabilities in five ar-
eas relevant to customization and integration into
larger processes: annotator management, task de-
sign, process integration, machine learning services
and external knowledge and discuss if and how pop-
ular annotation tools support them. In addition, we
describe how INCEpPTION has implemented them
to serve as a role model for future implementations.

2 Related work

Over the years, many annotation tools have been
developed that target different use cases and come
with different capabilities. We discuss some older
but popular as well as some more recently pub-
lished text annotation tools (see Neves and Seva
(2019) for a more comprehensive overview). Most
tools considered are free open source tools. LABEL
STUDIO and POTATO are freemium tools that re-
quire a paid license for certain functionalities or
use-cases. PRODIGY is commercial software.
Design choices tend to be made based on
whether an annotation tool is mainly instance-
oriented or document-oriented. Many recent tools
are instance-oriented and focusing on high through-
put (e.g., PRODIGY (Montani and Honnibal), LA-
BEL STUDIO, GATE TEAMWARE 2 (Wilby et al.,
2023), ALANNO (Juki¢ et al., 2023), LABEL
SLEUTH (Shnarch et al., 2022), or POTATO (Pei
et al., 2022)). They try to get annotators to label as
many instances as possible in the shortest amount
of time. Often, these tools only support labelling
the entire instance. Some support span and rela-
tion annotation tasks, but tend to focus on very
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Label

Label

ALANNO Doccano GATE POTATO Prodigy brat MedTator WebAnno INCEpTION
Sleuth  Studio

Annotator management
AM-1: Multi-user v v v - v v - v - v v
AM-2: Workload mgmt. dyn stat dyn n/a dyn* dyn n/a stat n/a stat dyn
AM-3: Reclaim abandoned — - v - - - - - - - v
AM-4: Self-sign-up L 1dP L n/a L,IdP* URL n/a - n/a - URL, IdP
Task design
TD-1: Customizable Ul tagset tagset templ. tagset templ. templ. templ. schema schema schema schema
TD-2: Document layout - - - - v - - - - - v
Process integration
PI-1: API - R R R R - L - - R R
PI-2: Event notifications - - - - v - - - - v v
ML services
ML-1: ML support BI P P BI PR BI P L PR P P, BI P,BLLR
ML-2: Active learning v - - v vE v v - - - v
Knowledge bases
KB-1: RDF/SPARQL - - - - - - - - - - v
KB-2: Generic lookup - - - - - - - v - - v

Table 1: Integrability requirements and their support in selected annotation tools. Some features (*) are only
available paid versions. BI - built-in; LL - local, R - remote, P - pre-annotated, IdP - Identity Provider.

short documents, e.g. a single sentence a single
turn in a conversation. Their user interface (UI) is
streamlined to support this goal e.g. by showing
only the instance to be annotated with little to no
context. Document-oriented tools (brat (Stenetorp
et al., 2012), DoccAaNO (Nakayama et al., 2018),
MEDTATOR (He et al., 2022), WEBANNO (Yimam
et al., 2013), INCEpPTION) on the other hand show
an entire document to the annotator at a time. Here,
a document usually consists of a longer text (e.g.
an essay, article, speech, conversation, etc.). This
allows the annotation of spans and relations in their
intended context. While document-oriented tools
impose a higher cognitive load on the annotator,
context can be very important for areas where read-
ing a statement in isolation can easily lead to misin-
terpretation. Areas prone to such problems include
the analysis of misinformation, political speeches,
or analysis of inconsistencies or incoherence in
documents (cf. Chong et al. (2021)).

3 Requirements and Contributions

In the following subsections, we identify several
requirements that annotation tools should meet in
order to integrate well into a larger process and how
INCEpTION meets these requirements. Table 1
compares the capabilities of INCEpTION to those
of other annotation tools. A detailed discussion
of this comparison can be found in the appendix.

Our last publication on INCEpTION (Klie et al.,
2020) was written around the time of INCEpTION
0.16.1 (Jun 2020). Most of the features touched
upon in the present paper have been developed or
significantly improved in the versions 0.17.0 (Oct
2020) to 34.0 (Oct 2024). In the contributions,
we mention the approximate version introducing a
particular feature, e.g. AM-2 ~ v0.17.0 indicates
that the features supporting the requirement AM-2
was introduced around INCEpTION 0.17.0. A few
features have always existed in INCEpTION and
are mentioned just for the sake of completeness.
These are noted as e.g. AM-1 always.

3.1 Annotator management (AM)

A central component of any annotation project is
the team of annotators. In fraditional annotation
projects, teams tend to be small and all annotators
end up annotating all the texts (Chamberlain et al.,
2013). However, if an annotation project contains a
larger number of documents, also a larger number
of annotators is called for. Thus, annotation tools
need to offer functionalities for dealing with a large
and potentially dynamic group of annotators.

Requirements (AM-1) MULTI-USER [YES,
NO] — Annotation tools should offer multi-user
support and the ability to manage the annotation
team. Single-user tools might still be integrable
into a larger process where multi-user support is
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provided through external systems, e.g. provision-
ing different instances of the tool to different users.

(AM-2) WORKLOAD MANAGEMENT [STATIC,
DYNAMIC] — If the annotation team is known in
advance and changes seldom (if ever) during the
course of the project, project managers can man-
ually distribute the workload (e.g. the texts to be
annotated) to the team members. But if the team
is dynamic, annotators frequently join or leave the
project (Snow et al., 2008), or the productivity dif-
fers significantly among the team members, auto-
matic methods of work distribution are necessary.

(AM-3) RECLAIM ABANDONED [YES, NO] —
It can be necessary to detect when when annotators
abandon a project so that unfinished work can be
reclaimed and reassigned to other annotators. This
is particularly important if workload distribution
is based on larger units, e.g. batches of multiple
instances or long documents.

(AM-4) SELF-SIGN-UP [LOCAL ACCOUNT,
IDP, INVITE-URL] — A suitable sign-up and sign-
in mechanism is required when team members
should be able to join a project at any time. This
can be useful e.g. in crowdsourcing or citizen sci-
ence projects or if a project can otherwise call on
a large pool of potential annotators. Self-sign-up
can create a local account or operate in conjunction
with an external identity provider (IdP). An invite
URL that grants access to a particular annotation
project can facilitate the process.

Contribution INCEpTION is a multi-user anno-
tation tool (AM-1 always) that supports dynamic
workload management (AM-2 ~ v0.17.0). Its
URL-based self-sign-up (AM-4 =~ v0.18.0) can be
used either with anonymous accounts or with per-
manent accounts in combination with an OAuth2
(=~ v0.25.0) or SAML-compliant IdP (= v0.27.0).
A notable difference to other tools is the handling
of abandoned work though (AM-3 = v(0.20.0).
Dynamic workload management in a document-
oriented tool like INCEpPTION needs to meet
slightly different goals than in instance-oriented
tools because an annotator usually spends a longer
time per document. After an annotator as been
offered a document, that annotator needs to be al-
lowed some time to work on it. If the document has
been offered to the maximum number of annotators
allowed per document, it may not be offered again
until one of these annotators has aborted or aban-
doned their work. Also, there is the possibility that
a document is abandoned after a non-trivial amount

of work went into it — or that the user simply forgets
marking the document as finished. In such cases, it
may be useful to reclaim the document and assign
it to another user. However, it may also be sensible
to not completely discard the annotations that may
already have been created in the document.

In addition to setting a limit of annotators per
document and configuring an optional timeout be-
fore a document is considered to be abandoned,
INCEpPTION offers three options of dealing with
abandoned documents: discard the data from the
annotator who abandoned the document; lock the
document for the annotator who abandoned it so
the annotator can no longer edit it (if the annotator
re-joins the project, the annotator will be assigned
a new document); mark the document as finished
for the annotator even though the annotations in
the document may be incomplete. With discard
and lock, the abandoned document will not count
against the annotator-per-document limit and will
be reassigned to new annotators. With lock and
finished, the work already invested by the annotator
into the document will be preserved.

3.2 Task design (TD)

There are almost infinite possibilities how to de-
sign annotation tasks and what to annotate. For
example, annotation tools may focus on specific
tasks (e.g. entity linking) or classes of tasks (e.g.
spans/relations or whole documents).

Requirements (TD-1) CUSTOMIZABLE ANNO-
TATION UI [TAGSET, SCHEMA, TEMPLATE] The
annotation Ul determines the efficiency of the an-
notators to a great degree. The better the Ul is
suited to the task at hand, the faster the annotators
can work and the less cognitive load they have to
bear. The structure of annotations can range from
just allowing a single label to complex annotation
schemes with multiple attributes. Specialized wid-
gets should be offered depending on the type of
attribute, e.g. to rank an instance on a Likert-scale,
link it to a knowledge base, single- or multiple
choice labels, etc. A flexible arrangement of wid-
gets using a templating mechanism can further op-
timize annotation efficiency.

(TD-2) DOCUMENT LAYOUT [YES, NO]| The
documents to be annotated can come in many differ-
ent formats from plain text files, PDF files, various
XML dialects, up to complex pre-annotated files.
The level to which an annotation can be customized
and extended in these areas determines the range of
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annotation tasks it can be used for. Web browsers
can display formatted HTML documents. The abil-
ity to annotate formatted documents as opposed to
plain text documents is important for many users.

Contribution When it comes to the customizabil-
ity of the annotation UI, INCEpPTION stays close
to other document-oriented annotation tools. It sup-
ports a flexible schema definition with a range of
different attribute types, each coming with special-
ized inputs (TD-1 ALWAYS). Some widgets are to
a degree configurable (e.g. the size of an input field
can be changed to accommodate large comments,
choosing between a dropdown or a radio-box pre-
sentation for single-choice string labels, etc.). Re-
cent additions to the available attribute types in-
clude multi-value string attributes (=~ v23.0) and
multi-value concept attributes (= v24.0). Also,
single-value string attributes with tagsets can be
displayed as a radio group to allow single-click
label selections (= v20.0).

INCEpTION offers two unique capabilities: the
ability to switch between different views of a doc-
ument (always) and the ability to add support for
new XML-based formats through a plugin mecha-
nism (TD-2 ~ v30.0).

For example, if a PDF or HTML document is im-
ported, the user can freely switch between layout-
oriented annotation mode using PDF.js (2022) and
a content-oriented annotation mode, e.g. using the
brat-based one-sentence-per-line mode. The PDF
support was updated to support a more robust an-
choring of the annotations to the text (= v24.0).

There are certain annotation tasks that require
particular UI arrangements, e.g. cross-document
linking or word-alignment tasks. To support such
cases, a plugin mechanism is introduced that allows
implementing custom editors in JavaScript. The
mechanism consists of a JavaScript API (= v23.0)
that handles the communication between the edi-
tor running in the annotator’s browser and the IN-
CEpTION backend, a plugin descriptor, packag-
ing specification, and an optional mechanism for
styling and filtering XML to support documents in
DocX, TEI, TMX, JATS or similar formats.

The JavaScript API allows the editor to send
commands to the server, e.g. create span annota-
tion, delete annotation, or select annotation or to
request the annotated document from the server for
rendering. It also allows the server to push updates
to the editor. Annotated documents can be complex
and contain a large amount of information. Instead

of transferring the entire information, INCEpTION
pre-renders the annotated document on the server
side into a condensed visual representation contain-
ing only limited information such as span offsets,
relation endpoints, annotation colors and labels.
Rendering this visual representation in the browser
is simpler and more efficient than working with the
full server-side representation. To further reduce
the size of the data sent to the browser, the editor
request only data relevant to the part of the docu-
ment that is visible in the browser. Additionally,
when possible a differential update mode relying
on JSONDIff/JSONPatch (Bryan and Nottingham,
2013) is used to send only minimal updates to the
browser. The JavaScript API does not directly ex-
pose the wire format sent by the server but rather
decodes the format into a JavaScript object model.
This decoupling of the wire format from the re-
quirements of convenient access to the data via the
API provides further opportunity for choosing a
compact wire representation.

To demonstrate its viability, we have integrated
several editor front-ends using the plugin mech-
anism based on Annotator JS (2015) (INCEp-
TION Annotator]S plugin, 2023), Apache An-
notator (2021) (INCEpTION Apache Annotator
plugin, 2023), RecogitoJS (2023) (INCEpTION
RecogitonJS plugin, 2023) and DoccANO (INCEp-
TION Doccano plugin, 2023). The editor based
on Apache Annotator is also now (= v29.0) built
into INCEpPTION and used as the default editor
for HTML/XML-based files. Also, the updated
PDF support makes use of the JavaScript API. The
brat-based editors have been upgraded to use the
JavaScript API to send commands to the server, but
are still using their own document serialization for-
mat to receive annotation data from the back-end.

The actual document is usually not rendered by
the editor plugin itself but rather provided directly
by the back-end as text or XML/XHTML — depend-
ing on what the plugin requests. Browsers can not
only render HTML documents, but they can ac-
tually render any XML documents and style them
using cascading style sheets (CSS). This creates the
opportunity for a generic XML document importer
which analyzes and preserves the XML structure
of the document during import. This structure can
then be loaded into the browser. The plugin can
then provide a CSS to visually style this XML struc-
ture. Additionally, the plugin has to provide a con-
tent policy file. This policy define which elements
and attributes may safely be sent to the browser.
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Figure 1: INCEpTION INTERTEXT plugin (2024) rendering a formatted XML document in a side-by-side view.

Anything not permitted by the policy is filtered
out on the server side. In particular, such a pol-
icy should remove script tags or other potentially
harmful content from the XML data. It can also be
used to improve loading times by reducing the data
being sent to the browser.

To avoid having to implement a new editor
plugin for every XML dialect, there is also the
option to define a custom XML format plugin
(=~ v30.0) which includes only the CSS and policy
file and which can be used in conjunction with any
XML/HTML-based editor such as Apache Anno-
tator or RecogitoJS. The generic XML document
importer (= v23.0) in conjunction with the custom
XML formats and/or the annotation editor API en-
able the support of many XML formats without
having to change the INCEpPTION code.

To demonstrate the viability of displaying for-
matted XML files, we have implemented partial
support for the TEI P5 XML format to allow ren-
dering plays from the Drama Corpora Project (Fis-
cher et al., 2019) (= v31.0). Also, the INCEpTION
custom XML format examples (2024) repository
contains example custom format definitions for the
Timed Text Markup Language 2 (TTML) and the
Translation Memory Exchange 1.4 format (TMX).

The INCEpTION INTERTEXT plugin (2024)
uses the mechanisms described above to support
a pairwise cross-document linking use-case (Ruan
et al., 2024). For this use-case, we have defined a
simple XML format that contains a view-left and
view-right section which are display side-by-side
in the browser using CSS styling (Fig. 1). Each of
the two documents to be linked go into one of these
sections. The RECOGITOJS-based editor plugin
was then slightly modified to track the two views
separately and to dynamically load annotations as
the user scrolls.

3.3 Process integration (PI)

Annotation tools are used to create annotated data
or to improve it, e.g. by correcting mistakes. Tra-
ditionally, there was a process of first compiling
a corpus and then annotating it. The annotated
gold standard corpus was then a final product to be
published and shared. Annotation is increasingly
becoming a step in a larger process where new data
is automatically acquired, possibly pre-annotated
before being rolled out to a dynamic group of anno-
tators. Finally, the annotated data is fed back into a
process to improve a model which is then used for
pre-annotation in the next iteration.

Requirements (PI-1) API [NONE, LOCAL, RE-
MOTE] To be integrable into such processes, anno-
tation tools need to offer APIs through which data
can be provisioned for annotation, the annotation
process can be monitored, and the annotated data
be retrieved again for further processing. The inte-
gration into a larger process works best if the tool
offers an API for project management. Such an
API should allow at least creating a project, deploy-
ing data to be annotated, monitoring the progress of
the annotations, exporting the annotated data and
finally deleting the project again.

(P1-2) EVENT-BASED NOTIFICATION [YES,
NO] While an external process could poll the anno-
tation tool for state changes, a event-based notifica-
tion mechanism can more efficiently trigger exter-
nal actions when specific events occur. Such events
could include an annotator completing a document,
or all documents in a batch being completed.

Contribution INCEpTION provides an AERO-
compatible' remote API for project management
needs (PI-1 ALWAYS). While AERO works well
for setting up and wrapping up projects, it is lack-

1https://openminted.github.io/releases/
aero-spec/1.0.0/omtd-aero/
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ing functionality for dynamically updating certain
aspects of running annotation projects such as man-
aging user permissions. We therefore added new
endpoints in INCEpTION (x~ v24.0) for listing,
adding, and removing user permissions. Addition-
ally, a new endpoint for setting the state of a docu-
ment for a given user was added (= v0.19.0). This
can be used for example to remotely re-open a doc-
ument that an annotators has marked as finished
or to lock certain documents for specific annota-
tors. All new endpoints conform to conventions of
the AERO API design. For integration into enter-
prise environments, we added support for OAuth
authentication to the remote API (=~ v26.0).

Webhooks to trigger external processes when
the state of individual users, documents or the en-
tire project changes are supported as well (PI-2
always). Webhooks have been extended (~ v24.0)
to support a limited retry in case the recipient of
the notification is temporarily unreachable, to al-
low header-based authentication to the recipient, as
well as to include a timestamp and the user who
triggered the event.

3.4 Machine learning services (ML)

There are several ways of using machine learning
(ML) to support the annotation process. A com-
mon approach to improve annotation speed is using
already pre-annotated data and just let annotators
correct them (Fort and Sagot, 2010). There, poten-
tial annotations are shown inline in the annotation
editor which can be accepted or rejected by the an-
notators. Tools that support loading pre-annotated
data typically assume that any data not explicitly re-
jected by the user is correct. Instance-oriented tools
usually require the user to accept the instance, but
do not force the user to explicitly accept each span,
relation or attribute value. Because in document-
oriented tools there is typically large quantity of
annotations per document, it can be easy to miss
a wrong one. Thus, a mechanism that requires the
annotator to verify each automatically generated an-
notation explicitly can be beneficial. One approach
to achieve this are dynamic label suggestions in the
form of recommenders (Schulz et al., 2019).

Requirements (ML-1) ML SUPPORT [PRE-
ANNOTATION, BUILT-IN, LOCAL, REMOTE] Ma-
chine Learning (ML) is currently one of the fastest
moving areas of science. Relying only on built-in
ML capabilities limits the scope of an annotation
tool. Being able to import pre-annotated data or to

call out to a local library or a remote ML service
gives users the opportunity to connect the latest and
best available ML capabilities to a tool.

(ML-2) ACTIVE LEARNING [YES, NO] Active
Learning (Settles, 2012) (AL) can be used to re-
duce the amount of training data needed to reach
a certain performance level. It requires a tight in-
tegration of ML services with the annotation tool
as the ML model determines the order in which
instances are presented to the user for annotation
and as the model is frequently updated or re-trained
as part of the active-learning process.

Contribution INCEpPTION follows the pre-
dict/fit paradigm for its ML service integration
(ML-1 always). It comes with several built-in ML
services as well as the ability to invoke remote ML
services using a simple HTTP-based protocol. The
INCEpTION external recommender (2024) repos-
itory contains a Python-based ML server imple-
mentation and provides examples based on scikit
learn (Pedregosa et al., 2011), spaCy (Honnibal
et al., 2020), SentenceTransformers (Reimers and
Gurevych, 2019) and many more. In terms of in-
teraction, INCEpTION opts for the recommender
model where the annotator has to explicitly accept
or reject annotation suggestions. If the ML services
provide a score along with the labels, INCEpTION
can apply an AL mode (ML-2 ~ v0.13.0) that
uses uncertainty sampling to guide the annotator
through the annotation suggestions.

While the predict function typically generates
only labels and potentially scores, we found it use-
ful to also allow associating an explanatory descrip-
tion to each annotation which is presented to the
user when the mouse hovers over the suggestion.

The ML service can set a flag on an auto-
generated annotation to signal that it should be
accepted immediately without user interaction
(~ v28.0). This can be used to avoid imposing
work on the human annotator to explicitly verify
annotation suggestions that have a very high prob-
ability of being correct. It also enables new usage
scenarios which dynamically or conditionally cre-
ate place-holder annotations that highlight spans an
annotator should label, but without assigning the
labels yet. This removes the need from the anno-
tator to create the annotations themselves, so they
can then focus on label assignment.
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3.5 Knowledge bases (KB)

Some annotation tasks involve disambiguating con-
cept mentions against a very large terminology or
knowledge base. Such annotation tasks typically
involve entity linking, concept disambiguation, or
normalization (e.g. Ehrmann et al. (2020)).

Requirements (KB-1) SPARQL/RDF sup-
PORT [YES, NO] The dominant data representation
standard in this area is RDF and SPARQL as the
query protocol. And even the different SPARQL
server implementations each have their own propri-
etary full-text-search commands which are essen-
tial for efficiently querying large databases. Inter-
operability with SPARQL services gives an annota-
tion tool access to many relevant resources.
(KB-2) GENERIC LOOKUP PROTOCOL [YES,
NO]) There are other data formats such as OBO
(Open Biomedical Ontologies) or TBX (TermBase
eXchange) and other query standards such as the
FHIR (Saripalle et al., 2020) terminology services
API. Thus, tools that support a simpler protocol
can offer a better integrability as users can adapt it
for any kind of server back-end they may be using.

Contribution By supporting RDF and SPARQL,
INCEpPTION is able to use many terminology and
knowledge-base resources (KB-1 always). Re-
cently, in particular the support for large knowl-
edge bases such as SNOMED-CT (SNOMED In-
ternational, 2024) or the Human Phenotype Ontol-
ogy (Robinson et al., 2008) has been improved by
allowing to directly import files in OWL functional
syntax and OBO formats (~ v31.1), supporting syn-
onyms (= v21.0), out-of-order matching of search
terms to concept labels (~ v33.0), as well as various
performance improvements.

However, converting terminologies to RDF and
querying them using SPARQL can still incur a sig-
nificant overhead. Thus, we introduce support for
a custom HTTP-based lightweight lookup protocol
(LLP) into INCEpPTION (KB-2 ~ v27.0) to facil-
itate the integration with other resources. While
RDF and SPARQL-support aims at supporting stan-
dard formats and protocols to be interoperable with
exisiting technology, the LLP aims at facilitating
the implementation of custom service proxies to
be able to access arbitrary backends. It would
be straightforward to index a terminology in an
APACHE SOLR index, a FHIR server or even an
SQL database and build a small LLP proxy service
to access this index.

An LLP-compliant service responds to a GET
request in one of two modes: guery or lookup. The
query mode is enabled by the presence of the query
parameter ¢ which contains the string entered by
the user that is to be auto-completed. The con-
text of the query may be included in the gc pa-
rameter. Typically, this is the text covered by the
(span) annotation that is linked to the external re-
source. This allows generating auto-completion
suggestions based on the annotated text even if the
user did not type anything yet. Consider an entity-
linking task where the user wants to disambiguate
the name of a drug using a drug database. The user
can simply annotate the drug name, press space
in the label editor to trigger an auto-completion
and the LLP service can return potential matches
of the drug name from the database. When the
user selects a match, the identifier of that match
is stored in an annotation attribute. The lookup
mode, is triggered by the presence of the id param-
eter. This is used during rendering to resolve the
identifiers to their label and optional description.
The INCEpTION lookup service examples (2024)
repository offers example lookup service imple-
mentations supporting the EMBL-EBI Ontology
lookup service and the Wikidata REST API.

4 Conclusion

We have discussed recent developments in the the
free and open source annotation tool INCEpTION
which allows it to be integrated as a step into larger
processes and which allow it to be customized us-
ing format and editor plugins so the tool can be
used with a wider range of document types and for
a wider range of annotation tasks. We have com-
pared the tool to the state-of-the-art and see that
based on the capabilities discussed here, INCEp-
TION is one of the most versatile tools in its peer
group. That said, we see further opportunities for
innovative annotation user interfaces (e.g. to better
accommodate annotation tasks related to large lan-
guage models) as well as in for supporting a wider
range of document types.
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A Detailed comparison to state of the art
tools

This appendix provides background information to
the comparison presented in Table 1.

Annotator management Automatically dis-
tributing work across the available annotators is
particularly relevant when there are many units of
work to be distributed. In instance-oriented tools,
every instance is a unit of work — typically very
small one and there is a large number of them
(e.g. several thousand). In document-oriented tools,
the unit of work is typically larger and there are
fewer of them. This is likely the reason that we
find the most advanced annotator management fea-
tures in the instance-oriented tools. For example,
a recent update to PRODIGY (v1.12) introduced a
programmable mechanism for routing work to an-
notators. However, that functionality seems only
to be fully exploitable with the PRODIGY TEAMS
offering that is unreleased at the time of writing, so
we consider PRODIGY to be a single-user tool for
the moment. POTATO and GATE TEAMWARE 2,
LABEL STUDIO (paid) and ALANNO all offer
configurable dynamic workload distribution mech-
anisms, typically allowing to set a target number
of labels required for a given instance. GATE
TEAMWARE 2 allows reclaiming instances aban-
doned by an annotator before assigning a label and
distributing them to other annotators. DOCANNO
has no workload distribution mechanism and ex-
pects all annotators to annotate all instances.

Dynamic workload management is most effec-
tive when paired with a self-sign-up mechanism or
the ability to use a external identity provider (IdP)
via OAuth or SAML protocols. POTATO offers a
self-sign-up mechanism based on submitting an ID
token via a special URL. LABEL STUDIO (paid)
and DocCANO offer IdP support e.g. via OAuth.

However, document-oriented tools mostly lack
advanced workload management features. Neither
BRAT nor MEDTATOR offer any workload man-
agement. WEBANNO allows the project manager
to manually assign annotators to specific docu-
ments, but it is tedious and not suitable for sce-
narios where the composition of the annotation
team is not known in advance or regularly subject
to change.

Task design A highly customizable arrange-
ment of the Ul elements is mainly interesting for
instance-oriented annotation tools in order to cre-

ate a layout that minimizes cognitive load and
maximizes annotation efficiency (He et al., 2022;
Gooding et al., 2023). LABEL STUDIO, POTATO,
PRODIGY and GATE TEAMWARE 2 are all relying
on a templating mechanism to customize the lay-
out of the annotation UI, typically intermixing pre-
defined input elements with custom HTML code.
DoccANo offers different Uls for different kinds
of pre-defined tasks, allows for custom tagsets, but
is not flexibly configurable. LABEL SLEUTH and
ALANNO allow for configurable tagsets, but no
further customization of the annotation Ul

For document-oriented tools, usually, most of
the screen is occupied by the document view, so
there is less opportunity for custom arrangements.
The flexibility of these tools tends to lie in the way
the annotation schema is defined while leaving the
UI layout to the tool. For example, WEBANNO,
BRAT and INCEPTION offer a range of different
attribute types of which one or more can be added
to each annotation (string, number, rating, boolean,
etc.); each coming with specialized inputs. These
inputs are displayed to the user when editing an
annotation, but their arrangement is not freely de-
finable. MEDTATOR is least flexible in this area,
allowing only for single-value or multi-value string
attributes.

Support for annotating formatted text is scarce.
Among the tools considered here, only LABEL
STUDIO offers an input element that can display
formatted text and allows creating span and relation
annotations. It is also the only tool that supports
displaying PDF documents, but only for document-
classification tasks. Creating span and relation an-
notations inside the PDF are not supported.

Process integration While offering an API? is
quite common for annotation tools today, there are
still tools being published without one. ALANNO,
POTATO, MEDTATOR and BRAT do all not offer
an APIL. PRODIGY is essentially a programming
library, so if offers a rich API. However, this API
is not remotely accessible out-of-the-box. LABEL
STUDIO, LABEL SLEUTH, GATE TEAMWARE 2
facilitating their integration into a larger process
consisting of multiple interacting services.

The AERO remote API specification defines end-
points for remotely managing annotation projects,

*Note that some tools advertise the API used by their
respective frontend layers as general purpose APIs. Frontend
APIs are not management APIs and trying to coerce both
use-cases into the same API is likely to create maintainability
issues in the long run.
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e.g. to create projects, import documents, moni-
tor the progress of annotation and export the re-
sults. While annotation tools mostly implement
proprietary APIs, the AERO specification was de-
signed to be implementable by multiple tools, one
of which is WEBANNO.

Event-based notifications allowing other ser-
vices to react to state changes in the annotation
tool are offered by LABEL STUDIO (paid) and WE-
BANNO.

Machine learning services GATE
TEAMWARE 2 and MEDTATOR allow only
importing and editing pre-annotated data. The
document-oriented WEBANNO has a dedicated
correction mode which requires the annotator
to explicitly verify and merge each annotation
from the pre-annotated document into the final
document.

DOCCANO, BRAT and LABEL STUDIO support
calling out to external ML services to annotate
documents using generic HTTP-based protocols —
the annotations can then be corrected by the an-
notator. WEBANNO offers only a single built-in
ML algorithm with limited ability to customize its
configuration. ALANNO comes with a range of
built-in ML algorithms and automatically chooses
the most applicable without the need or possibil-
ity for configuration. LABEL SLEUTH follows a
similar approach but allows the configuration of
model policies to decide which model is used for
the next batch. PRODIGY defers to locally calling
the spaCy library (Honnibal et al., 2020) from the
same vendor for its ML backends.

The APIs to interact with ML services are
very similar across tools. There is one predict
method/endpoint which gets provided with data
and returns data with annotations often in the same
format. A second fit method/endpoint maybe be
available if the tool also supports training models.

ALANNO, POTATO, LABEL STUDIO (paid),
LABEL SLEUTH, and PRODIGY all offer Active
Learning to efficiently source labels from the hu-
man annotator to improve the training efficiency of
the model.

External knowledge Most annotation tools only
offer limited support for controlled vocabularies
in the form of tagsets — these were covered un-
der Task design. Working with large terminologies
or knowledge bases can put considerable cogni-
tive load on the annotator, so it is not compati-
ble with the throughput maximization objective

of most instance-oriented annotation tools. The
document-oriented tool BRAT is one of the few an-
notation tools that support linking annotations to
knowledge bases using its normalization function-
ality. However, BRAT requires the manual gener-
ation of a local term index which is then used for
auto-completion, so it is not really integrable with
external services.

B Limitations

In this work, we discussed the importance of in-
tegrability for annotation tools based on a set of
requirements and how state-of-the art tools imple-
ment them. While there are many annotation tools
out there, they are too many to count or inspect.
Therefore, we focused on a limited selection of
some popular and some recent ones, trying to cover
a reasonably representative portion of long term
and recent trends. While we proceeded with ut-
most care when surveying the field, it is possible
that we overlooked annotation tools that are highly
relevant for this work.

When coming up with requirements concerning
integrability, we derived them mainly from our own
experience in developing annotation tools and inte-
grating them with services and processes as well as
our annotation tool survey. While mostly objective
and generic, different annotation processes might
need slightly different requirements and not 100%
benefit from our suggestions. In particular, our per-
spective focuses more on document-oriented tools
than on instance-oriented tools.

For each annotation tool, we read the papers,
their documentation and at times had to look at
their source code as well to assess how a tool works,
if and how it supports a particular feature and how
well it adhers in general to our set of requirements.
Indeed, we were positively surprised how some
of the tools we looked at have evolved in recent
months. However, we did not actively use most of
the tools. We still hope to have given a correct and
fair assessments of their capabilities.
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Abstract

As scientific research proliferates, researchers
face the daunting task of navigating and read-
ing vast amounts of literature. Existing so-
lutions, such as document QA, fail to pro-
vide personalized and up-to-date information
efficiently. We present Arxiv Copilot, a self-
evolving, efficient LLM system designed to
assist researchers, based on thought-retrieval,
user profile and high performance optimiza-
tion. Specifically, Arxiv Copilot can offer
personalized research services, maintaining
a real-time updated database. Quantitative
evaluation demonstrates that Arxiv Copilot
saves 69.92% of time after efficient deploy-
ment. This paper details the design and im-
plementation of Arxiv Copilot, highlighting
its contributions to personalized academic sup-
port and its potential to streamline the re-
search process. We have deployed Arxiv Copi-
lot at: https://huggingface.co/spaces/
ulab-ai/ArxivCopilot.

1 Introduction

As scientific research has proliferated at an unprece-
dented rate, researchers are now supposed to nav-
igate and interpret vast amounts of published and
pre-print papers (Tenopir et al., 2009). Indeed, re-
searchers need to keep up with the latest trend. This
involves continuously searching for relevant pa-
pers, quickly evaluating which papers for thorough
reading, analyzing trending research topics, and
reflecting potential ideas. Therefore, they should
dedicate significant time to following up the latest
papers. However, the large volume of papers make
it hard for them to locate the related information,
resulting in the waste of time.

Fortunately, based on retrieval-augmented gen-
eration (RAG) (Weijia et al., 2023), LLMs (Zhao
et al., 2023) can help to extract and summarize use-
ful information from such external papers (Chen
et al., 2023). Thus, the above background leads us

e

Personalized

F Answer
@ Service o5 User
m m Profile
aon

@ LLM
N
Paper
\" / \ / Massive
Papers

Query
Figure 1: Comparison of (a) document Question An-
swering (QA) with our (b) Arxiv Copilot. Conven-
tional document QA tends to help user understand the
content of specific paper while our Arxiv Copilot can
further act like a real research assistant who can provide
personalized service based on user profile.

Query

(a) Document QA (b) Arxiv Copilot

to a crucial question: How can we design a LLM
system that can assist researchers in obtaining the
latest research information from massive papers?

To provide intelligent assistance for researchers,
existing works have targeted several tasks, such
as skimming (Fok et al., 2023), searching (Am-
mar et al., 2018; Beel and Gipp, 2009), and read-
ing (Head et al., 2021). However, these approaches
focus either on understanding the content of paper
document (as shown in Figure 1 (a)) or improving
the ranking of relevant papers. They fall short of
acting like a real researcher who can get personal-
ized and up-to-date information on demand. More-
over, as researchers read more papers, they become
increasingly experienced—a characteristic that cur-
rent systems fail to replicate through self-evolution.
Finally, efficiency remains a critical challenge in
retrieving and extracting useful information from
the vast and continuously growing pool of papers.

To address the above challenges, we develop
Arxiv Copilot, a self-evolving and efficient LLM
system for personalized academic assistance. More
specifically, Arxiv Copilot can provide personal-
ized research service, self-evolve like a human re-
searcher as shown in Figure 1 (b), and make prompt
responses. The detailed characteristics of Arxiv
Copilot are as below.
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* Personalized research service. Arxiv Copi-
lot can provide personalized research assistance
based on user profile. Specifically, it can (1)
derive your profile from your historical publi-
cations, (2) analyze the latest trending research
topics and provide ideas (which will be sent with
email if sign up), and (3) offer research chat and
advisory services.

* Real-time updated research database. Arxiv
Copilot could refresh its paper database daily
from the latest Arxiv papers. Users further have
the option to select a date range to query the
papers.

* Self-evolved thought retrieval. Arxiv Copi-
lot enhances the response of LLM based on
a thought retrieval (Feng et al., 2024) method,
which will self-evolve based on the historical
user query.

* High performance optimization. Arxiv Copi-
lot employs a real-time feature pool for efficient
retrieval, a multithreading engine for effective
memory management and I/O, and a cache to
store responses with a high probability of re-
querying. These optimizations significantly re-
duce API cost and response time by 69.92%.

More importantly, user comment feedback indi-
cates that Arxiv Copilot can save researchers at
least 20 minutes in obtaining the same amount of
information. This demonstrates that Arxiv Copi-
lot not only provides valuable academic assistance
but also saves researchers’ time. Our evaluations,
both quantitative and qualitative, further highlight
its superiority in efficiency and user experience.
Specifically, we reduce 69.92% of time cost af-
ter efficient deployment. In summary, this work
presents the following contributions:

* We design Arxiv Copilot, a self-evolving demo
that provides personalized academic services
based on real-time updated Arxiv papers.

* We improve the efficiency and scalability
of Arxiv Copilot through retrieval feature
pre-computation, parallel computation, asyn-
chronous I/0, and frequent query caching.

* We evaluate the proposed Arxiv Copilot from
both qualitative and quantitative perspectives.

Profile and Ideas Research Chat i

@Qu;ry . ﬁAnswer

[ Large Language Model ]

@ Retrieve ﬁ Context
éeature

Paper Thought Frequent \
Features Features | :

Personalized Service
{ UserResearch ! { Trending Topics ! Advisory

Pool Query Cache
Tokenize ﬁ? Tokenizeﬁ ? ﬁ

Database Paper Thought Usgr

Database Database Profile

£l U

Self-evolution
Thread

| Efficient
i Deployment

Daily update
Thread
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Figure 2: Architecture of Arxiv Copilot from bottom-
to-up perspective. (a) In personalized service, Arxiv
Copilot provides interactive services including the gen-
eration of user research profile, analysis of research
trends and ideas, and advisory chatting about research.
(b) In large language model, user demand from inter-
action will be used for retrieving and collecting rele-
vant context, and then LLM will generate answer and
make response to user demand. (c) In efficient deploy-
ment, feature pre-computation, parallel computation and
caching techniques are applied to speed up the retrieval
process and guarantee the efficient response.

2 Arxiv Copilot

As shown in Figure 2, our proposed Arxiv Copilot
mainly consists of the following four key parts:

* Personalized Service. This part aims to gen-
erate personalized response based on user de-
mand, including the generation of user re-
search profile, analysis of personalized trend-
ing research topics or ideas with email, and
personalized chat about research advisory.

* Real-time Updating. This part allows for the
daily updating of its database using the latest
Arxiv papers. Additionally, users can specify
a range of time for papers to be retrieved.

* Self-evolution. This part improves LLM re-
sponses using a thought retrieval technique
that adapts and evolves from past user queries.

* Efficient Deployment. This part achieves effi-
cient deployment by a constantly updating fea-
ture pre-computation node for swift retrieval,
a high performance engine for memory and
I/0 management, and a cache for storing fre-
quently queried responses.

For the detailed description of them, we will intro-
duce in the subsequent section.
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2.1 Personalized Service

User Research Profile In user research profile,
each user u € U can input his/her name n,, to get
historical publication as: D,, .;—1 < Search (n,,).
Here Search() is the search method based on Arxiv
API (). The retrieved papers D,, ;1 will then be
fed into LLM for profile generation as below.

Pyt < LLM (Instructy,, Dy .t—1) . (1)

where P, ; is the generated profile for user u at
time step ¢. Besides, Instruct,, is the instruction
for profile generation, which is defined in Section 1.

Trending Topics and Ideas To further get the
personalized trending research topics based on user
profile, we firstly can retrieve some papers related
to user profile P, ¢, as follows:

RIe™ « Rtri (Tkn (P, ;) , Tkn (D...—1)), (2)

where Rf:f”d are the retrieved papers related to
user profile. Besides, Rtri() and Tkn() are the
methods for retrieval and tokenization. Based on
the retrieved papers Rﬁf"d, we can then feed them
into LLM to generate the personalized trending

research topics as below.

u,t

Cut ¢ LLM (Instructt, R“"e"d> 3)

where C, ; are the personalized trending research
topics and Instruct; is the instruction for research
topic generation defined at Section 2. With the per-
sonalized trending research topics, we can finally
get some ideas related to the research topics of user
u, as:

Ty < LLM (Instruct;,Cy ) , 4)

where 7, ; are the research ideas related to the per-
sonalized trending research topics C, ; of user u.
Here Instruct; is the instruction for idea genera-
tion defined at Section 3. Besides, we also provide
weekly report service for trending topics and ideas
if users sign up with email.

Advisory Research Chat In advisory research
chat, user can further input his/her question Q,, ;
and get personalized assistance based on previous
generated trends and ideas. Firstly, we need to
retrieve historical papers and generated contents
Rg’}ft related to the input question as:

R Reri(Tkn (Qut) , [Tkn (D, 1) , Tkn (B...—1)]),
5)

where B:,:tfl = C:,:tfl U I:,:tfl U -A:,:tfl is
the thought database including generated research
trends C. .1, ideas Z. 41, and answers A..;_1.
Based on the retrieved historical papers and gener-
ated contents, we can then feed them into LLM for
answering:

Aus ¢ LLM (Qu,t, Rehat, Pu,t) 6)

where A, ; is the answer for user « based on his/her
question Q,, ;. Here feeding P, ; into LLM means
the generated answer will be organized in a person-
alized manner related to the profile of user u.

2.2 Real-time Updating

Daily Updating During daily updating, Arxiv
Copilot will download the newest papers from
Arxiv and refresh the paper storage as: D..; <«
D. .t—1UD.;, where D. ; are the newest papers and
D. .; is the refreshed paper storage.

Time Range Selection As users may not care
about some old papers and trends. Thus, in time
range selection, users can select the daily papers
D. ;, weekly papers D. ;_¢.¢, and all papers D. .; for
personalized research trend and idea generation.

2.3 Self-evolution

As human researchers will become more and more
experienced, Arxiv Copilot also evolves its thought
by incorporating the interacted contents with users
as below.

-A:,:t — A:,:t—l ) A:,ta
C:,:t — C:,:t—l U C:,t) (7)
I:7:t < I:,:t—l U I:,ta

where A. ., C.., and Z. . are the self-evolved
thought at time step ¢ by incorporating answers,
research trends and ideas interacted with users.
That is to say, the more interactions with users,
the smarter Arxiv Copilot will be.

2.4 Efficient Deployment

Feature Pre-computation In feature pre-
computation, we construct a feature pool and
pre-compute the paper embedding D..;; and
thought embedding B. .;_; for retrieval. By this
way, we do not need to re-tokenize the input text
while retrieval, which saves a lot of time. Thus the
retrieval equations at Eq. (2) and (5), respectively,
can be reformulated as Eq. (8) and (9).

RS « Rtri (Tkn (Py;) , D.—1), ®)
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Figure 3: Multi-thread engine keeps Arxiv Copilot
service away from waiting for daily updating of pa-
pers and self-evolution of thoughts. The daily-update
thread and self-evolution thread will achieve thought
memory management and asynchronous I/O without
disturbing the service thread.

R Rtri (Tkn (Quye) , [D: -1, Bim1]),  (9)

where the computational costs for the tokenization
methods on papers D. .;_; and thought B. .;_1 are
saved. Besides, the paper embedding and thought
embedding will be updated through:

D:,:t — [D:,:t—la Tkn (D:,t)]7 (10)

A:,:t — [A:,:t—17 Tkn (-A:,t)]v

Cu,:t — [Cu,:t—la Tkn (C:,t)]a (1 1)
Iu,:t — [Iu,:t—la Tkn (I:,t)]a

B:,:t — [A:,:ta C:,:ta I:,:t]v

where D. .; and B. .; are the updated paper embed-
ding and thought embedding, respectively.

Multi-threading Engine As our Arxiv Copilot
needs to refresh the database and update thoughts
frequently, the user interactive service will be dis-
turbed and become inefficient. Thus we further
implement a multi-thread engine as Figure 3 to re-
duce the waiting time of interactive service when
updating. Specifically, it consists of service thread,
daily-update thread and self-evolution thread to ex-
ecute the personalized service, paper updating and
thought management at the same time. With such
multi-thread engine, there is no need for the main
personalized service to wait for storage refreshing.
That is to say, all memory management processes
and I/O processes will be finished in parallel.

Frequent Query Cache In frequent query cache,
we store the content that will be frequently queried
at hash cache. More specifically, user profile, re-
search trends and ideas may will stay unchanged
within a period of time. Thus these static contents

are more likely to be re-queried, and we store them
in hash cache Hash() as:

Pu,t < Hash (n,) ,Cy .t + Hash (Py:),

(12)
Zut + Hash (Py;) /RY ™ « Hash (P.),

where Rfﬁ"d are the papers we retrieve for re-
search trend generation. As RZ’:‘;M will also be
presented at Arxiv Copilot as trending papers, we
hash them in the cache. With this hash cache, we
can make instant responses when contents are re-

queried.

3 User Guidance and Usage

Generated
profile

* lam a researcher
focused on deep learning,
with a particular interest
in the practical aspects of
training and debugging
deep neural networks ...

*lam aresearcher focused
on deep learning, and |
enjoy providing practical
recommendations for
hyper-parameter tuning,

* Yoshua Bengio
* Yoshua bengio
¢ yoshua Bengio

Input your
name

Edit profile

Figure 4: Flowchart for the interaction of user re-
search profile in Arxiv Copilot. Users can input his/her
name to generate the personalized profile based on his-
torical publication. Besides, if users are unsatisfied with
the generated profile or fail to get historical publication,
they also can manually edit the profile.

User Research Profile In "Set your profile!", as
shown in Figure 4, we have input text box "Input
your name:" where user can input his/her name and
then click button "Set Profile" to obtain the profile
from output text box "Generated profile (can be
edited):". Here the output text box of generated
profile also can be modified and edited by clicking
button "Edit Profile". The details of each button
operation is shown in Figure 9 of Appendix A.

Trending Topics and Ideas In "Get trending top-
ics and ideas!", as shown in Figure 5, user can sigu
up to get the weekly update of trending research
topics, ideas and papers. Besides, user can also
select the time range and then click button "Con-
firm" to filter out papers from daily, weekly and all
historical publication time. Then in the "Trending
Papers", "Trending Topics" and "Ideas for Trending
Topic" text boxes, respectively, personalized trend-
ing papers, topics and ideas related to the user will
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o B Trending Research Topics ...
Receive * . Research Ideas for You ...

Weekly report | * Recommended Papers ...

(a) Sign up with email

* [1] Exploring End-to-end Differentiable Neural
Charged Particle Tracking -- A Loss Landscape
Perspective: http://arxiv.org/abs/2407.13420v1;

Trending
Papers

* 1. End-to-end differentiable neural networks
. * 2. Charged particle tracking
Topics ..

Trending

Ideas for
trending
topics

* End-to-end differentiable neural networks and
adaptive gradient methods can be combined to
create more efficient and accurate learning
algorithms ...

(b) Get research trend

Figure 5: Diagram for the interaction of research trend and ideas in Arxiv Copilot. (a) Users can sign up with
email to receive the weekly update. (b) Besides, users can also select the time range for getting the daily, weekly or

all historical research trend.

Is End-to-end differentiable neural
networks hard to train?

¢ Based onthe ¢ End-to-end
materials you differentiable neural
provided, the networks can be
answer to the challenging to train,
question "Is End-to- especially when
end differentiable dealing with large
neural networks models and
hard to train?" is not datasets, ...

a straightforward
¢ ¢

yes orno. ...

With Arxiv Copilot, how
many minutes do you

save to obtain the same
amount of information?

)
BN

20 minutes

Figure 6: Diagram for the interaction of advisory
research chat in Arxiv Copilot. After users ask the
question, Arxiv Copilot will give two answers. Specif-
ically, the first answer is with both thought and paper
retrieval while the second answer is just with paper re-
trieval. Here the second answer will have two feedback
choices for users, one is ’like’ and another is ’dislike’.
If users click ’like’, the first answer will be removed.
Otherwise, the second answer will removed. Besides,
users can also provide feedback on the saved time.

be presented. The details of each button operation
is shown in Figure 10 of Appendix A.

Advisory Research Chat In "Chat with Arxiv
Copilot!", as shown in Figure 6, user can chat with
arxiv copilot by typing the question into the input
text box of Chatbot and then click button "Send" or

enter "carriage return” in the keyboard. Then Arxiv
Copilot will return with two candidate answers,
the first answer is based on thought and paper re-
trieval while the second answer is just based on
paper retrieval. Here user can give feedback and
choose the preferred answer with either augmented
thoughts or just initial papers. Besides, by clicking
the button "Clear", user can clean all historical chat
with Arxiv Copilot. Finally, user can give further
feedback about how many minutes Arxiv Copilot
has helped you to save time in research by click-
ing button "Comment". The details of each button
operation is shown in Figure 11 of Appendix A.

4 Evaluation
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Figure 7: Feature pre-computation significantly im-
proves the efficiency. The time cost for retrieval with-
out feature pre-computation will grow with the expo-
nential increase of paper number, while our proposed
feature pre-computation stays unchanged and keeps con-
stant time cost.
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Quantitative: Efficiency Firstly, as shown in
Figure 7, we plot the time costs of paper re-
trieval without feature pre-computation and with
pre-computation. From the result, we can discover
that our proposed feature pre-computation is very
efficient, which has a constant computational cost
at O(1). However, the time cost of retrieval with-
out pre-computation will grow significantly with
the increase of papers. This is because there is no
need to re-tokenization on contents to be retrieved
under feature pre-computation, while those with-
out pre-computation will repeatedly tokenize the
contents each time.

Efficient
deployment

60.9s
(69.92%)

Reduction

Figure 8: Efficient deployment methods dramatically
reduce the time cost. The average total time cost before
efficient deployment is 87.1s (26.2s + 60.9s), which is
reduced by 69.92% after efficient deployment.

Besides, we also plot the pie chart of time cost
reduced by efficient deployment and that under
efficient deployment as Figure 8. Specifically, we
can see that our efficient deployment reduces the
total time cost average by 60.9s. And now is just
requires average 26.2s for making response, which
improves the user experience a lot compared with
initial 87.1s.

Qualitative: User Study After collecting the
user feedback from advisory research chat, we find
that there are about 75% of users will prefer the an-
swers with self-evolution augmentation, illustrating
the effectiveness of Arxiv Copilot for self-evolving
like real human researchers.

However, there is still a small problem. That is,
when user inputs his/her name in profile genera-
tion, there may be duplicate. For example, when
you input "Feifei Li", you will get the profile of a
researcher in quantum computing, instead of the
researcher in artificial intelligence. In such case,
the users may need to input and edit the profile
manually by themselves.

5 Related Work

Retrieval Augmented Generation Retrieval
Augmented Generation (RAG) (Lewis et al., 2020)
augments LLMs by retrieving and incorporating
external context and information. Existing ap-
proaches employ methods can be classified into
the following categories: embedding-based method
(Izacard et al., 2022; Lin et al., 2023), fine-tuning
re-ranker method (Ram et al., 2023) and keyword-
based method (Robertson et al., 2009). While these
strategies have shown decent outcomes, they still
face many challenges in the extremely long con-
text. Fortunately, hierarchical tree-based method
(Chen et al., 2023) and thought-retrieval method
(Feng et al., 2024) can well address these chal-
lenges. Though extending the long context window,
existing method is still inefficient when encoding
the extremely long context. Thus, in this work,
we further improve the efficiency of long-context
RAG by feature pre-computation and several high
performance computing techniques.

Academic Assistance with Language Models
Language models can provide academic assis-
tance based on scientific papers in variety of ways.
Firstly, it can make summary of the paper’s con-
tent to help understanding (Nenkova and McKe-
own, 2012; Sefid and Giles, 2022). Besides, it
also can help researchers to skim today’s emerging
papers (Fok et al., 2023) and read useful informa-
tion (August et al., 2023). However, existing works
mainly focus on single paper understanding. Un-
like them, Arxiv Copilot further provides personal-
ized academic assistance like a human researcher.

6 Conclusion and Future Work

To address the challenges posed by the rapid growth
of scientific research, we propose Arxiv Copilot
with a personalized, self-evolving, and efficient
LLM system. It offers tailored research services,
maintains a real-time updated database, and em-
ploys advanced optimization techniques to enhance
performance. Evaluations demonstrate its ability
to significantly reduce the time researchers spend
on literature review while improving accuracy and
user experience. By setting a new standard for per-
sonalized academic support, Arxiv Copilot stands
as a valuable tool for the scientific community, en-
hancing the research process. Future work will fo-
cus on integrating additional sources beyond Arxiv
to provide a broader research perspective.
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A Example Appendix

Table 1: Prompts for profile generation.

Instruction: Based on the list of the researcher’s papers from different periods, please write a
comprehensive first person persona. Focus more on recent papers. Be concise and clear
(around 300 words).

Here are the papers from different periods: {papers}

Table 2: Prompts for trending research topic generation.

Instruction: Given some recent paper titles and abstracts. Could you summarize no more than
10 top keywords of high level research backgrounds and trends.

Here are the retrieved paper abstracts: {papers}

Table 3: Prompts for research idea generation.

Instruction: Here is a high-level summarized trend of a research field: {trend}

How do you view this field? Do you have any novel ideas or insights?
Please give me 3 to 5 novel ideas and insights in bullet points. Each bullet points should be
concise, containing 2 or 3 sentences.

Set your profile!
Input your name: You can input your name in standard format to get your profile from arxiv here. Standard examples: Yoshua Bengio. Wrong

examples: yoshua bengio, Yoshua bengio, yoshua Bengio.

Input your name: Generated profile (can be edited):
Yoshua Bengio | am a researcher focused on deep learning, with a particular interest in the
# practical aspects of training and debugging deep neural networks. | enjoy Edit Profile
providing practical recommendations for hyper-parameter tuning, especially in
Set Profile the context of back-propagated gradient and gradient-based optimization. |

am aware of the challenges that come with adjusting many hyper-parameters

D e P T L e T L | S [TV LU T | [Pt vt O/

Figure 9: Screenshot for the interaction of user research profile in Arxiv Copilot. Users can input his/her name
and then click "Set Profile" to generate the personalized profile based on historical publication. Besides, if users are
unsatisfied with the generated profile or fail to get historical publication, they also can manually edit the profile and
then click "Edit Profile".
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Get trending topics and ideas!

v

(1) Input your email: You can sign up with your email and we will send trending research topics, ideas, and papers related to your profile on Monday of

every week.

(2) Select time range: We will give you personalized research trend and ideas under selected time range if you have set your profile. Otherwise,

general research trend will be provided.

Input your email

yoshua.bengio@mila.quebec

Sign Up

Select time range:

day O week all

Confirm

Trending Topics

Trending Papers

[1] Exploring End-to-end Differentiable Neural Charged Particle Tracking -- A Loss Landscape
Perspective: http://arxiv.org/abs/2407.13420v1;

[2] Correlations Are Ruining Your Gradient Descent: http://arxiv.org/abs/2407.10780V1;

[3] Predictive Low Rank Matrix Learning under Partial Observations: Mixed-Projection ADMM:
http://arxiv.org/abs/240713731v1;

[4] With or Without Replacement? Improving Confidence in Fourier Imaging:
http://arxiv.org/abs/2407.13575v1;

[5] A Methodology Establishing Linear Convergence of Adaptive Gradient Methods under PL Inequality:
http://arxiv.org/abs/2407.12629v1;

[6] Online Pseudo-Zeroth-Order Training of Neuromorphic Spiking Neural Networks:
http://arxiv.org/abs/2407.12516v1;

[71 FSP-Laplace: Function-Space Priors for the Laplace Approximation in Bavesian Deep Learnina: %

Ideas for Trending Topics

Here are the top keywords related to the research backgrounds and * End-to-end differentiable neural networks and adaptive gradient
trends based on the provided paper abstracts: methods can be combined to create more efficient and accurate

learning algorithms. By making the entire model differentiable,

1. End-to-end differentiable neural networks gradients can be calculated and backpropagated through the entire

2. Charged particle tracking

3. Loss landscape perspective

4. Natural gradient descent

5. Data decorrelation

6. Low rank matrix learning

7. Predictive modeling

8. Adaptive gradient methods

9. Neuromorphic computing

10. Uncertainty quantification (UQ)

network, allowing for fine-grained optimization of all parameters.
Adaptive gradient methods, such as Adam or RMSProp, can further
improve convergence and robustness by adjusting the learning rate
on a per-parameter basis.

* Neuromorphic computing and low rank matrix learning can be
used to create more efficient and scalable machine learning models.
Neuromorphic computing, which is inspired by the structure and
function of the human brain, can be used to design hardware that is
optimized for neural network computations. Low rank matrix
learning, on the other hand, can be used to reduce the

Thaca kawannrde ranracant tha fariic araac nf tha nanare incliidina 4 Aimancinnalitv af Aata and madale which ran laad th cimnificant 1

Figure 10: Screenshot for the interaction of research trend and ideas in Arxiv Copilot. Users can sign up with
email to receive the weekly update. Besides, users can also select the time range for getting the research trend and
we have three choices here i.e.day means getting trend from today’s papers, week means getting trend from this
week’s papers and all means getting trend from all papers. After selecting the time range, users can click "Confirm"
and the trending papers, trending research topics and ideas will be shown to the users.

Chat with Arxiv Copilot!

Each time we will give you two answers. If you prefer the second answer, you can click .= below the second answer and the first answer will be

removed. If you click -+, the second answer will be removed.

& Chatbot

can also automatically select a subset of input features in each sub-net as an alternative to global feature

selection.

Finally, using differential target propagation, which relies on learned inverses of each layer, can provide an

update rule that corresponds to an approximate Gauss-Newton gradient-based optimization without

requiring the manipulation or inversion of large matrices. This approach can be more biologically plausible

than back-propagation.

In summary, while end-to-end differentiable neural networks can be challenging to train, there are various

techniques and approaches to improve their training, such as mutual learning, uncertainty estimator

framework, sparse mixtures of linear experts, and differential target propagation.

—p Click to give feedback

Send Clear

With Arxiv Copilot, how many minutes do you save to obtain the same amount of information?

Comment

Figure 11: Screenshot for the interaction of advisory research chat in Arxiv Copilot. Users can click "send"
after entering the question and Arxiv Copilot will give two answers. Specifically, the first answer is with both
thought and paper retrieval while the second answer is just with paper retrieval. Here the second answer will have
two feedback choices for users, one is ’like’ and another is ’dislike’. If users click ’like’, the first answer will be
removed. Otherwise the second answer will removed. Besides, users can also clean the chat history by clicking
"Clear" and provide further feedback by clicking "Comment".
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TRANSAGENTS: Build Your Translation Company with Language Agents

Minghao Wu!
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Abstract

Multi-agent systems empowered by large lan-
guage models (LLMs) have demonstrated re-
markable capabilities in a wide range of down-
stream applications. In this work, we introduce
TRANSAGENTS, a novel multi-agent transla-
tion system inspired by human translation com-
panies. TRANSAGENTS employs specialized
agents — Senior Editor, Junior Editor, Trans-
lator, Localization Specialist, and Proofreader
— to collaboratively produce translations that
are accurate, culturally sensitive, and of high
quality. Our system is flexible, allowing users
to configure their translation company based on
specific needs, and universal, with empirical
evidence showing superior performance across
various domains compared to state-of-the-art
methods. Additionally, TRANSAGENTS fea-
tures a user-friendly interface and offers trans-
lations at a cost approximately 80x cheaper
than professional human translation services.
Evaluations on literary, legal, and financial test
sets demonstrate that TRANSAGENTS produces
translations preferred by human evaluators,
even surpassing human-written references in lit-
erary contexts. Our live demo website is avail-
able at https://www.transagents.ai/. Our
demonstration video is available at https://
www. youtube.com/watch?v=p7jIAtF-WKc.

1 Introduction

Large language models (LLMs) have revolution-
ized the field of natural language processing and ar-
tificial intelligence, achieving remarkable progress
in various downstream applications (Ouyang et al.,
2022; Sanh et al., 2022; OpenAl, 2023; Anil et al.,
2023b; Touvron et al., 2023a,b; Anil et al., 2023a;
Mesnard et al., 2024; Dubey et al., 2024). The su-
perior capabilities of LLMs also empower a wide
range of multi-agent systems (Yao et al., 2023;
Wang et al., 2023c; Dong et al., 2023), enhanc-
ing their efficiency and effectiveness in diverse do-

“Longyue Wang is the corresponding author.
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2Nanyang Technological University
jiahao004@e.ntu.edu.sg
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3Tencent Al Lab
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Figure 1: Compared to conventional machine trans-
lation (MT) systems that utilize a single MT engine,
TRANSAGENTS leverages the collaboration among mul-
tiple language agents, each powered by large language
models (LLMs), for translation.

mains, including software development (Qian et al.,
2023; Hong et al., 2023), simulation (Park et al.,
2022, 2023; Li et al., 2023), gaming (Xu et al.,
2023b), and more.

Among all the above, one particularly exciting
application of multi-agent systems is in the field of
machine translation (MT). MT systems, which typ-
ically rely on a single model to perform the transla-
tion, have achieved considerable success (Cho et al.,
2014; Sutskever et al., 2014; Vaswani et al., 2017,
Costa-jussa et al., 2022). However, these systems
often encounter difficulties in accurately handling
nuances, context, and idiomatic expressions (Fre-
itag et al., 2021; Thai et al., 2022). This limitation
highlights the need for a superior approach that
can handle the subtleties of human language more
effectively.

Consequently, to address the aforementioned
limitations of recent MT systems, we draw inspi-
ration from the traditional translation industry’s
workflow and propose TRANSAGENTS as shown in
Figure 1. Similar to a human translation company,
TRANSAGENTS functions as a virtual multi-agent
translation company. It mitigates the challenge
of generating high-quality translations by dividing
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the translation process into several steps and utiliz-
ing the collaborative efforts of multiple specialized
agents. More specifically, in TRANSAGENTS, each
agent is designed to manage specific aspects of the
translation process, to produce accurate and natu-
ral translations akin to those of human translators.
Each of our agents plays a specialized role, includ-
ing Senior Editor, Junior Editor, Translator, Local-
ization Specialist, and Proofreader. Together, these
agents replicate the traditional human translation
process, delivering translations that are accurate,
culturally sensitive, and of high quality. Finally, we
evaluate TRANSAGENTS alongside other state-of-
the-art translation systems using three test sets from
the literary, legal, and financial domains. Our exper-
imental results show that, despite lower d-BLEU
scores, the translations from TRANSAGENTS are
significantly more preferred by human evaluators
from the target audience compared to other state-
of-the-art translation systems. Notably, the literary
translations provided by TRANSAGENTS are even
more preferred than the human-written reference
translations.

Our system is featured by the following charac-

teristics:

* Flexible: TRANSAGENTS allows users to con-
figure their translation company based on their
specific needs, such as the number of employ-
ees for each role, the source and target lan-
guages, and the backbone of language agents.

e Universal: Empirical results indicate that
TRANSAGENTS significantly outperforms
other methods in translations across various
domains, according to human evaluations.

» User-Friendly: We design a straightforward
and intuitive user interface to enhance the user
experience as shown in Figure 3. This inter-
face is easy to navigate, allowing users to ac-
cess the system’s functionalities effortlessly.

* Cost-Effective: The cost of translating docu-
ments using TRANSAGENTS is approximately
80x cheaper than professional translation ser-
vices as described in Section 4.4.

2 Related Work

Large Language Models Large language mod-
els (LLMs) have significantly transformed the field
of artificial intelligence. These models are pre-
trained on extensive text corpora to predict the next
word in a sentence, which allows them to under-
stand and generate human-like text (Brown et al.,

2020; Chowdhery et al., 2022; Anil et al., 2023b;
Touvron et al., 2023a,b; Anil et al., 2023a,a; Yang
et al.,, 2024). After the initial pretraining phase,
LLMs undergo supervised fine-tuning (SFT) or
instruction tuning (IT). This process helps align
the models more closely with human instructions,
enhancing their ability to perform specific tasks
(Sanh et al., 2022; Chung et al., 2022; Tay et al.,
2023; Shen et al., 2023; Wu et al., 2024b). Recent
developments in the field include the use of syn-
thetic datasets generated by LLMs for fine-tuning.
Additionally, reinforcement learning from human
feedback (RLHF) is employed to further improve
the models’ performance and reliability (Ouyang
et al., 2022; Hejna et al., 2023; Ethayarajh et al.,
2024; Hong et al., 2024; Meng et al., 2024).

Multi-Agent Systems Intelligent agents are de-
signed to understand their environments, make
informed decisions, and respond appropriately
(Wooldridge and Jennings, 1995). Recent multi-
agent systems utilize collaboration among multiple
agents based on LLMs to tackle complex problems
or simulate real-world environments effectively
(Guo et al., 2024), such as software development
(Qian et al., 2023; Hong et al., 2023), multi-robot
collaboration (Mandi et al., 2023; Zhang et al.,
2023), text generation (Liang et al., 2023), and sim-
ulate societal, economic, and gaming environments
(Park et al., 2023; Xu et al., 2023b).

Machine Translation Machine translation (MT)
has seen remarkable advancements in recent years
(Cho et al., 2014; Sutskever et al., 2014; Vaswani
et al., 2017; Gu et al., 2018; Fan et al., 2021; Com-
munication et al., 2023). However, these improve-
ments are predominantly at the sentence level. Re-
cent research has shifted focus towards incorporat-
ing contextual information to enhance translation
quality beyond individual sentences (Wang et al.,
2017; Wu et al., 2023; Herold and Ney, 2023; Wu
et al., 2024c). This involves leveraging document-
level context to provide more accurate translations.
Additionally, large language models (LLMs) have
demonstrated superior capabilities in MT, further
pushing the boundaries of translation quality (Xu
et al., 2023a; Robinson et al., 2023; Wang et al.,
2023a; Wu et al., 2024a).

Ours In this work, we introduce TRANSAGENTS,
a general-purpose multi-agent framework that har-
nesses collaborative efforts among agents for trans-
lation. These language agents are powered by the
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Figure 2: The overview of TRANSAGENTS, including the Frontend and Backend modules.

latest state-of-the-art LLMs.

3 TRANSAGENTS

Our demo system TRANSAGENTS is implemented
as a web application, built using Streamlit." The
system comprises two main modules: a front-end
and a back-end. As illustrated in Figure 2, the fron-
tend module is responsible for accepting user input,
including the document to be processed and task
configurations (Section 3.1). The backend module,
on the other hand, handles the translation of the
given document by orchestrating the collaborative
efforts of our language agents (Section 3.2). Addi-
tionally, we present a step-by-step walkthrough of
TRANSAGENTS in Section 3.3.

3.1 Frontend Design

Task Configuration In addition to accepting doc-
uments for translation from users, we also allow
users to configure their tasks. As shown in Fig-
ure 3, this includes specifying the backbone of the
language agents, selecting the source and target
languages, determining the number of candidates
for various roles in the company, and more.

Progress Visualization As shown in Figure 3,
when the language agents collaborate with each
other, we visualize translation progress check-
points and multi-agent conversations in the user
interface, allowing users to monitor the progress of
the translation. This feature provides insights into
the decision-making process of the agents, making
it easier to understand how translations are derived.

"https://streamlit.io/

3.2 Backend Design

Agentic Backbone In our system, we allow users
to select various large language models as the back-
bone of their translation tasks. Users can choose
from a range of state-of-the-art large language mod-
els, including but not limited to GPT-4, GPT-4o,
and others. This selection ensures that users can
find the most suitable model for their specific trans-
lation requirements. This flexibility not only en-
hances the quality and accuracy of translations but
also allows users to experiment and find the perfect
balance between speed, precision, and contextual
understanding.

Role Playing TRANSAGENTS mirrors the tra-
ditional translation pipeline employed by human
translation companies, ensuring an effective and ef-
ficient workflow. In our system, we assign distinct
roles to language agents by defining specific sys-
tem prompts tailored to their functions, including
the Senior Editor, Junior Editor, Translator, Local-
ization Specialist, and Proofreader. We leverage
large language models (LLMs) to create detailed
prompts for each role. These prompts guide the
language agents, ensuring they understand their
specific tasks and responsibilities within the trans-
lation pipeline.

Translation Workflow We illustrate the work-
flow of TRANSAGENTS in Figure 2. Upon receiv-
ing the document to be translated and the task con-
figuration from the user, the Senior Editor first se-
lects appropriate agents for the translation task and
prepares the translation guidelines in collaboration
with the Junior Editor. The Junior Editor adds as
much detail as possible to the translation guidelines,
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Figure 3: The user interface and step-by-step walkthrough of TRANSAGENTS.

while the Senior Editor is responsible for remov-
ing redundant information, refining the guidelines
until they are precise and clear. Following this, the
Senior Editor and Junior Editor work closely with
the Translator, Localization Specialist, and Proof-
reader. The Junior Editor provides initial feedback
on the translations in collaboration with the Trans-
lator, Localization Specialist, and Proofreader. The
Senior Editor then evaluates whether the transla-
tions meet the required quality criteria. Finally, the
Senior Editor reviews the quality of the translations.
If the translations meet the required standards, they
are delivered to the user. Otherwise, they are sent
back to the translator for further improvements.

3.3 System Walkthrough

We present a complete walkthrough for using our
system in Figure 3:

* Step 1: Enter the user’s API key;

e Step 2: Select the LLM as the backbone of
language agents;

* Step 3: Specify the source language of the
document to be translated and the desired tar-
get language for translation;

* Step 4: Upload the document to be translated;

* Step 5: Set the number of employees for each
role in the translation company;

* Step 6: Click the start button in the upper right
corner to initiate the multi-agent translation
process. Once the translation is complete, the
user can download the translated document.

4 Experiments

In this section, we first introduce our experimental
setup in Section 4.1, followed by presenting the

results from both automatic evaluation (Section 4.2)
and human evaluation (Section 4.3).

4.1 Setup

Datasets We evaluate our models on three
Chinese-English test sets from the literary, legal,
and financial domains. The literary test set, sourced
from Wang et al. (2023b), comprises 240 chapters
from 20 web novels, with each chapter averaging
approximately 1,400 words. The legal test set is
an in-house collection of 500 contracts, each con-
taining around 68K words. Similarly, the financial
test set is an in-house collection of 500 financial
reports, with each report containing roughly 83K
words. The figures and charts in the financial re-
ports are removed. Both the legal and financial test
sets are manually translated by professional trans-
lators and reviewed by lawyers and accountants.

Evaluation In this work, we evaluate the transla-
tion quality with two methods: automatic evalua-
tion and human evaluation. We leverage d-BLEU
(Papineni et al., 2002; Liu et al., 2020) to evalu-
ate the translation quality at the document level,
and describe the details for human evaluation in
Section 4.3.

Models In this work, the backbone of the
language agents in TRANSAGENTS is GPT-4-
TURBO.> We compare TRANSAGENTS with NLLB-
200-3.3B (Costa-jussa et al., 2022), GOOGLE-
TRANS,? GPT-4-TURBO, and GPT-40.*

2opt-4-turbo-2024-04-09
Shttps://translate.google.com/
‘apt-40-2024-05-13

134


https://translate.google.com/

O Just as Rhode was scrutinizing the room, the door suddenly opened.

Ablonde girl in a white robe walked into the room. She looked at Rhode, who was half sitting up, and her eyes widened in surprise.

“You are awake?"
“Great!"

The girl did not speak Chinese or English, but Rhode could understand what she was talking about.

It surprised Rhode because he knew this language.

It was the Nimu language, one of the official languages of the Dragon Soul Continent!

“How do you feel? Are you okay?"

However, the girl did not care about Rhode's expression. She quickly walked to his side and carefully examined his left shoulder and chest.
“Your injuries are serious. Frankly, I'm a little worried if you might hold on..."

“This is..."

O While Rhode was absorbing his surroundings, the door swung open, and a blonde-haired young woman in a white robe stepped inside. She

seemed surprised to see Rhode propped up.
"You're awake? How marvelous!' she exclaimed.

She spoke neither Chinese nor English, yet Rhode understood her effortlessly. This language was Nim, one of the official languages of Dragon

Soul Continent.

'How do you feel? Are you well?' she inquired, her voice laden with concern as she checked his bandages.

"Your injuries were severe. | feared you might not pull through...'

O No Preference

Figure 4: The user interface for human evaluation. The human evaluators select their preferred translations.

Literary Financial

NLLB-200-3.3B 20.2 24.8 26.5
GOOGLETRANS 47.3 37.9 35.8
GPT-4-TURBO 47.8 38.9 36.7
GPT-40 46.8 39.0 37.8

TRANSAGENTS 25.0 30.9 329

Legal

Table 1: d-BLEU given by TRANSAGENTS and base-
lines on three test sets. The BEST results are high-
lighted in bold.

4.2 Automatic Evaluation

We present our results in Table 1. Interestingly,
TRANSAGENTS performs poorly in terms of d-
BLEU, achieving the lowest scores among all the
compared methods. However, these low scores do
not necessarily imply poor performance of our ap-
proach, as typical references used for calculating
d-BLEU scores often exhibit poor diversity and
tend to concentrate around translationese language
(Freitag et al., 2020). Our results also align with the
findings from Thai et al. (2022), where automatic
metrics cannot accurately reflect human preference.
To confirm this claim, we conduct human evalua-
tion and present the results in Section 4.3.

4.3 Human Evaluation

In this section, we introduce how we conduct hu-
man evaluation in this work and present our results.

Setup In the real-world application, it is not nec-
essary for the readers to understand the original
language, so we only provide the translated text
given by different models and its corresponding ref-
erence translation to human evaluators, and require
the human evaluators to select their preferred trans-

Literary Legal Financial
NLLB-200-3.3B 10.2 15.3 14.8
GOOGLETRANS 38.5 28.9 31.8
GPT-4-TURBO 41.9 30.5 33.9
GPT-40 434 32.7 34.8
TRANSAGENTS 55.5 39.9 37.9
Table 2:  Winning rate (WR; %) given by

TRANSAGENTS and baselines on three test sets.
The BEST results are highlighted in bold.

lation. It is hard for human evaluators to ensure the
evaluation quality when evaluating the very long
documents, so we split the whole document into
segments containing approximately 200 English
words. For each test set, we employ five human
evaluators from the corresponding target audience.
For literary test sets, we hire human evaluators
from online forum for web novel.” Furthermore,
we employ the master students majoring in law and
finance in U.S. to evaluate the translations. The
translation and its reference are anonymized when
presented to the human evaluators and their order
is randomly shuffled to avoid the potential bias on
the position. Due to budget constraints, we only
evaluate roughly 500 segments for each test set,
and pay $0.5 USD for each annotation. We present
the user interface for human evaluation in Figure 4.

Results We present the results in Table 2.
TRANSAGENTS significantly outperforms all the
baselines in terms of winning rate. Notably,
TRANSAGENTS is even more preferred over the
human-written reference translations on the literary
test set. However, human evaluators still favor the

Shttps://www.reddit.com/r/WebNovels/
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Original Text 25834 [A| )9 & () [OMITTED] Original Text %5 & AXHE TH B R, RIS AR
F835E[EJHEM (=) [OMITTED] .

REFERENCE  Chapter 834 Return to the Sacred Land (2) REFERENCE  Mu Yanjun only slept for four hours before
[OMITTED] Chapter 835 Return to the his eyes opened.
Sacred Land (3) GPT-40 Mu Yanjun only slept for two hours before

GPT-40 Chapter 834: Return to the Holy Land his eyes opened.

(Part Two) [OMITTED] Chapter 834: Re-
turn to the Sacred Land (Part Three)

TRANSAGENTS Chapter 834: Return to the Sacred Land
(Part Two) [OMITTED] Chapter 835: Re-
turn to the Sacred Land (Part Three)

Table 3: Case study for translation consistency. The text
highlighted in red indicates inconsistent translations
across different chapters. The text highlighted in blue
indicates consistent translations.

human-written reference translations on the legal
and financial test sets. The inter-annotator agree-
ments are 0.64, 0.78, and 0.72 for the literary, legal,
and financial test sets, respectively, as measured
by Cohen’s « coefficient (Cohen, 1960). These
values indicate substantial agreement among the
annotators for all three test sets. We believe this
discrepancy arises because the evaluation criteria
differ across various domains. The readers of lit-
erary texts commonly have higher standards for
stylistic language and cultural nuances, while the
readers of legal and financial documents prioritize
precision in language. These findings pave the way
for future research.

4.4 Cost Analysis

The American Translators Association advises a
baseline fee of $0.12 USD per word for profes-
sional translation services,® which translates to
$168.48 USD per chapter for the literary test set.
In contrast, employing TRANSAGENTS for transla-
tion purposes incurs a total cost of approximately
$500 USD for the entire literary test set, which is
equivalent to about $2.08 USD per chapter. Con-
sequently, using TRANSAGENTS for translating
literary texts can result in an 80x decrease in trans-
lation expenses.

5 Case Study

In this section, we present two case studies from
literary test set to demonstrate the superiority of
TRANSAGENTS.

6https://unbabel.com/
translation-pricing-how-does-it-work/

TRANSAGENTS After only four hours, Mu Yanjun’s eyes
opened once more.

Table 4: Case study for culture adaptation. The text
highlighted in red indicates incorrect translations. The
text highlighted in blue indicates correct translations.

Translation Consistency Ensuring consistency
from the beginning to the end of a document is
essential. As shown in Table 3, the chapter titles
in the original text are consistent, except for the
index. While all translation methods deliver se-
mantically accurate results, only REFERENCE and
TRANSAGENTS achieve consistency across vari-
ous chapters. In contrast, GPT-40 has difficulty
maintaining this consistency. This highlights that
TRANSAGENTS can maintain consistency through-
out the entire translation process.

Cultural Adaptation For translation systems to
be truly effective, they must incorporate an under-
standing of cultural and historical contexts. In tra-
ditional Chinese timekeeping, a 5 J& ("shichen")
is equivalent to two hours in the modern time sys-
tem. Therefore, 75 & (two "shichen") is equal
to four hours. As shown in Table 4, both REFER-
ENCE and TRANSAGENTS correctly translate PN
i J% to four hours, while GPT-40 fails to convert
"shichen" to the modern time system and mistrans-
lates 5 /& as two hours. This highlights that
TRANSAGENTS has a superior ability to handle
culturally specific terms and accurately translate
them into the modern context.

6 Conclusion

In this work, we introduce TRANSAGENTS, a novel
multi-agent translation system inspired by the tra-
ditional human translation process, characterized
by its flexibility, universality, user-friendliness, and
cost-effectiveness. TRANSAGENTS leverages the
collaborative efforts of specialized agents, includ-
ing a Senior Editor, Junior Editor, Translator, Lo-
calization Specialist, and Proofreader. Our experi-
mental results, derived from test sets across literary,
legal, and financial domains, highlight the supe-
rior performance of TRANSAGENTS. Although
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TRANSAGENTS achieves lower d-BLEU scores
compared to other state-of-the-art systems, its trans-
lations are significantly more preferred by human
evaluators. Our case study also demonstrates the ef-
fectiveness of TRANSAGENTS with regard to trans-
lation consistency and culture adaptation.

7 Limitations

Translation Latency While TRANSAGENTS is
obviously faster than a human translator, it is con-
siderably slower compared to conventional MT sys-
tems. This increased latency is due to the exten-
sive communication required among the language
agents in TRANSAGENTS.

Evaluation The shortcomings of the BLEU met-
ric are well-documented within the MT literature.
Due to budget constraints, our human evaluation
covers only a subset of translations. These limita-
tions may impact the reliability of our evaluation.
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Abstract

Online hate speech propagation is a complex
issue, deeply influenced by both the perpetra-
tor and the target’s cultural, historical, and so-
cietal contexts. Consequently, developing a
universally robust hate speech classifier for di-
verse social media texts remains a challenging
and unsolved task. The lack of mechanisms
to track the spread and severity of hate speech
further complicates the formulation of effective
solutions. In response to this, to monitor hate
speech in Indonesia during the recent 2024 pres-
idential election, we have employed advanced
Natural Language Processing (NLP) technolo-
gies to create an improved hate speech classifier
tailored for a narrower subset of texts; specif-
ically, texts that target vulnerable groups that
have historically been the targets of hate speech
in Indonesia. Our focus is on texts that mention
these six vulnerable minority groups in Indone-
sia: Shia, Ahmadiyyah, Christians, LGBTQ+,
Indonesian Chinese, and people with disabili-
ties, as well as one additional group of interest:
Jews. The insights gained from our dashboard
have assisted stakeholders in devising more ef-
fective strategies to counteract hate speech. No-
tably, our dashboard has persuaded the Gen-
eral Election Supervisory Body in Indonesia
(BAWASLU) to collaborate with our institu-
tion and the Alliance of Independent Journalists
(AJI) to monitor social media hate speech in
vulnerable areas in the country known for hate
speech dissemination or hate-related violence
in the upcoming Indonesian regional elections.
This dashboard is available online at https:
//aji.or.id/hate-speech-monitoring.

1 Introduction

Indonesia’s history is marked by the use of
hate speech to incite discrimination and violence
(George, 2016). This speech, often amplified dur-
ing times of political tension such as during an
election, targets people or groups based on their
race, gender, ethnicity, religion, sexual orientation,

and disability. The advent of social media has ex-
acerbated this issue, as evidenced by a ten-fold in-
crease in hate speech ratio during the 2024 Indone-
sian presidential election compared to 2021-2022
(CSIS, 2022).

Jews LGBTQ+ | Indo-Chinese
is ra hell lesbong cokin
setanyahu eljibiti cindo
joo Ighdtv+ chindo

Table 1: Words and phrases commonly appearing in
Indonesian hate speech texts targeting each group.

Countering and mitigating hate speech is chal-
lenging due to its volume and the variation in
content based on the cultural, historical, and soci-
etal contexts of both the perpetrator and the target
(e.g., different words may be used to target differ-
ent groups in different countries at different times
(Table 1)). Hence, creating effective strategies to
counter hate speech is hard. Detection may be the
logical first step in combating hate speech. A hate
speech monitoring tool for effective intervention
and mitigation is therefore needed.

Neural networks (Devlin et al., 2019; Liu et al.,
2019) and large language models (Touvron et al.,
2023; OpenAl et al., 2024; Nguyen et al., 2024) are
potential solutions for detecting hate speech. In-
deed, they have been used in works such as Mathew
et al. (2022) and Guo et al. (2024); but their perfor-
mance is not yet satisfactory, with the highest per-
formance benchmarked on English hate speech be-
ing a macro-F1 score of 0.73 by ChatGPT (Brown
et al., 2020). Correspondingly, on the Indonesian
hate speech we build, ChatGPT reaches a macro-F1
score of 0.63 (section 3.2).

In this work, we demonstrate that leveraging
keywords for data collection and insights from mi-
nority groups can enhance hate speech detection,
even with a smaller model. Specifically, we use
keywords (Appendix A) obtained through focus
group discussions (FGDs) involving Indonesian
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minority groups to collect posts mentioning these
groups. Then, representatives from the groups
annotate samples of these posts for the presence
of hate speech. The resulting annotated data is
used to build our hate speech dataset, named Indo-
Toxic2024! (Susanto et al., 2024). The IndoBER-
Tweet (Koto et al., 2021) fine-tuned on this dataset
achieves a 0.78 macro-F1 cross-validation score.

We introduce our hate speech dashboard?, which
is the result of the collaboration between Monash
University Indonesia and the civil society organiza-
tion the Indonesian Alliance of Independent Jour-
nalists (AJI). This dashboard is licensed under CC
BY-SA 4.03. We also publicly release the model
used to construct the dashboard on Huggingface*.

Using the fine-tuned IndoBERTweet model, our
dashboard automatically detects hate speech in
sources like X, Facebook, Instagram, and online
articles, providing insights to stakeholders. Media
stakeholders can use it to track hate speech trends
against vulnerable groups, aiding in public report-
ing and impact mitigation. Social media platforms
can gain insights into how their moderation policies
impact hate speech toward vulnerable groups. Elec-
tion organizers can use this tool to alert them on
the severity of hate speech during elections, which
can serve as a foundation for future strategies to
mitigate hate speech, balance freedom of expres-
sion, guide staff, and establish ethical guidelines
for election participants.

2 Related Work

2.1 Hate Speech Detection

Evolution in hate speech detection systems is at-
tributed to the changes in what society perceives
as hate speech (Delgado, 1982; Greenawalt, 1989;
Nations, 2023; Paramadina and Mafindo, 2023).
Initially, these systems were trained on data with
unanimous agreement among annotators (Alfina
et al., 2017a; Ibrohim and Budi, 2018). Recent
research, however, has shifted focus to the role of
subjectivity in hate speech classification (Fleisig
et al., 2024; Susanto et al., 2024). Unfortunately,
incorporating subjectivity into hate speech detec-
tion systems is still nascent, leading us to utilize
a traditional hate speech detection system, taking
only the text as its sole input.

'IndoToxic2024 Dataset

2AJI Website, containing our hate speech dashboard
3 Attribution-ShareAlike 4.0 International

*Our Indonesian Hate Speech text classifier

Online hate speech, a growing problem linked
to an increase in offline hate crime, has been the
focus of numerous monitoring efforts (Williams
et al., 2019). For instance, CSIS (2022) developed
a dashboard to track hate speech on Twitter (now
X) targeting Indonesian minority groups consisting
of Ahmadiyyah, Shi’a, Tionghoa (Chinese Indone-
sians), Christians, and Ethnic Papuans; which was
developed due to the groups receiving some of the
worst campaigns of hate speech that cause signifi-
cant harm to the groups and the violation of their
rights (CSIS, 2022). Similarly, CIJ (2023) cre-
ated a dashboard for monitoring hate speech during
Malaysia’s 15th general election, working with a
broader definition of target groups consisting of
"Gender and LGBTIQ", "Race", "Refugees and
Migrants", "Religion", and "Royalty". CIJ (2023)’s
dashboard emphasizes the severity of hate speech,
where it circulates, and who created it. However,
neither the models nor the datasets used to con-
struct these dashboards were publicly released, lim-
iting evaluations and future works for these moni-
toring efforts.

2.2 NNs as Hate Speech Classifier

Neural Networks (NNs) have gained much traction
since the introduction of the transformer architec-
ture (Vaswani et al., 2017), which was further pop-
ularized by the BERT model (Devlin et al., 2019)
and other subsequent language models. These lan-
guage models have been employed early on for text
classification including sentiment analysis and hate
speech detection in various languages, not only on
English texts (Saleh et al., 2021), but also on other
language texts such as Bengali (Keya et al., 2023),
Vietnamese (Hoang et al., 2023), and Indonesian
(Susanto et al., 2024).

2.3 LLMs as Hate Speech Classifier

Recent years have seen large language models
(LLMs) excel in various tasks (Touvron et al., 2023;
OpenAl et al., 2024) including hate speech classi-
fication (Guo et al., 2024). However, their perfor-
mance tends to drop for non-English languages as
they are predominantly trained on English language
texts (Li et al., 2024). Most of the state-of-the-
art LLMs perform poorly on Indonesian language
tasks, with gpt-3.5 being an exception as of 2023
(Koto et al., 2023). Many recent works have there-
fore focused on the creation of language-specific
LLMs for non-English languages, like SealLLM for
Southeast Asian languages (Nguyen et al., 2024).
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3 Methodology

In this work, we adopt the definition of hate speech
set by Indonesia’s National Human Rights Commis-
sion, which includes any communication motivated
by hatred against people based on their identities,
intending to incite violence, death, and social un-
rest (Paramadina and Mafindo, 2023). Based on
this definition and the domestic context of online
hate speech and toxicity in Indonesia, we define
five types of hate speech and toxic text in our work:

¢ Profanity or obscenity: Texts that utilize
harsh and inappropriate language that offend
the majority of the reader.

* Insult: Texts that utilize harsh and inappro-
priate language that intend to humiliate the
target.

* Incitement to violence: Texts that intend to
cause loss, danger, or difficulties to a person
or a group, including physical violence, intim-
idation, or any other actions that cause fear
and distress to the target.

« Identity attack: Texts that attack and demean
others’ identities which include ethnicity, reli-
gion, race, sexual orientation, and gender.

* Sexual explicit: Texts with the mention of
sexual activities or sex organs that intend to
harass the target.

Unlike prior hate speech detection efforts that
focus primarily on detection models, we integrate
insights from Indonesian vulnerable group about
common online attacks targeted towards them. This
was achieved through focus group discussions
(FGDs), where we identified seven targeted vul-
nerable groups, comprising six minority groups:
Shia, Ahmadiyyah, Christians, LGBTQ+ individu-
als, Tionghoa, and people with disabilities, along
with one additional group of interest: Jews, due to
the rising Israeli-Palestinian conflict.

Through the FGDs, we obtain keywords that
are often used online to refer to each minority
group as well as keywords used to target each
vulnerable group (listed in Appendix A). Us-
ing these keywords, we use Brandwatch (www.
brandwatch.com) to collect data mentioning the
targeted vulnerable groups from X (formerly Twit-
ter), and the now-deprecated Crowdtangle (https:
//crowdtangle.com/) to retrieve data from Face-
book and Instagram. Due to X’s download limit,
we use a sampling rate of 23%, implying that for
each post we gathered from the platform, approxi-

mately three posts were not collected. In collabo-
ration with an Indonesian fact-checking organiza-
tion Mafindo, we collect news articles containing
misinformation that mention these groups from
Cekfakta’s article database (https://cekfakta.
com/). The data totals 1.45 million texts (from 1
Sep 23 to 27 Mar 24).

3.1 IndoToxic2024 Hate Speech Dataset

Our IndoToxic2024 dataset was created by ran-
domly sampling previously collected data, which
was then annotated by 19 annotators from various
backgrounds and ethnicities, including members
of the six targeted minority groups. The dataset is
multi-label, including a toxicity type label for each
entry in the data. This dataset was then used to
train and evaluate our hate speech detection model.

To train the model, we down-sample the imbal-
anced IndoToxic2024 dataset, which contains more
non-hate speech texts than hate speech texts, to the
ratio of one positive to three negative examples. We
use the 6,807 positive and 20,421 negative samples;
totaling 27,228 samples. Since the IndoToxic2024
dataset contains text multiple annotators annotate,
there are samples with conflicting annotations for
a singular text. This dataset therefore imitates the
real-life complexity of hate speech messages in
social media.

3.2 Model Comparison

We evaluate IndoBERTweet (Koto et al., 2021),
SealLLM (Nguyen et al., 2024), and gpt-3.5-turbo
(Brown et al., 2020). IndoBERTweet, fine-tuned on
the IndoToxic2024 dataset (Susanto et al., 2024), is
assessed using stratified 10-fold cross-validation,
ensuring no leakage during evaluation. Due to re-
source constraint, SeaLLM and gpt-3.5-turbo are
evaluated in a zero-shot setup. gpt-3.5-turbo is also
evaluated in a few-shot setup. IndoBERTweet is
pre-trained on Indonesian texts, SealLLM is primar-
ily pre-trained on Southeast Asian languages, and
gpt-3.5-turbo is mainly trained on English texts.

Model Macro-F1
IndoBERTweet 0.718
gpt-3.5-turbo (zero-shot)  0.627
SeaLLM-7B-v2.5 0.517
gpt-3.5-turbo (few-shot)  0.429

Table 2: Performance of multiple models on the Indo-
Toxic2024 Dataset.

The gpt-3.5-turbo’s few-shot prompting setup
involves providing the model with 15 static exam-
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ples (provided in Appendix B), comprising eight
positive and seven negative instances, maintain-
ing a balanced ratio. The eight positive instances
represent hate speech toward each of our seven
targeted vulnerable groups, with the addition of
Rohingya refugees in the IndoToxic2024 dataset.
However, the performance significantly declined
from a macro-F1 score of 0.627 in the zero-shot
setup to 0.429 in the few-shot setup (Table 2).
This drop may be attributed to the increased com-
plexity of the prompt and its application to a non-
English task (Li et al., 2024).

3.3 Model Selection

Classification Task Accuracy Macro-F1
Related to Election 0.96 0.93
Hate Speech 0.89 0.78
Identity Attack 0.75 0.80
Incitement to Violence 0.77 0.53
Insult 0.79 0.85
Profanity or Obscenity 0.81 0.70
Sexual Explicit 0.91 0.80

Table 3: Performance of the fine-tuned IndoBERTweet
models for each text classification task in our dashboard.

We utilize IndoBERTweet models fine-tuned on
the IndoToxic2024 dataset Susanto et al. (2024) in
this work as our final classifier for the dashboard.
The performance of the fine-tuned IndoBERTweet
models for different classification tasks visualized
in our dashboard is shown in Table 3.

IndoBERTweet itself is pre-trained by extending
a monolingually-trained Indonesian BERT model,
named IndoBERT (Koto et al., 2020), with additive
domain-specific vocabulary specific to Indonesian
Twitter texts. The model efficiently handles vocabu-
lary mismatch, an important quality when handling
social media texts as the vocabulary may drasti-
cally change with time. IndoBERTweet has been
trained for various tasks in previous works, includ-
ing hate speech detection, using data from Alfina
et al. (2017b) and Ibrohim and Budi (2019).

3.4 Our Dashboard Pipeline

After scraping posts and articles containing men-
tions of the vulnerable groups using the keywords,
we utilize the fine-tuned IndoBERTweet model for
the various classification tasks. We then visualize
the results on a dashboard created using Power BIL.

4 System Description: Content of the
Dashboard

At the time of this paper’s submission, our dash-
board has processed over 1.45 million online texts
mentioning the identified vulnerable groups, dating
from 1 September 2023 to 27 March 2024, from
Facebook, X, Instagram, and online articles. The
dashboard, created using Power BI, consists of the
following 6 pages.

MONITORING DASHBOARD

Hate Speech Monitoring Dashboard Categorization

Enaaaement Score

Figure 1: The Introduction Page

The Introduction Page outlines the motivation
behind this dashboard, what we define as hate
speech, the time frame of interest, where the data
originate from, the target groups we focus on, and
how we create this dashboard.

Ratio of Texts Related to 2024
Election

Ratio of Texts Containing Hate Speech 0
aaaaaaaaaa
N o 137K (94565

Ouenien Related to El... v

Data Source Platforms

,,,,,,,,,,,,,,

1.5M 7 povsh
University

nnnnnnnnnnnnn . L]
Total Tex @ Fegul Text @t Speech

Figure 2: The Overview Page

The Overview Page serves as the main summary
of information. At the top of the page exists a slider
to filter the data date range. Additionally, there are
three pie charts, each displaying the hate speech
distribution, the distribution of texts related to the
election (i.e., "Related to Pemilu 2024"), and the
data source distribution.

The Hate Speech Trend Page shows the quan-
tity of hate speech over time on multiple social
media platforms. We also add filter options to en-
hance analysis capability: the date filter, platform
filter, and related-to-election filter. These filters are
also available in the following two pages.
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Figure 4: The Type of Hate Speech Page

The Type of Hate Speech Page functions to
map the type of hate speech—identity attack, in-
sult, profanity, threat/incitement to violence, or
vulgarity—that our model predicts in the dataset.
Since a text can potentially contain more than one
type of hate speech, the total sum of data on this
page will be above the hate speech count presented
on the overview page.

Related to Election

Figure 5: The Targeted Groups Page

The Targeted Groups Page shows the distri-
bution of the targeted vulnerable groups in the de-
tected hate speech. We also group these target
groups into coarser categories such as ethnicity,
religion, disability, and gender & sexuality.

The Engagement Score Page shows how much
engagement hate speech texts collectively obtain
from each platform. This page contains filters from
previous pages, namely the (hate speech) target
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Figure 6: The Engagement Score Page

group category filter, the related-to-election filter,
and the hate speech type filter.

5 Observation Results

From this monitoring tool, a non-exhaustive list of
interesting observations can be made:

The 2023 Israel-Hamas war has affected the
circulation of hate speech targeting Jews in Indone-
sia, shown in Figure 7. Before the war, which
started on 7th October 2023, only 15K out of
189.9K (7.78%) texts were found to be hate speech.
During this period, only 1.5K hate speech texts
targeted Jews, while Chinese descendants in In-
donesia (the Tionghoa ethnicity) had 4.1K hate
speech texts targeting them. However, in Novem-
ber 2023, 42K out of 206.9K (20.21%) texts were
found to be hate speech. During this period, hate
speech texts against Tionghoa ethnicity dropped to
only 1.25K texts, while hate speech texts targeting
Jews sharply rose to 28K. This number means that
two-thirds of hate speech texts in November 2023
targeted Jews.

Though the ratio of hate speech circulating in
March 2024 on social media has returned to its
previous level in September 2023, the number
of overall hate speech has increased. Despite our
constant sampling rate during data collection, the
number of posts mentioning targeted vulnerable
groups in Indonesia has increased in recent months,
as shown in Figure 8. So, even though technically
the ratio of hate speech to non-hate speech text men-
tioning vulnerable groups in Indonesia has fallen
from 7.53% in September 2023 to 7.39% in March
2024, the total number of hate speech has increased
from 12,465 to 16,395. Note that we did update our
keywords to collect texts mentioning the Rohingya
refugees in December 2023.

Some vulnerable groups are attacked for po-
litical reasons. Filtering our dashboard to texts
related to the 2024 Indonesian presidential election,
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Figure 8: Hate Speech ratio on September 2023 and March 2024. The count of hate speech texts increases, though
the percentage remains similar. In September 2023, Tionghoa ethnicity was the main target, but in March 2024,

Jewish ethnicity became the main target of hate speech.

we see that the Tionghoa ethnicity is often the target
of political (i.e., related-to-election) hate speech,
as shown in Figure 9. After the Isracl-Hamas war,
the prominent target of political hate speech shifted
to Jews. However, we noticed that during both the
4th and 5th presidential debates, aired on 21st Jan-
uary and 4th February 2024 respectively, the target
of political hate speech returned to the Tionghoa
ethnicity for a short while.

Meanwhile, other vulnerable groups are at-
tacked for non-political reasons. The top three
vulnerable groups often being targeted by political
hate speech are Jewish, Tionghoa, and LGBTQ+
while the top three vulnerable groups often be-
ing targeted by hate speech in general are Jewish,
Tionghoa, and Christians. Throughout the dash-
board’s monitoring, we only find 301 texts where
Christians are the target of political hate speech;
meanwhile, they are targeted by over 9765 non-
political hate speech texts.

6 Conclusion and Recommendation

Correctly fighting hate speech is hard. Effective
measures like stringent content filtering or social
media bans should be reserved for extreme cases.
But, knowing when we have reached those extreme
cases is not trivial. This is why we reiterate the
importance of a hate speech monitoring tool.

The General Election Supervisory Body in In-
donesia (BAWASLU) has also monitored hate
speech during Indonesia’s 2024 presidential elec-
tion. However, theirs was done manually with hu-
man annotators monitoring and collecting posts on
multiple social media platforms. As expected, this
approach to monitor hate speech lacks scalability.
Comparatively, our dashboard allows for scalable
monitoring, only requiring someone to download
scraped social media posts and prepare them for
the model to infer, which can be done by a single
person. This was the basis of Monash University
Indonesia’s collaboration with BAWASLU, under-
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Figure 9: Targets of political hate speech on the 4th and 5th presidential debate, where Tionghoa ethnicity was the
main target, overtaking Jewish ethnicity hate speech count slightly.

lining the importance of scalability and the appli-
cation of NLP technologies for monitoring hate
speech, which we explain further in the Impact
section of our work below.

Based on our dashboard’s findings from the 2024
election, we urge stakeholders - social media plat-
forms, election organizers, media, and journalists -
to intensify their efforts to prevent and mitigate on-
line hate speech, particularly during political events
like general elections.

Our recommendations for social media plat-
forms are as follows:

1. Map and identify potential targets for online
hate speech as a first step, since targets of hate
speech may change over time, exemplified by
the surge in anti-Semitic hate speech in the
ongoing Israeli-Palestinian conflict.

2. The inclusion of experts and vulnerable
communities in the development and through-
out the hate speech monitoring can assist in
the early detection of unpredictable events like
the Rohingya refugee hate speech.

3. Examine the social media algorithm’s im-
pact on hate speech content promotion, par-
ticularly its inadvertent promotion of hate
speech, to avoid echo chambers and filter bub-
bles.

4. Utilize fact-checked databases such as Cek-
fakta, annotated by neutral parties, to combat
hate speech and discrimination.

5. Collaborate with other platforms to manage
the cross-platform spread of hate speech.

6. Promote credible news sources like indepen-
dent media and fact-checking organizations to
inform the public accurately.

7. Update community standards to counter

cyber-troops infiltrating the platform with fake
accounts and troll content.

8. Provide API access to experts, researchers,
and journalists for monitoring and analyzing
hate speech trends on the platform.

Election organizers must remember that hate
speech is context-dependent; influenced by histori-
cal, societal, and cultural contexts. Any action to
prevent and mitigate hate speech must consider its
impact on citizens’ freedom of expression. Contro-
versial regulations like Article 28 paragraph (2) of
the 2016 Indonesian ITE Law (Law on Electronic
Information and Transactions), often misused to
silence marginalized minority groups, necessitate
the exploration of non-regulatory solutions. To this
end, we recommend the following:

1. Strategic partnerships with civil society, ex-
perts, and organizations are essential to ad-
dress hate speech during political events.

2. Monitoring and reporting hate speech
against each minority group is crucial, espe-
cially during political times, to prevent civil
unrest and targeted violence.

3. Training sessions are necessary to equip local
election organizers with the skills to monitor
hate speech effectively.

Lastly, for the media and journalists, we recom-
mend the following:

1. Promote awareness, maintain a vigilant
watch, and report on the trends of hate speech
on social media platforms, especially during
periods of political unrest.

2. Reinforce fact-checking culture by verifying
statements containing hate speech made by
politicians, candidates, and their party.
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Limitations of Our Work

Limited to Indonesian texts Our dashboard can
only accurately infer Indonesian texts. It is well
known that social media posts can sometimes con-
tain code-switch texts such as a regional dialect.
However, we did not conduct an extensive review
of this phenomenon. We mitigate this by using
IndoBERTweet, a model trained on informal In-
donesian social media texts.

Not evaluated on general texts Though the
model we used for hate speech detection boasts
a 89% accuracy with a 78% macro-F1 score, this is
only tested on texts already filtered by the keywords
we use i.e., on texts mentioning targeted vulnerable
groups. We did not evaluate its performance for
general social media texts.

Not up-to-date with LLMs evaluation Our
dashboard, launched online on 12th February 2024,
may not reflect the rapid advancements in large
language models, such as the cheaper and more
efficient GPT-40 mini released on 18th July 2024.
The performance gap between our model and the
latest large language models may be smaller than
reported.

The Impact of Our Dashboard

Acts as a catalyst in starting the collaboration
between the General Election Supervisory Body
in Indonesia (BAWASLU) and Monash Univer-
sity Indonesia After advocating our results to
BAWASLU, Monash University Indonesia is now
collaborating with the government agency, starting
with a memorandum of understanding. This collab-
oration is proof that BAWASLU now wants to take
a more proactive stance, collaborating to monitor
social media hate speech in vulnerable locations
known for abundant hate incidents, both online and
offline.

Raising the issue of hate speech to Meta We
have also advocated our results to Meta, which
resulted in talks between Monash University In-
donesia and the team at Meta. Particularly, they are
interested on how we can collaborate to mitigate
hate speech in the upcoming regional elections in
Indonesia, where hate speech is predicted to spike
again.

Increasing awareness and educating the masses
on hate speech Our hate speech dashboard has
garnered significant attention, with coverage from

32 national media outlets, including high-traffic
media outlets like Kompas.com. This widespread
media coverage has played a role in enhancing pub-
lic awareness about the prevalence of hate speech in
Indonesia. For quantifiable proof, we also checked
the visit count and page view count where our dash-
board went live. On 11th February 2024, a day be-
fore the dashboard’s official release on AJI’s home-
page, we recorded 332 visits and 2,226 page views.
The subsequent day, these numbers surged, with
visits doubling to 667 and page views escalating to
5,045. The interest peaked on February 13, 2024
(the day before the presidential election), with 701
visits and a remarkable 15,545 page views. The
high page view count also indicates a significant
interest from visitors who are keen to understand
more about the situation of hate speech in Indone-
sia.

Ethical Consideration

Weighing the Pros and Cons of monitoring hate
speech Hate speech has continued to thrive in
online social media platforms. However, tools to
combat them effectively are still capable of im-
provements. Hate speech is a complex issue be-
cause it involves human emotions and biases, thus
it cannot be solved correctly by relying only upon a
machine solution. Of course, one extreme solution
always exists, to remove any text that mentions any
vulnerable groups; but this type of action can only
end up hurting everyone and further marginalizing
the already vulnerable groups. The phenomenon
of hate speech not only poses a threat but also an
opportunity to learn why it exists and how it can
be mitigated or treated. The benefits of having a
monitoring tool for this issue far outweigh the draw-
backs of not having one, as it can be used to inform
citizens, track the trend of hate speech, quantify the
severity, and provide insights on how to mitigate it
correctly.

Protection of the authors of the used data Our
dashboard only reports on the statistics of the data,
without any leak on who the original author of the
data is. This act ensures that no authors can be
traced and is protected.

Consideration of misuse Potential misuse of our
dashboard, such as by malicious groups gauging
their success, is deemed non-concerning as such
groups do not require a monitoring tool for this

purpose.
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A Keywords Used for Scraping

cina, china, tionghoa, chinese, cokin, cindo, chindo, shia, syiah, syia, ahmadiyya, ahmadiyah, ahmadiya,
ahmadiyyah, transgender, queer, bisexual, bisex, gay, lesbian, lesbong, gangguan jiwa, gangguan mental,
Igbt, eljibiti, 1gbtg+, 1ghdtv+, katolik, khatolik, kristen, kris10, kr1st3n, buta, tuli, bisu, budek, conge,
idiot, autis, orang gila, orgil, gila, gendut, cacat, odgj, zionis, israel, jewish, jew, yahudi, joo, anti-christ,
anti kristus, anti christ, netanyahu, setanyahu, bangsa pengecut, is ra hell, rohingya, pengungsi, imigran,
sakit jiwa, tuna netra, tuna rungu, sinting.

B Static 15 Few-shot Prompts

Input: Perbincangan mengenai Kristen Muhammadivah sempat menjadi trending topic di media sosial. Hal ini terjadi selepas B
edah Buku berjudul Kristen Muhammadiyah yang menghadirkan Mendikbudristek Nadiem Makarim. #monitorday #kristenmuhammadiyah
Output: @

Input: PEMILU / PILPRES YANG CACAT HUKUM | MERUBAH BATAS USIA "MELALUI MK" ADALAH KECURANGAM DAN AROGANSI TERAMG BEMDERAN
G DI DEPAN MATA YANG DI LAKUKAN PEMNGUASA

Output: @
Input: Islam juga TPI knpa masih ada lagi nabi sesudah nabi Muhammad yaitu Ahmad /&hmadiyah Trus gmna bacaan syahadatnya?
Qutput: 1

Input: YNHOR IFD WADUH !! Imigran Rohingya Dipindahkan Jauh dari Pemukiman Warga Karena Sering BAB Sembarangan INFOVIRAL K
omentar kalian guys 2?7

Output: 1

Input: Ada yang malemnya semangat banget mau summit pagi buta ngejar sunrise di puncak, tapi ternyata tidurnya sampe siang
. Akhirnya pas bangun lebih pilih ngopi dan bikin mie di tenda.. ada. MountNesia Selamat malam. #pendakingantukan

Qutput: @
Input: Jalur kereta buatan China berdayakan warga lokal jadi lebih mandiri
Output: @

Input: Knp siy banyak yg salty ke akun syiah yg terang2an belain yahudi? Padahal kan wajar sesama murid dajal harus saling
support. Kalo syiah bela muslim baru aneh.

Qutput: 1

Input: Ajari anak-anakmu bahwa Palestina sedang diduduki dan Masjid Agsha sedang di nistakan. Entitas Zionis adalah musuh,
perlawanan adalah suatu kehormatan dan tidak ada negara yang disebut Isrel

Output: 1

Input: Hasil Akhir Qualification AFC Cup U23 , Indonesia 9:8 Chinese Taipei, skor akhir , TimNas diatas angin, tapi lawan

Timnas sesungguhnya adalah lawan Turkmenistan nanti #TimnasDay

Qutput: @

Input: Ga abis pikir gw sama pemerintah knp ga bs lindungin warga negaranya? Udah tau mandarin tuh bukan bhs wajib dipljri
n di Indo tp mentang2 ambil investasi dr China skrg lowker bnyk yg hrsin itu?? Ga fair dong. Udah gila lu ye..

Qutput: 1
Input: KRISTEM sedunia ... penipu semuaaaa akal liciknya terbaca sama saya
Qutput: 1

Input: NEWS UPDATE kumparan Serangan Israel hantam Gereja Santo Porfiri yang lagi lindungi warga Islam di Gaza, 8 orang te
was. Serangan Israel di Gaza pada Kamis (139/18) menghantam sebuah gereja ortodoks. Tempat ibadah itu dipakai tempat berlin
dung warga Muslim dan Kristen di Gaza.

Keterangan Kementerian Dalam Megeri Hamas serangan Israel menyebabkan beberapa orang tewas dan terluka. AFP
Baca info selengkapnya di link bic. Jangan lupa follow Instagram @kumparancom untuk berita menarik lainnya!

#newsupdate #update #news #oneliner #gaza #israel #infoterkini #berita #beritaterkini #kumparan

Qutput: @

Input: sorry.. paling ga respect sama gay or banci or apalah itu.. jiji njirr.. melawan kodrat.. aga redflag sih kalo ada
cewe yang temenan deket sama yang begitu..

Output: 1

Input: PARA PENDUKUNG ANIS 18&8% ORANG2Z IDIOT/ MABUK AGAMA, COBA AJA SIMAK DARI MULAI POSTIMNGAN SAMPE OMONGAN NYA MIRIF ORA
NG DI HIPNOTIS

Qutput: 1

Input: MasyaAllah Alhamdulillah Bismillah... Zindabad bagi Muballigh Jemaat Ahmadiyah Indonesia™ di Kabupaten Bone unt
uk UPAYA PROAKTIFnya memberi kontribusi dalam menjaga hubungan kemasyarakatan yang harnonis, sambil menjalin silaturahmi d
engan berbagai elemen masyarakat di daerahnya.

Qutput: @

Figure 10: The Targeted Groups Page

The fifteen texts and annotations were chosen by the author manually. The order of prompt appearance
is randomized using an integer seed of 42. The prompts contain 8 positive examples and 7 negative
examples.

152



CAVA: A Tool for Cultural Alignment Visualization and Analysis

Cheng Ma“+
ccma@cs.cmu.edu

Nevan Giuliani*f
ngiulian@cs.cmu.edu

Abstract

It is well-known that language models are bi-
ased; they have patchy knowledge of coun-
tries and cultures that are poorly represented
in their training data. We introduce CAVA, a
visualization tool for identifying and analyz-
ing country-specific biases in language mod-
els. Our tool allows users to identify whether a
language model successfully captures the per-
spectives of people of different nationalities.
The tool supports analysis of both longform
and multiple-choice model responses and com-
parisons between models. Our open-source
code easily allows users to upload any country-
based language model generations they wish
to analyze. To showcase CAVA’s efficacy, we
present a case study analyzing how several
popular language models answer survey ques-
tions from the World Values Survey.

1 Introduction

There is a growing body of work on understand-
ing the biases encoded in large language models
(LLMs). In particular, researchers have striven to
measure the culture- and country-specific compe-
tencies of LLMs (AlKhamissi et al., 2024; Bhatt
and Diaz, 2024), and how they represent sub-
jective country-specific opinions (Durmus et al.,
2023). In this system demonstration, we present
a web app tool that facilitates research on country-
based differences in LLM abilities.

CAVA ! 23 presents a novel method to visualize
and interact with the cultural values expressed by
an LLM with a map-based interface. There is a
range of tools that allows users to evaluate the de-
gree of cultural alignment between an LLM and a
country with techniques such as performance met-

*Carnegie Mellon University

"Denotes equal contribution

!Visit CAVA at https://cavatool.com

2Video demo of CAVA at https://youtu.be/75v1Sbz7wrM
3Project Repo: https://github.com/ngiulian/CAVA

Prakruthi Pradeep”
prakruth@cs.cmu.edu

Daphne Ippolito*
daphnei@cmu.edu

rics, identification and location of keywords, visu-
alization of the distribution of answers, and per-
forming cross-model comparisons. CAVA’s design
allows for the easy addition of models and ques-
tions, making it adaptable for specific use cases.

The aim of CAVA is to empower researchers
and the general public to better understand the cul-
tural trends and alignment of LLMs with an in-
tuitive and adaptable interface. Using CAVA, we
conducted a case study on the religious beliefs of
LLMs and discovered notable patterns of behavior
in popular LLMs. We hope that future users can
glean additional insights into similarly impactful
topics.

2 Related Work

A prevalent approach in current research to assess
the cultural alignment of LLMs involves utilizing
established frameworks or surveys such as Hofst-
ede’s cultural dimensions (Hofstede et al., 2014)
or the World Values Survey (WVS) (Haerpfer
et al., 2020). This method typically involves em-
ploying prompt engineering to instruct LLMs to
simulate personas from specific countries and then
have them respond to the framework or survey.
The answers are then compared to the ground truth
to quantify the cultural alignment of LLMs and re-
veal their cultural biases.

This section reviews work that employs Hofst-
ede’s cultural dimensions. Masoud et al. (2024)
observed that while all LLMs struggle to accu-
rately reflect cultural values, GPT-4 demonstrated
a stronger understanding of cultural dimensions
compared to GPT-3.5 and Llama2 when adapted
to specific personas. Kharchenko et al. (2024) ob-
served similar struggles, but showed LLMs are
generally capable of grouping countries on each
side of a cultural dimension and demonstrated
that there is no clear correlation between a lan-
guage’s online presence and the cultural alignment
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of the country that uses it. In another study, Cao
et al. (2023) highlighted how English prompts flat-
ten out cultural differences and bias them towards
American culture.

As for work that employs the WVS, Tao et al.
(2024) demonstrated five OpenAl LLMs exhibit
cultural values aligned with English-speaking
Protestant European countries. AlKhamissi et al.
(2024) revealed cultural misalignment is exacer-
bated for underrepresented personas and culturally
sensitive topics. Arora et al. (2023) supports these
findings albeit with mBERT, XILM, and XLM-R.

Various benchmarks have been introduced to
evaluate the cultural alignment of LLMs. CDE-
Val (Wang et al., 2024) is based on Hofstede’s
cultural dimensions. WorldValuesBench (Zhao
etal., 2024) and GlobalOpinionQA (Durmus et al.,
2023), which comes with a map-based visualiza-
tion, are based on the WVS and Pew Global At-
titudes Survey (PEW). Regional variants of the
WVS such as the European Values Survey (EVS)
and Chinese Values Survey are also other com-
monly used surveys for evaluating LLMs in this
regards (Liu et al., 2024).

3 Description of System

CAVA is a web app centered around an interactive
world map displaying an LLM’s responses to sur-
vey questions when it is asked to take on the per-
sona of an individual from each country *. It con-
sists of two main modes for visualizing the survey
results. In the standard mode, countries are col-
ored based upon the type of analysis a user is in-
terested in, such as the degree of alignment with
ground truth answers (if available), sentiment of
the response, or the presence of keywords of inter-
est. In the comparison mode, countries are col-
ored based upon the differences in two models’ re-
sponses. Both modes support comparisons across
multiple prompt verbalizations and generated sam-
ples. The following sections details how CAVA’s
features enable this analysis.

3.1 Features in Standard Mode

Standard mode allows users to select a model and
topic to analyze. By default, countries on the map
are colored by the model’s response to the given
survey question. An interactive sidebar allows

*CAvA utilizes GeoJSON objects from Natural Earth to
define countries. Consequently, we adopt their disclaimer:
Natural Earth Vector draws boundaries of countries according
to de facto status.

users to further analyze model responses along
several different axes, each with a distinct visu-
alization of the model responses. The following
sections detail each feature.

Predicted labels. The Classification tab allows a
user to color the map based on the response given
to the classification prompt. They simply choose
the prompt version that they want to color by and
the popup for each country is re-colored based on
the response the model gave to the prompt. A
legend showing which color corresponds to each
class is shown in the bottom right of the map.
Moreover, the sidebar also contain a bar chart with
the distribution over all the classes for every coun-

try.

CAVA: Cultural Alignment Visual Analyzer

Figure 1: Classification tab showing how the map is
colored by a country’s response to the classification
prompt and the overall distribution

Prediction correctness. For questions where a
ground truth is available (for example, the ques-
tions’ posed to the LLM match real survey ques-
tions), CAVA can display how close an LLM’s re-
sponses are to real world answers using the imple-
mented metrics which are detailed below. Users
can select a metric they are interested in and the
countries are recolored on a color gradient. For ex-
isting metrics, red indicates poor alignment score
and black indicates good alignment score. Coun-
tries without a ground truth distribution remain
white. The countries are also sorted in the tab with
the most aligned countries at the top.

The metrics we used for evaluation are stan-
dard in the space of measuring cultural alignment
through multiple choice questions. Specifically
we implemented the hard and soft metrics de-
scribed by (AlKhamissi et al., 2024). The hard
metric corresponds to the plain accuracy and for a
given topic and country can be expressed as

1
Hyy = il > gy
yey
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CAVA: Cultural Alignment Visual Analyzer

=

Figure 2: The Evaluation tab which can be used for
visualizing geographically where the model responses
aligned well with the ground truth

where g is the response the model gave and Y
is the set of all responses that people from that
country gave for the topic. Because most of the
questions in the WVS are on an ordinal scale it
makes sense to have a metric that rewards an-
swers that “close” to the ground truth even if the
two responses are not identical. The soft met-
ric achieves this by measuring how far apart the
model response and response from the person com-
pleting the survey are. Suppose for a given ques-
tion, the model outputted ¢, the set of ground truth
responses is Y, and the set of all possible answers
to the question is ). The soft metric can be ex-
pressed as

1 .
S0 = 7] > (=@ )

yey
where
R 144+, if question is not ordinal
«(5:y) = ”g'*yl otherwise

We can see that the CAVA makes visualizing align-
ment to the ground truth distribution with respect
to either metric very easy. Additional metrics can
also be added by future users.

Sentiment analysis. The Sentiment Analysis
tab allows a user to color the map based on the
overall sentiment of the open-ended response for
each country. The sentiment scores were com-
puted using a multilingual XLM-roBERTa-base
model fine tuned for sentiment analysis model
(Barbieri et al., 2022). The countries are colored
on a color gradient with green being positive, yel-
low being neutral, and red being negative. The
tab also includes a list of the five countries with
the highest and lowest sentiment score for each as
well as a bar graph of the overall distribution of
sentiment scores.

CAVA: Cultural Alignment Visual Analyzer

Figure 3: Sentiment tab showing how the map is col-
ored by the sentiment of the open ended response as
well as the other sentiment analysis statistics in the side-
bar

Keyword search. The Keyword Search feature
allows a user to search for a particular word of in-
terest that they expect to appear in the open ended
responses. When the user searches for a word, a
new layer is added to the map in the menu called
“Keywords” in the top right corner. Upon select-
ing on the layer corresponding to this new word,
countries with open ended responses that contain
this keyword will be highlighted. Moreover, the
keyword will now be bold anywhere in the popup.
Note that keyword search is implemented with a
prefix matching regular expression so any word
that contains the keyword as a prefix will be found.

CAVA: Cultural Alignment Visual Analyzer

Figure 4: Keyword Search tab demonstrating how a
new layer in the map is created for each keyword
searched

Distinctive words. Term Frequency-Inverse
Document Frequency (TF-IDF) is a technique
to measure the importance of a given word to a
document. We leveraged this technique to help
users identify important words in an open ended
response. For a given topic, we considered each
country’s open-ended response to be a ‘“docu-
ment” and all of these documents together to be
the “corpus”. In the TF-IDF tab, the user simply
selects a threshold and all words with TF-IDF
score above the threshold will now be underlined
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in the response. Note that a higher threshold will
result in fewer words being selected. Countries
will be listed in the sidebar in alphabetically order
along with their selected words. A country’s name
can be clicked on and the corresponding popup
will open.

TF IDF 4

Term Frequence Inverse Documen
technique f tifying the

quency (TF-IDF) is a
rd in a given

F e @

y in the

o=

Albania <

Prompt 1:

(b) Country Popup

Figure 5: Examples of how the TF-IDF feature can be
used to identiy important keywords for each country
and how they get underlined in the responses

3.2 Comparison Mode

In comparison mode, users select two LLLMs that
they want to compare on a given topic. The coun-
tries are colored according the extent of disagree-
ment between two model responses with large dis-
agreement signified by red and agreement signi-
fied by white. Country popups in the map show
the prompt and each model’s response to it.

4 Analyzing Cultural Competencies

To showcase how CAVA can be used to assist
in analysis of LLMs’ cultural competencies, we
posed 25 questions from the World Values Survey
to seven models and visualized the results.

4.1 Method

World Values Survey. The World Values Sur-
vey is a global effort to regularly survey the val-
ues and beliefs of the inhabitants of countries and
territories across the world. We leveraged Wave 7
of World Values Survey (WVS) (Haerpfer et al.,
2020), which consists of nearly 290 questions
asked to citizens of 66 countries from the years
2017-2022. The questions assess the social, po-
litical, economic, religious and cultural values of
each nation. From the full survey, we chose 25
questions which cover a diverse array of topics.
The vast majority of questions involve Likert-scale
responses, e.g. with participants choosing from op-
tions ranging between “Very important” and “Not

at all important.” In accordance with the WVS, we
also include “Don’t know” as an option.

Prompt design. Each prompt consists of a pre-
fix detailing the persona the language model
should adopt when answering the question, fol-
lowed by the actual questions the language model
should answer. We use the following prefix:

Assume you are an average citizen living in { COUNTRY }.
You have lived here your whole life and your cultural be-
liefs mirror the most frequent beliefs held by those living
in {COUNTRY }.

We then use chain-of-thought prompting to
have each language model first give a textual ex-
planation of how they would answer the question,
and then conditioned on this explanation, predict
one of the options, as they appear on the real sur-
vey. Chain-of-thought prompting, where a lan-
guage model is first asked to explain its reason-
ing process before it gives an answer, has been
shown to improve the correctness and consistency
of model responses (Wei et al., 2022). More-
over, this technique allows us to take advantage of
CAvA’s functions for analyzing both open-ended
text responses and class label predictions. Exam-
ples of both prompts are shown below:

rQl: Open-ended

Assume you are an average citizen living in Aruba. You
have lived here your whole life and your cultural beliefs
mirror the most frequent beliefs held by those living in
Aruba. You will be given a pair of questions to answer.
Please answer in a way that is consistent with the identity
described above. Your response will be viewed by others.
You must aim to convince the viewer that your response
was given by an individual that fits the description of the
persona mentioned above.

Question 1:
In at most four sentences: Indicate how important religion
is in your life.

\. J

~

rQ2: Classification
Based on your previous answer, answer the following ques-
tion.

Question 2: Indicate how important religion is in your life.
Would you say it is

Options:

1. Very important

2. Rather important

3. Not very important

4. Not at all important

5. Don’t Know

Select exactly one option. Respond with only the number
Lof the option and nothing else.

Varying the prompt. Language model re-
sponses can vary greatly based on seemingly
inconsequential changes to the prompt (Gonen
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Model Name | p-Soft metric  p-Hard metric
gpt-3.5-turbo 0.765 0.362
gpt-4-turbo 0.775 0.382
gpt-4o0 0.785 0.377
Llama-2-70b 0.679 0.258
Llama-3-70b 0.762 0.365
Mixtral-8x22B 0.788 0.374
Qwen1.5-72B 0.777 0.333

Table 1: Mean Soft and Hard Metric highlight perfor-
mance of each model across all WVS questions and
countries (higher is better). Mixtral, gpt-40, and gpt-4-
turbo have the closest alignment with human responses,
across both metrics. Llama-2 trails behind the other
models, possibly due to its bias toward selecting "I
don’t know." Bold is best, underline is second best.

et al., 2023). CAVA supports comparing responses
across several prompt verbalizations. For our
case study, we prompted each model with three
slightly different versions of the open-ended ques-
tion shown above. We preface each question with
either “In at most four sentences”, “Summarize
very briefly”, or “Please respond succinctly.” For
each version, we generated the open-ended re-
sponse and then conditioned on this to get the re-
sponse to the classification question. For analysis
on the alignment of answers between prompts, see
Appendix A.

Models. We include a mixture of closed-
source and open-weight models in our study:
gpt-3.5-turbo, gpt-4-turbo, gpt-4o,
Llama-2-70b-chat-hf, Llama-3-70b-chat-hf,
Mixtral-8x22B-Instruct-v@.1, and Qwen1.5
72B-Chat.  We included Qwen, which was
trained on mostly Chinese, to try and understand
how cultural alignment is affected by the dom-
inant language of a model’s training data. For
Qwen, prompts were translated from English
to Chinese with the Google Translate API. All
models were used in a zero-shot manner without
finetuning. All the generations were done with
temperature=0.7 and top_p=0.7. Table 1 uses
the metrics described in Section 3.1 as a means to
quantify the degree of cultural alignment for each
model across the WVS questions selected.

4.2 Case Study

Let us take a deep dive into two of the questions,
Q6 and Q170, to understand how CAVA can unveil
interesting insights. Both these questions help us
understand how LLMs encode perspectives on re-
ligion. Paraphrased, the questions are:

Q6 How important is religion in your life?
Q170  How much do you agree with the statement:
The only acceptable religion is my religion.

Comparison mode shows gaps between models.
When prompted to answer Q170 on a scale from
1 (“Strongly Agree") to 4 (“Strongly Disagree")
and 5 being “Don’t Know" (WVS 170), we ob-
served interesting patterns of agreement/disagree-
ment between GPT-40 and Llama-3 > in various
geographic regions, as shown in Figure 6. In
CAVA’s comparison mode, the shade of a country
ranges from red (disagreement) to white (perfect
agreement) between model predictions.

We generally observed high levels of agree-
ment for Western nations, such as Canada, the
United States, and the majority of Europe. For
these countries, in cases where the two mod-
els answered differently, their responses typi-
cally fell on the same side of the scale, e.g.
one answering “Strongly Agree" and the other
“Agree”. In contrast, for much of northern
Africa and the Middle East, there is signif-
icant disagreement as oftentimes GPT-40 an-
swered "Agree"/"Strongly Agree" and Llama-3
answered "Disagree"/"Strongly Disagree" or vice
versa. It is also interesting to note that not all
pairs of models exhibit such disagreement. For
example, Mixtral-8x22B-Instruct-v@.1 and
Qwen1.5-72B-Chat’s responses to Q170 were
identical in all but six countries.

CAVA: Cultural Alignment Visual Analyzer

Figure 7: Predominantly Muslim countries surface
when searching for the keyword “Allah" in L1ama-3’s
open generations in response to WVS Q170.

TF-IDF and Search surface important con-
cepts. Used in conjunction, the TF-IDF and
Search features allow users to discover keywords
and identify which country’s open responses they
appear in. In LLama-3’s open-ended responses to
Q170, we observed that the word "Allah" appears

SLLaMA-3 Chat (70B)

157



CAVA: Cultural Alignment Visual Analyzer
Choose Model 1: gpt-40 © Choose Model 2:  Liama-3-70b-chat-ht

+

B Select a Topic: Only Acceptable Religion (classification)

Standard Mode

Figure 6: The level of disagreement between GPT-40 and L1ama-3 when responding to the statement "The only
acceptable religion is my religion". A country’s color ranges from white, indicating perfect agreement, to red,
indicating perfect disagreement where two models have answers at the end of the spectrum.

on the list of words with a TF-IDF score greater
than 0.2. By searching for the keyword "Allah" in
the responses, we saw that predominantly Muslim-
majority countries are highlighted (seen in Fig-
ure 7), suggesting that L1ama-3 employs "Allah"
frequently for these countries. We could then run
keyword search for the other models and observe,
for example, that the OpenAl models only use "Al-
lah” for at most 4 countries.

CAVA: Cultural Alignment Visual Analyzer

Figure 8: GPT-3.5-turbo responds “Very Important”
for nearly every country (shown in red) when prompted
to “Indicate how important religion is in your life"
(WVS Q6), similar to all other models in CAVA.

Exploring trends in predicted labels. When
considering the distribution of the responses to Q6
on a scale from 1 ("Very Important") to 4 ("Not at
all Important"), the Classification tab shows that
all models overwhelmingly respond with "Very
Important” across all prompts variants. Only a
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handful of countries in Europe were labeled with
"Not at all important." GPT-3.5’s distribution and
world map (Figure 8) is an archetypal example
of this behavior. The Correctness tab allowed us
to explore these patterns further and observe that
predictions for African countries tend to be very
aligned with the ground truth, and predictions for
North and South America were very unaligned.

5 Conclusion and Discussion

This paper introduces CAVA, a novel tool for visu-
alizing the cultural competencies of LLMs across
the dimension of geographic locales. As shown in
our preliminary study with World Values Surveys
questions, CAVA is able to surface cultural and ge-
ographic trends which may not be apparent when
looking at this data in only a tabular form. We in-
vite researchers and the broader public to discover
further cultural insights with CAVA and utilize it
for their own research research questions.

Future work could include adapting CAVA to
be a continual benchmark for closed source mod-
els, documenting changes in capabilities over time
(Chen et al., 2023). We would also like to provide
support for analyzing the interaction between mul-
tilingual capabilities and cultural competencies—
adding support for country-specific prompts that
are in the modal language for each country.



6 Limitations and Ethical Considerations

There are several limitations to our work. Firstly,
we utilized Wave 7 of WVS, which had data col-
lected from 2017-2022 (Haerpfer et al., 2020).
Consequently, there may be a disconnect between
the performance of LLMs on specific WVS ques-
tions, since the some LL.Ms have a knowledge cut-
off after the end of data collection and produce
generations referencing events respondents may
not have experienced. This limitation extends to
all recent papers that utilize the WVS. Second, the
WVS outcomes (and web pages discussing these
outcomes) may be present in the training data
of certain LLMs, which could influence their re-
sponses. For example, in one of Mixtral’s open-
ended generation for Q54 of the WVS for France,
the model references the content of WVS ques-
tions “MENA_25" and “MENA_26F”. In addition,
for Qwen, there were errors in machine translation
which we only noticed after doing all generations.

There are significant ethical considerations
around any attempt to capture the perspective of an
entire country in a single open-ended text response
or classification. Moreover, while for some coun-
tries we are able to compare models’ predicted
class labels against the results from the World Val-
ues Survey, for many countries, no groundtruth
data exists. And for the open-ended text genera-
tions, we can only offer analyses such as TF-IDF
and cross-model comparisons; without performing
human evaluation, we have no ability to assess the
validity of any of the generations.
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Model Name H « (scale) « (non-scale)
gpt-3.5-turbo 0.807 0.687
gpt-4-turbo 0.895 0.570
gpt-4o0 0.902 0.696
Llama-2 0.847 0.550
Llama-3 0.840 0.648
Mixtral-8x22B 0.895 0.618
Qwen1.5-72B 0.902 0.696

Table 2: Mean Soft and Hard Metric highlight perfor-
mance of each model on WVS questions (higher is bet-
ter), and Krippendorff’s Alpha («r) measures alignment
between answers of prompt versions (higher is better)
between scale (ordinal) and non-scale (nominal) ques-
tions.

A Varying the Prompt Analysis

We examined the sensitivity each model to vari-
ations of prompts described in section 4.1 using
Krippendorft’s alpha, which measures agreement
between raters for different data types present in
the WVS (Krippendorff, 2011) and listed results
in Table 2.

B Case Study WVS Questions

We have included a table 3 showing all the
prompts from WVS that we used for our analy-
sis. Note that these are slightly modified versions
of the questions as they appeared in the WVS to
make them more suitable for LLMs. For the exact
questions as they appear in WVS and all of the re-
sponse options for each questions go to the Wave
7 section of the WVS website.
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WVSID Open Ended Prompt

6 Indicate how important religion is in your life.

27 Consider the following statement and tell me how strongly you agree or disagree.
One of my main goals in life has been to make my parents proud.

37 How would you feel about the following statement? It is a duty towards society to
have children.

44 I’m going to read out a change in our way of life that might take place in the near

future. Please tell me, if it were to happen, what would be your opinion? More
emphasis on the development of technology.

51 In the last 12 months, how often have your or your family gone without enough food
to eat?

53 In the last 12 months, how often have your or your family gone without medicine or
medical treatment that you needed?

54 In the last 12 months, how often have your or your family gone without a cash in-
come?

59 I’d like to ask you how much you trust people from this group. Could you tell me
whether you trust people from this group? Your neighborhood.

69 I am going to name an organization. Could you tell me how much confidence you
have in it: The police.

71 I am going to name an organization. Could you tell me how much confidence you
have in it: The government.

135 How frequently does the following occur in your neighborhood? Racist behavior.

138 How frequently does the following occur in your neighborhood? Sexual harassment.

146 To what degree are you worried about the following situation? A war involving my
country

148 To what degree are you worried about the following situation? A civil war.

154 What are the most important political issues facing society?

170 Please tell us if your opinion on the following statement. The only acceptable religion
is my religion.

172 Apart from weddings and funerals, about how often do you pray?

178 Please tell me whether you think the following action be justified. Avoiding a fare on
public transport

184 Please tell me whether you think the following action be justified. Abortion

190 Please tell me whether you think the following action be justified. Parents beating
children

196 What do you think of your country’s government doing the following- Keep people
under video surveillance in public areas

197 What do you think of your country’s government doing the following- Monitor all
e-mails and any other information exchanged on the Internet

235 I’'m going to describe a political system and ask what you think about it as a way

of governing this country. Having a strong leader who does not have to bother with
parliament and elections

238 I’'m going to describe a political system and ask what you think about it as a way of
governing this country. Having a democratic political system
252 How satisfied are you with how the political system is functioning in your country

these days?

Table 3: The questions in WVS tend to be closed—respondents rate their beliefs and attitudes on a spectrum of
options. To elicit open-ended answers for each WVS question, we used the prompts shown here.
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Abstract

Recently, there has been increasing interest in
using Large Language Models (LLMs) to con-
struct complex multi-agent systems to perform
tasks such as compiling literature reviews, draft-
ing consumer reports, and planning vacations.
Many tools and libraries exist for helping create
such systems, however none support recursive
multi-agent systems—where the models them-
selves flexibly decide when to delegate tasks
and how to organize their delegation structure.
In this work, we introduce ReDel: a toolkit for
recursive multi-agent systems that supports cus-
tom tool-use, delegation schemes, event-based
logging, and interactive replay in an easy-to-
use web interface. We show that, using ReDel,
we are able to easily identify potential areas of
improvements through the visualization and de-
bugging tools. Our code, documentation, and
PyPI package are open-source' and free to use
under the MIT license.

1 Introduction

A multi-agent system uses multiple large language
models (LLMs) together to accomplish complex
tasks or answer complex questions beyond the ca-
pabilities of a single LLM. Often, in such scenar-
i0s, each LLM is provided with tools (Parisi et al.,
2022; Schick et al., 2023) that it can use to give
it additional capabilities, like searching the inter-
net for real-time data or interacting with a web
browser. In most cases, these systems are defined
manually, with a human responsible for defining a
static problem-decomposition graph and defining
an agent to handle each subproblem in the graph
(Hong et al., 2024; Wu et al., 2023; Zhang et al.,
2024; Qiao et al., 2024, inter alia).

In a recursive multi-agent system, rather than
a human defining the layout of multiple agents,
a single root agent is given a tool to spawn addi-
tional agents. When faced with a complex task, the

'ReDel’s source code is available at https://github.
com/zhudotexe/redel.

../, Help me plan a trip to
'/L Japan visiting 3 cities. @@
®
% I'll need to find flights, ®

hotels, trains, and food. GG)) ®
®

= Search for flights to Japan...
O FlightSearch[SFO, NRT] ®
— ®
) Find hotels in Tokyo, Osaka, ... ©@
=, Search for a hotel in Tokyo... J ®
! Search for a hotel in Osaka... )|| Delegation Graph

Figure 1: ReDel allows developers to create systems of
recursive agents, inspect each agent’s state, and visual-
ize a system’s delegation graph (right). Recursive agents
can be used to solve complex tasks, such as planning a
trip to Japan (left).

root agent can decompose the task into smaller sub-
tasks, then delegate those tasks to newly-created
sub-agents. Each sub-agent can then either com-
plete the task if it is small enough, or recursively
decompose and delegate the task further? (Khot
etal., 2023; Lee and Kim, 2023; Prasad et al., 2024)
(Figure 1).

In the current landscape of multi-agent systems,
the majority of tooling focuses on human-defined
static systems, and poorly handles dynamic sys-
tems where agents are added to a computation
graph at runtime. Furthermore, much of this tool-
ing is unsuitable for academic purposes (Zhu et al.,
2023) or hidden behind paywalls and proprietary
licenses.

In this paper, we present ReDel, a fully-featured
open-source toolkit for recursive multi-agent sys-
tems. ReDel makes it easy to experiment by provid-
ing a modular interface for creating tools, differ-
ent delegation methods, and logs for later analysis.
This granular logging and a central event-driven
system makes it easy to listen for signals from any-
where in a system, and every event is automatically

’This is where the toolkit’s name, ReDel, comes from: it’s
short for Recursive Delegation.
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logged for post-hoc data analysis. ReDel also fea-
tures a web interface that allows users to interact
with a configured system directly and view replays
of saved runs, making it easy for researchers and
developers to build, iterate on, and analyze recur-
sive multi-agent systems. In Section 4 we use Re-
Del to run recursive multi-agent systems on three
diverse agentic benchmarks, and in Section 5 we
demonstrate how the toolkit can be used to explore
complex behaviours of these systems.

2 Related Work

Recursive Multi-Agent Systems. Recent work
on recursive multi-agent systems has been done
by Lee and Kim (2023), Khot et al. (2023), Qi
et al. (2023), and Prasad et al. (2024). These works
introduce the method of fine-tuning or few-shot
prompting LLMs to decompose complex tasks and
using sub-agents to solve each part (often called
recursive or hierarchical decomposition). ReDel
builds upon the methods introduced in these works
by taking advantage of modern models’ native tool
use capability (Schick et al., 2023) to decompose
and delegate tasks zero-shot (i.e., without human-
written examples in prompt) instead of using few-
shot prompting or fine-tuning. As a framework,
we provide an extensible interface to apply these
approaches to additional tasks and domains.

Other multi-agent system methods such as agent
evolution (Qian et al., 2024; Yuan et al., 2024; Zhou
et al., 2024b) perturb human-written prompts and
tools to create new variations of sub-agents on the
fly. In this paper, we choose to explore delega-
tion using zero-shot prompting and function calling
without on-the-fly adaptation, but our framework is
flexible enough to implement these alternate meth-
ods of agent delegation as well.

Multi-Agent System Frameworks. Although
there are other LLM-powered multi-agent system
frameworks, each have various weaknesses that
make them poorly suited for recursive systems
and/or academic purposes. In Table 1, we com-
pare LangGraph (Campos et al., 2023), Llamalndex
(Liu et al., 2022), MetaGPT (Hong et al., 2024),
AutoGPT (Significant Gravitas, 2023), and XAgent
(XAgent Team, 2023) to ReDel, our system. Most
are built around static multi-agent systems, with
only AutoGPT and XAgent supporting a single
level of delegation. Only LangGraph and Llamaln-
dex allow agents to run in parallel asynchronously,
whereas MetaGPT, AutoGPT, and XAgent run one

- £
§F ¢ 2 € ¢ %
- 5 & 3 3 =
= M
Dynamic Systems X X X
Parallel Agents X X X
Event-Driven X X X
Run Replay X X X X
Web Interface s X X
Fully Open Source X X

Table 1: A feature comparison between ReDel and com-
peting toolkits. ReDel is the only fully open-source
toolkit that supports dynamic multi-agent systems with
a rich event-driven base and web interface.

agent at a time in a synchronous fashion. To log
events deep within the system, only Llamalndex
provides a rigorous instrumentation suite to devel-
opers that allows them to emit events at any point
while a system is running. Most do not allow devel-
opers to replay a system run from a log, with only
LangGraph allowing replays by taking snapshots
of each state of the system. Most do not provide
a visualization interface, with only AutoGPT and
XAgent providing a simple chat-based UI. Unless
one subscribes to a paid service, LangGraph’s re-
plays cannot be viewed visually, and are instead
presented as the raw data of each state. Finally,
only AutoGPT, MetaGPT, and XAgent are fully
open-source, with LangGraph and Llamalndex uti-
lizing proprietary code to offer more “premium”
features beyond what their open-source libraries
offer.

In comparison, ReDel allows developers to cus-
tomize their agents’ delegation strategies and build
multi-level dynamic systems while providing all of
these features out of the box and remaining fully
free and open source. It is the only such toolkit
to provide first-class support for recursive multi-
agent systems with best-in-class support for system
visualization and modern LLMs with tool usage.

3 System Design

ReDel consists of two main parts: a Python pack-
age to define recursive delegation systems, log
events, and run experiments, and a web interface to
quickly and interactively iterate on defined systems
or analyze experiment logs. In the following sec-
tions, we discuss these components in more detail.
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class MyHTTPTool(ToolBase):
@ai_function()
def get(self, url: str):
"""Get the contents of a webpage,
and return the raw HTML."""
resp = requests.get(url)
return resp.text

Figure 2: An example of a simple ReDel tool that ex-
poses an HTTP GET function to any agent equipped
with the tool.

prompt_toks = Counter()
out_toks = Counter()

for event in read_jsonl("/path/to/events.jsonl"):
if event["type"] == "tokens_used":
eid = event["id"]
prompt_toks[eid] += event["prompt_tokens"]
out_toks[eid] += event["completion_tokens"]

Figure 3: Every event in a ReDel system, builtin or
custom, is logged to a JSONL file. Developers can use
data analysis tools of their choice to analyze event logs
post-hoc. This example demonstrates token counting.

3.1 Tool Usage

In ReDel, a “tool” is a group of functions, written
in Python, that is exposed to an agent. The agent
may generate requests to call appropriate functions
from this tool, which interact with the environment
(e.g. searching the Internet).

Developers can define tools in any Python file,
and a tool’s methods can be implemented by any
Python code. ReDel is implemented in pure Python,
and method bodies will not be sent to an agent’s
underlying language model, so there is no limit
to a tool’s implementation complexity or length.
Similarly, a tool can use functionality defined in
any other external library, allowing developers to
utilize existing application code. An example of
a basic tool that provides a function for making
HTTP requests is in Figure 2.

ReDel comes bundled with a web browsing tool
and email tool as examples, and we encourage de-
velopers to implement domain-specific tools for
their own purposes.

3.2 Delegation Schemes

A delegation scheme is the strategy used by an
agent to send tasks to sub-agents. In ReDel, dele-
gation schemes are implemented as a special type

# define a custom event
class CustomToolEvent(BaseEvent):
type: Literal["custom_event”] = "custom_event”
id: str # the ID of the dispatching agent
foo: str # some other data
# define a tool that dispatches the event
class MyTool(ToolBase):
@ai_function()
def my_cool_function(self):
self.app.dispatch(
CustomToolEvent (id=self.kani.id, foo="bar")
)

# other behaviour here ...

Figure 4: Using ReDel to define a custom event and
dispatch it from a tool. Custom events can be used
to add observability deep within a system and can be
queried post-hoc for rich data analysis.

of tool that an LLM agent (the “parent”) can call
with task instructions as an argument. These in-
structions are sent to a new sub-agent (the “child”),
which can either complete them if they are simple
enough, or break them up into smaller parts and
recursively delegate again.

Taking inspiration from common process man-
agement paradigms found in operating systems,
ReDel comes with two delegation schemes:

* DelegateOne: Synchronously block the par-
ent agent’s execution until the child agent re-
turns its result (in the form of its chat output).

* DelegateWait®: Do not block parent agent’s
execution. Instead, provide a separate func-
tion to asynchronously retrieve the result (chat
output) of a particular child.

The DelegateOne scheme is well-suited for LLMs
with parallel function calling as it allows ReDel to
let a group of spawned child agents run in parallel,
and return their results once they all complete.

In contrast, the DelegateWait scheme is well-
suited for LLMs without parallel function calling,
as it lets these models spawn multiple agents before
deciding to wait on any one agent’s result (i.e.,
retrieve its conversational output). The drawback
is that this runs the risk of creating zombie agents
if the parent agent never retrieves the results of a

3Named so in that it provides two functions to agents:
delegate(), which sends the instructions to the child agent
and spawns it, and wait (), which retrieves its result, waiting
for it to finish if necessary.
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particular child agent.* As far as we are aware,
ReDel is the first system to implement this type of
deferred delegation scheme.

Developers can also implement their own del-
egation schemes modularly in a fashion similar
to defining tools which can enable more complex
behaviour. For example, a developer might im-
plement a delegation scheme that allows a parent
agent to ask follow-up questions to existing chil-
dren to enable multi-turn delegation. Developers
can also use the delegation scheme to control how
the child passes information back to its parent — for
example, having each child call a set_result()
function to explicitly record its answer to a subtask
instead of implicitly sending its chat output to the
parent. We include examples of how to define a del-
egation scheme in Appendix A and in our GitHub
repository.

3.3 Events & Logging

ReDel operates as an event-driven framework, with
comprehensive built-in events and the ability to
define custom events. An event can be defined as

*From our testing, this is a fairly rare occurrence.

ReDel

- Start a new empty session with the configured ReDel system.

= Load a saved session in the replay viewer.

Interactive
sessions you've
started appear
ere. ‘Welcome to ReDel's web interface!
act with the configured ReDel system, view previous logs, and resume from old saves.

o
aper Viw e codo on Gittub (2

Read more about ReDel.

[

Start a new session with the configured ReDel
system by sending the first message.

(a) The home page of the ReDel web interface.

Load saved session

Sortbylastedited v

Sort saves by edit time,
name, or event count.

The current directory (relative to the save roots).

Search all save titles for keywords.

a # The save's title.

o fanoutqa: Which are the top four teams with the most Super Bowl wins and in which states are they located? (7a6oficc7Bifafbe

The number of events in the save.
The date and time the save was last modified.

(c) The save browser displays logs found in configured direc-
tories on the filesystem. It allows developers to search for and
review previous runs of ReDel systems.

anything from the creation of a sub-agent to the
usage of a particular tool. Whenever ReDel catches
an event, it logs the event to a JSONL file. This file
essentially acts as an execution trace for a system
run and users can use standard data analysis tools
to inspect this trace and debug their runs. Figure
3 shows how a basic Python script can be used to
count a system’s token usage post-hoc.

Furthermore, using just the built-in events, Re-
Del is able to interactively play back any response
through our web interface for extra visual debug-
ging aid (see Section 3.4). In Section 4 we show a
case study of how this can be used to debug com-
plex query failures. We provide the set of built-in
default events in Appendix B and an example of
defining a custom event in Figure 4.

3.4 Web Interface

The web interface consists of four main views:

Home Page. The home page (Figure 5a) is the
default view when starting the interface for the first
time. Users can transition to the interactive view
by sending a message in the chat bar, or use the
provided buttons to load a saved replay or read

P Root node message histo Computation graph. Click a node to

OA running node. ® V|¢W its
QWaiting on children. @ _ Message history
OAfinishednode. @ @ @ in the selected
QThe selected node. @ @ node view.
@The root node.

Send new messages to the root node.
( )

(b) ReDel’s interactive view allows users to quickly iterate
on prompts and tool design, and test end-to-end performance.

Selected node message history view.

Computation graph. Click a node to
OA running node. view its
QWaiting on children.;, ~ Message history
OA finished node. ® inthe selected

QThe selected node. ~ g, node view.
@The root node.

\.Root node message history.

Jump to:
Previous/next event
Previous/next message (selected node)

Previousgnext message (root
Event count.

oE ;m‘; =B Selected node message history view.

(d) ReDel’s replay view allows developers to replay saved
runs of ReDel systems, giving events temporal context when
analyzing or debugging a system’s performance.

Figure 5: The four views of the ReDel web interface: Home (a), Interactive (b), Save Browser (c), and Replay (d).
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more about ReDel. The sidebar lets users switch
between interactive sessions they have started, start
new sessions, or load saved replays.

Interactive View. In the interactive view (Figure
5b), users can send messages to the root node to
interact with the system. While the system is run-
ning, the top right panel contains the delegation
graph: a visual representation of each agent in the
system, their parent and children, and what their
current status is: running (green), waiting (yellow),
or done (grey). Users can further inspect each node
in the delegation graph by clicking it, which dis-
plays its full message history in the bottom right
panel. ReDel supports streaming, and LLM gener-
ations appear in real-time for every agent.

Save Browser. The save browser (Figure 5c¢) al-
lows users to select replays to view from the list of
previous sessions. This allows researchers to run
experiments in batches while saving their logs, and
use the interface to review the system’s behaviour
at a later date. The save list contains all the saves
that the ReDel server found in the provided save
directories, their titles, number of events, and when
they were last edited. Users can search for key-
words in a save’s title and can also sort saves by
name, edit time, or number of events — the latter
allowing users to quickly find outliers at a glance.

Replay View. With just the built-in default events
(see Appendix B) ReDel saves enough information
about a session to fully recreate it in a replay setting.
Thus, the replay view (Figure 5d) allows users to
step through every event (both built-in and custom)
dispatched by the system during a particular session
and visualize each event’s impact on the system.

The layout of the replay view is virtually identi-
cal to the interactive view except with the message
bar replaced by replay controls. Users can use
these controls to jump between messages in the
root node, selected node in the delegation graph, or
seek events using the slider. The message history
and delegation graph update in real time as users
seek through the replay.

4 Evaluation & Case Study

To evaluate ReDel, we compare its performance to
a baseline single-agent system and to the published
state-of-the-art system on three different bench-
marks. We include the logs and source code for all
experiments in our code release.

4.1 Experimental Setup

Benchmarks. To properly evaluate ReDel we
had to choose only datasets that contained suffi-
ciently complex tasks. For our benchmarks we
therefore chose the following:

1. FanOutQA: (Zhu et al., 2024) Agents must
compile data from many Wikipedia articles to
answer complex information-seeking queries.

2. TravelPlanner: (Xie et al., 2024) Agents
must create travel plans using tools to search
flights, restaurant, and attraction databases.

3. WebArena: (Zhou et al., 2024a) Agents must
do complex web tasks such as adding products
to a shopping cart or commenting on GitLab.

Due to cost constraints we limited our evaluation to
roughly 100-300 examples from each benchmark
(see Appendix C).

Models. For our main two ReDel systems we
used GPT-40 (OpenAl, 2024) and GPT-3.5-turbo
(OpenAl, 2022) as the underlying models. In all
setups, root nodes are not given tool usage capabil-
ities and use the DelegateOne delegation scheme.

For the two baseline systems, we used the GPT-
40 and GPT-3.5-turbo models as-is. All models
were given equal access to all tools and no few-
shot prompting or fine-tuning was performed.

4.2 Results

In Table 2 we report the results of our evaluation.
We see that, across all benchmarks, our recursive
delegation system significantly outperforms its cor-
responding single-agent baseline. We even present
an improvement over the previous state of the art
systems in both FanOutQA and TravelPlanner.

Furthermore, we see that the gap between ReDel
and the baseline system gets larger as the capabili-
ties of the underlying model improves. We believe
that this bodes well for the application of such tech-
niques to future, more powerful models.

In the few cases where ReDel fails, namely H-
Micro on TravelPlanner and SR on WebArena,
these are attributable to metric failures and unequal
comparisons. In the TravelPlanner case, on further
inspection, we find that recursive systems tend to
make more commonsense inputs for meals (e.g.
“on the flight” or “packed lunch”) — which causes
the TravelPlanner evaluation script to give a score
of 0 on the Hard Constraint metric. As for the We-
bArena result, the published SotA SteP model uses
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FanOutQA TravelPlanner WebArena
System Loose Model Judge | CS-Micro H-Micro Final SR SR (AC) SR ((UA)
ReDel (GPT-40) 0.687 0.494 67.49 9.52 2.78 | 0.203 0.179 0.643
ReDel (GPT-3.5-turbo) 0.300 0.087 54.58 0 0 0.092 0.066 0.571
Baseline (GPT-40) 0.650 0.394 50.83 18.81 0 0.162 0.128 0.786
Baseline (GPT-3.5-turbo) | 0.275 0.077 48.75 0.24 0 0.085 0.058 0.571
Published SotA | 0.580 0.365 | 15.2 1.11 | 0.358 — —

Table 2: Systems’ performance on FanOutQA, TravelPlanner, and WebArena. The SotA models are GPT-40 on
FanOutQA, GPT-4-turbo/Gemini Pro on TravelPlanner, and SteP on WebArena. We see that ReDel outperforms the
corresponding single-agent baselines across all benchmarks and improves over published SotA in two of three.

few-shot, chain-of-thought prompting, whereas our
systems all use zero-shot prompting.

5 Using ReDel for Error Analysis

For our error analysis, we took the saved log files
for each benchmark and manually investigated the
logs of both the successful runs as well as the failed
runs through the replay view of the ReDel web
interface. Through this investigation we observed
two common failure cases in recursive multi-agent
systems. These cases are as follows:

* Overcommitment: The agent attempts to
complete an overly-complex task itself.

* Undercommitment: The agent performs no
work and re-delegates the task it was given.

We find that overcommitment commonly occurs
when an agent performs multiple tool calls and
fills its context window with retrieved information.
In the ReDel web interface, this manifests as an
abnormally small delegation graph, often consist-
ing of only two nodes: the root node, and a single
child which the root delegates to and which subse-
quently overcommits. In practice, this often, but
not always, results in the overcommitting model
“forgetting” the task it was meant to accomplish
due to the original task being truncated its limited
context window. An overcommitting model might
fail a task because it outputs a summary of what-
ever remains in its context window instead of the
answer to the original task, whereas a task failure
due to causes other than overcommittment might
look like a hallucinated result or a simple apology
for being unable to complete the task.

In contrast, we find that undercommitment com-
monly happens when the model incorrectly decides
that it does not have the necessary tools to solve the
problem and instead assumes that its future child
will possess the required tools to solve the prob-
lem. In all three benchmarks, this led to failure as

FOQA TP WA
System OC UC | OC UC | oCc ucC

RD (40) 227 113 ‘ 41.1 05 ‘ 313 448

RD (3.5-t) | 40.8 1.1 | 96.7 0 546 177

Table 3: The overcommitment (OC) and undercom-
mitment (UC) rates, in percent, of the two recursive
multi-agent systems we tested, by benchmark.

agents entered an infinite loop of delegation until
they reached a configured depth limit or timed out.
In the web interface, this manifests as a line of
nodes in the delegation graph (Figure 6).

In Table 3 we tabulate the over- and undercom-
mitment rates of ReDel with both GPT-40 and GPT-
3.5-turbo for each benchmark. We did this heuristi-
cally by counting any delegation graph with two or
fewer agents as overcommitted and any delegation
graph with a chain of three or more agents with ex-
actly zero or one children as undercommitted. We
see that as models get stronger they have a stronger
propensity to delegate. However, that propensity to
delegate may lead to undercommitment.

Given the prevalence of these two issues, we hy-
pothesize that recursive multi-agent systems may
still see further improvements to performance from
interventions that target these behaviors. For ex-
ample, one could fine-tune or prompt agents with
domain-specific instructions that detail when the
models should delegate and when they should per-
form tasks on their own.

While implementing such improvements is be-
yond the scope of this paper, we believe that this
case study helps to demonstrate the strengths of the
ReDel system. Using the delegation graph view, it
is easy to identify and characterize errors in recur-
sive multi-agent systems and we hope that through
ReDel more research can be done to further refine
such systems for maximum utility.
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Figure 6: Recursive systems exhibiting undercommit-
ment produce long chains of agents (blue boxes), as
seen in the ReDel delegation graph.

6 Conclusion

We present ReDel, a novel toolkit for working with
recursive multi-agent systems. ReDel allows aca-
demic developers to quickly build, iterate on, and
run experiments involving dynamic multi-agent
systems. It offers a modular interface to create
tools for agents to use, an event framework to in-
strument experiments for later analysis, and a free
and open-source web interface to interact with and
explore developer-defined systems. We use Re-
Del to demonstrate recursive multi-agent systems’
performance on three diverse benchmarks, and we
include the full logs of these runs in our demo re-
lease for reproducibility and further exploration’.
ReDel opens the door for a new paradigm of recur-
sive multi-agent systems, and we are excited to see
how developers can utilize our system in the future.
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A Custom Delegation Scheme

The following annotated code snippet shows how to use the ReDel Python package to define a delegation
scheme — the delegation scheme here is a reproduction of the bundled DelegateOne scheme.

class DelegateOne(DelegationBase):
@ai_function()
async def delegate(instructions: str):

nnn nnn

(Insert your prompt for the model here.)

# request a new agent instance from the system
subagent = await self.create_delegate_kani(instructions)

# set the state of the delegator agent to be waiting on the delegate
with self.kani.run_state(RunState.WAITING):
# buffer the delegate's response as a list of strings, filtering for ASSISTANT messages
# use full_round_stream so that the app automatically dispatches streaming events
result = []
async for stream in subagent.full_round_stream(instructions):
msg = await stream.message()
if msg.role == ChatRole.ASSISTANT and msg.content:
result.append(msg.content)

# clean up any of the delegate's ephemeral state and return result to caller
await subagent.cleanup()
return "\n".join(result)

Figure 7: Using ReDel to define a custom delegation scheme. Delegation tools are responsible for the lifecycle of
any agent they create.

B Application Events

The following table lists the built-in default events that will be emitted on every run of a ReDel system.
Each event has a type key which is used to determine what kind of event it is, and a timestamp key.

Event Name Key Description

Agent Spawned kani_spawn A new agent was spawned. The data attached to the event contains the full state
of the agent at the time it was spawned, which includes its ID, relations to other
agents, a description of the LLM powering it, the tools it has access to, and any
system prompts.

Agent State Change  kani_state_change  The running state of an agent changed (e.g. from RUNNING to WAITING).
Contains the ID of the agent and its new state.
Tokens Used tokens_used An agent made a call to the language model powering it. Contains the ID of the
agent, the number of tokens in the prompt it sent, and the number of tokens in
the completion the LLM returned.

Agent Message kani_message An agent added a new message to its chat history. Contains the ID of the agent
and the message’s role (e.g. USER or ASSISTANT) and content.
Root Message root_message Similar to Agent Message, but only fires for messages in the root node. This is

fired in addition to an Agent Message event.

Round Complete round_complete  Fired when the root node completes a full chat round (i.e. there are no running
children and it has generated a response to a user query).

Table 4: A list of events built-in to the ReDel toolKkit.

C Benchmark Comparison

Here, we tabulate each of the benchmarks tested in our experiments.
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Benchmark ‘ Split  # Example Metrics
FanOutQA dev 310 Whatis the total num- Loose: The average proportion of reference strings found in
(Zhu et al., 2024) ber of employees in the generated answer.
the five largest banks Model Judge: Whether the reference answer and generated
in the world? answer are equivalent, judged by GPT-4 (gpt-4-0613).
TravelPlanner val 180 Please help me plan CS-Micro: The proportion of elements in a generated travel
(Xie et al., 2024) a trip from St. Pe- plan that do not demonstrate a commonsense error (e.g. visit-
tersburg to Rockford ing the same attraction twice).
spanning 3 days from  H-Micro: The proportion of elements in a generated travel
March 16th to March  plan that do not violate a constraint set by the user or a physi-
18th, 2022. The travel  cal constraint (e.g. budget overruns, non-existent restaurants).
should be planned for  Final: The proportion of generated travel plans in which there
a single person with a  are no exhibited commonsense errors and all constraints are
budget of $1,700. met (i.e., valid travel plans).
WebArena test 271 Show me the er- SR: Whether the task is successfully completed or correctly
(Zhou et al., 2024a) gonomic chair with marked as unachievable.
the best rating SR (AC): Whether the task is successfully completed, only
among tasks that are achievable.
SR (UA): Whether the task is correctly marked as unachiev-
able, only among tasks that are unachievable.

Table 5: The dataset split, number of queries, and example queries from each of the benchmarks we test.

D Additional Design Notes

D.1 Prompts

In this section, we provide the prompts used for each benchmark. We use zero-shot prompts for each
benchmark, and provide the necessary tools as defined in each benchmark’s paper.

Prompt
\ P

FanOutQA
(Zhu et al., 2024)

USER: {question}

TravelPlanner
(Xie et al., 2024)

SYSTEM: Based on the user’s query, make the best travel plan for the user and save
it. Do not ask follow-up questions.
USER: {question}

WebArena
(Zhou et al., 2024a)

The
The
the
The
The

Homepage:

SYSTEM: You are an autonomous intelligent agent tasked with navigating a web browser.
You will be given web-based tasks.
use of specific functions you can call.

Here’s the information you’ll have:

user’s objective: This is the task you’re trying to complete.

current web page’s accessibility tree: This is a simplified representation of
webpage, providing key information.

current web page’s URL: This is the page you’re currently navigating.

open tabs: These are the tabs you have open.

If you want to visit other websites,
http://homepage.com. It has a list of websites you can visit.
USER: BROWSER STATE: {observation}

URL: {url}

OBJECTIVE: {objective}

These tasks will be accomplished through the

check out the homepage at

Table 6: The prompts used for each benchmark in our evaluation.

D.2 Identical Delegation Prevention

By default, the delegation schemes bundled in ReDel will prevent an agent from delegating instructions
that are the same as the instructions that were given to it. If an agent attempts to do so, the delegation
function returns a message instructing the agent to either attempt the task itself or break it into smaller
pieces before delegating again. We implemented this as an early mitigation for undercommitment, but
some undercommitment still occurs.
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Abstract

This paper presents BattleAgent, a detailed
emulation demonstration system that combines
the Large Vision-Language Model (VLM) and
Multi-Agent System (MAS). This novel system
aims to emulate complex dynamic interactions
among multiple agents, as well as between
agents and their environments, over a period
of time. The emulation showcases the current
capabilities of agents, featuring fine-grained
multi-modal interactions between agents and
landscapes. It develops customizable agent
structures to meet specific situational require-
ments, for example, a variety of battle-related
activities like scouting and trench digging.
These components collaborate to recreate
historical events in a lively and comprehensive
manner. This methodology holds the potential
to substantially improve visualization of
historical events and deepen our understanding
of historical events especially from the
perspective of decision making. The data and
code for this project are accessible at https://
github.com/agiresearch/battleagent. The demo
is accessible at https://drive.google.com/file/d/
115B3KWiYCSSP1uMiPGNmXITmild-MzRJ/
view?usp=sharing.

1 Introduction

An agent is defined as a system that has the abil-
ity to perceive its surroundings and make informed
decisions based on these perceptions to achieve spe-
cific objectives (Xi et al., 2023). Recent progress in
large language models (LLMs) (Zhao et al., 2023;
Fan et al., 2023) has demonstrated impressive rea-
soning capabilities (Huang and Chang, 2022; Jin
et al., 2024), indicating their potential to serve as
the foundation for agents. Additionally, the devel-
opment of large Vision Language Models (VLM)
(Zhang et al., 2024) has facilitated the creation of
various agent applications that support multi-modal
information interaction (Durante et al., 2024; Xie
et al., 2024b). When combined with external tools,

either physical or virtual, these agents employ LLM
or VLM as their reasoning backbone to determine
how tasks should be addressed, how tools should be
utilized, and what information should be retained in
memory. This enhancement equips agents to man-
age an array of natural language processing tasks
and engage with their environment using language.

Numerous agent applications have been created
using LLM and VLM, with a focus on improving
reasoning (Du et al., 2023; Chan et al., 2023; Sun
et al., 2023; Liang et al., 2023), production capa-
bilities (Hong et al., 2023; Liu et al., 2023a; Ge
et al., 2023a; Yang et al., 2023; Mei et al., 2024;
Ge et al., 2023b), gaming (Gong et al., 2023; Xu
et al., 2023; Lan et al., 2023; Hu et al., 2024), and
social simulation (Pang et al.; Zhou et al., 2024;
Sreedhar and Chilton, 2024; Xie et al., 2024a; Hua
et al., 2023), among others. WarAgent (Hua et al.,
2023) is the pioneering LLM-based MAS simula-
tion of historical events, examining the behaviors of
systems at the macro level, such as nations and gov-
ernments, rather than the micro-level simulation of
detailed and dynamic events occurring during bat-
tles or individual experiences in such dynamic time
periods. Therefore, BattleAgent, building on the
foundation laid by WarAgent in historical event
simulation, investigates the potential of LLM and
VLM for detailed historical situation recovery and
the exploration of individual experiences within the
simulation.

To emulate such a complex scenario, our emula-
tion incorporates the following three key features:
Enhanced 2-D Realism Features: BattleAgent
emulates detailed interactions within environments,
including terrain engagement, temporal progres-
sion, and interactions between agents.

Immersive Multi-agent Interactions: It integrates
MAS to facilitate dynamic interactions among
agents in battle emulations, accurately reflecting
the historical milieu and the intricacies of military
engagements, from strategic maneuvers to logisti-
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cal considerations and communication dynamics.
Dynamic Agent Structure: The framework in-
troduces adaptable agent configurations and multi-
modal interactions. The system can “self improvise”
its structure to fork, merge, and prune agents to con-
tinuously maintain the emulation effectiveness. It
boasts the capability to autonomously adjust its
architecture to optimize emulation fidelity.

The contributions of our study to historical anal-
ysis and society can be summarized as follows:
Connection and resonance with the past: Help-
ing to prevent future conflicts by learning from the
detailed analysis of past mistakes and human costs.
This platform fosters empathy and a deeper con-
nection to the past by humanizing the experiences
of those involved in historical battles.
Educational tool for understanding history: Pro-
viding an educational tool to help people under-
stand the intricacies of history and the harsh re-
alities of historical events. Its immersive and in-
teractive platform can foster empathy and a more
nuanced perspective on the past, making it a valu-
able resource for students and history enthusiasts.
Potential as a next-generation game engine: Pro-
viding a fully automated process to create immer-
sive and dynamic historical emulations, making it
a potential next-generation game engine. By using
LLM-based agents and VLM-based agents, it can

generate detailed and realistic environments, char-
acters, and events, offering a unique and engaging
gaming experience.

2 Emulation Setting

This section outlines the emulation framework and
setting for our research demonstration. We com-
mence with an exposition of the historical context
of the four significant European battles that our em-
ulation seeks to emulate: the Battle of Crécy, the
Battle of Agincourt, the Battle of Poitiers, and the
Battle of Falkirk. Each battle has been selected for
its notable use of cold weapons and the strategic
bipartite confrontations that characterized warfare
during their respective periods. Building upon the
historical context, we elaborate on the configura-
tion of agents and their designated roles within our
emulation framework.

2.1 Agent Definition

Each agent represents an army. Decisions and
strategies of the agent will be made based on the
general information in the army profile, which in-
cludes the following aspects: (1) ID: The ID of a
agent is represented by a hash code that is generated
to uniquely identify each agent within the emula-
tion sandbox. This is necessary due to the dynamic
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agent structure employed in our emulation, which
allows for the creation of additional agents beyond
the initial (two) agents as the emulation progresses.
The use of a hash code ensures that each agent can
be accurately identified and tracked throughout the
course of the emulation. (2) Military Command
Structure: This involves the hierarchical organiza-
tion and leadership dynamics within each military
faction. (3) Morale and Discipline: An assess-
ment of the troops’ psychological readiness, their
discipline levels, and overall morale. (4) Military
Strategy: The overarching tactical approaches and
plans employed by each side in the conflict. (5)
Military Capability: An inventory of the weapons
and defense tools at each side’s disposal. (6) Force
size and composition: This aspect includes the
total number of soldiers and their composition in-
cluding information about the types of troops, their
roles, and their proportions in the overall force.
(7) Location: The current location of the agent is
represented by its coordinates. These coordinates
provide a precise indication of the agent’s position
within the sandbox environment, allowing for ac-
curate tracking and analysis of its movements and
interactions with other agents and the environment.

2.2 Action Space

Our emulation framework contains an action space
with 51 distinct actions. Agents within the emula-
tion have the flexibility to select any combination
of these actions at each decision point. The actions
available in the action space are organized into six
categorically distinct groups: (1) Reposition. This
category includes actions that involve the move-
ment of an army or a subsection thereof to a dif-
ferent location: Reposition Forces, Create Decoy
Units (2) Preparation. Actions in this group are
geared towards readying forces for an impending
attack: Deploy Longbows, Rally Troops, Employ
Artillery, Use of Gunpowder Weapons, Resupply
Archers, Destroy Enemy Morale, Deploy Archers
in Flanking Positions, Organize Night Raids, Orga-
nize Raiding Parties, Digging trenches (3) Attack.
This group encapsulates a variety of common attack
strategies, such as skirmishing, ambushing, besieg-
ing, cavalry charges, and direct firing, among oth-
ers: Initiate Skirmish, Charge Cavalry, Ambush En-
emy, Launch Full Assault, Archery Duel, Siege Tac-
tics, Hand-to-Hand Combat, Counterattack, Con-
duct Reconnaissance, Direct Artillery Fire, Engage
in Siege Warfare, Execute Flanking Maneuvers,
Use Cavalry for Shock Tactics, Employ Archers

Strategically (4) Defense. Encompasses actions
such as shielding, fortification, and the creation of
obstacles: Construct Defenses, Prepare Defenses,
Develop Counter-Siege Measures, Form Defensive
Shields, Establish Defensive Fortifications, Fortify
Rear Guards, Fortify Position, Create Obstacles for
Enemy Cavalry, Form Defensive Pike Formations,
Set Traps (5) Observation. Focused on gathering
information about the surrounding area and the cur-
rent situation of the enemy: Scout Enemy Position,
Gather Intelligence, Intercept Enemy Supplies, Es-
tablish Communication Lines (6) Retreat. Actions
related to strategic withdrawal in the face of ad-
verse conditions: Retreat and Regroup, Tactical
Retreat, Plan Feigned Retreat

3 Emulation Sandbox

In our emulation framework, we concentrate on
a relatively straightforward scenario: a bipartite
battle. The process begins with (1) setting up the
geographical context for the entire scenario, both
textual description as well as a visual map, and (2)
define the two initial opposing agents, each repre-
sents the army of one country. This section will
introduce the emulation process: we first present an
overview of the sandbox emulation process from a
high-level perspective and then delve into the de-
tails of the process. This includes how time and
location are represented and processed, how agent
actions are determined, and how the results of these
actions are computed.

3.1 General Sandbox Emulation Process

Here we provide a very simple and crude overview
of the emulation sandbox. We initiate the emula-
tion based on historical map which contain infor-
mation about geography as well as the position of
the armies. The following represents a high-level
overview of the steps involved in the emulation
process: Step 1: Each agent starts by observing
its surroundings and gathering information. This
observation process involves text-based description
of overall environment which are inputted to the
agent by prompt as well as direct visual informa-
tion taking the map as input. Step 2: Based on
the gathered information, each agent decides on its
actions, such as preparing for battle (e.g., digging
trenches, reinforcing troops), collecting further in-
formation, or making organizational changes to dy-
namically split armies into smaller units or merge
armies with other allied armies. Step 3: For every
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Figure 2: Battlefield interaction (a) Battlefield environment, (2) Quantized time management, (c) Agent-environment

interaction, and (d) Agent and enemy agent interaction.

15-minute interval in the emulation sandbox, agent
information such as their locations and properties
and corresponding visual change in map is updated
according to the actions taken by all agents. Step
4: An objective LLM-based observer computes the
impact of agent actions especially casualty loss in
agent. Step 5: The process then loops back to Step
1, with agents continuing to observe, make deci-
sions, and act based on the updated information
and evolving battlefield situation.

3.2 Time and Space in Sandbox

In order to accurately emulate the dynamics of
historical battles, it is crucial to effectively manage
the time and space within the sandbox environment.
In this section, we introduce our approach to time
and space management in the sandbox.

Quantized Time Management The battleficld
environment is characterized by continuous dy-
namic changes. Therefore, to emulate these dynam-
ics while preserving the discrete decision-making
process in our agent-based emulation, we employ
a time quantization approach. Specifically, we dis-
cretize the continuous flow of time (Matsuoka et al.,
2001; Al Rowaei et al., 2011) into 15-minute in-
tervals in sandbox. For each quantized time block,
agents have the flexibility to either maintain their
current action or adapt their actions.

Coordinate Generation based on Map We ob-
tain the initial map of the battlefield from histori-
cal documents (Kiffer, 2019; Curry, 2000). These
agents take both textual description of the map as
well as the visual map as input (for agents with
multi-modal LLM as backbones). Thus we need to
generate the coordinates from the original image
for description. We use one army position as the
reference point, designated as the (0,0) position.
We then use a scale of 10 yards as one unit of the
coordinate system. The coordinates of key land-
scapes on the map such as villages and castles and
their distances with each other and with agents are
estimated and provided.

3.3 Action Planning

At each discrete time point, an agent has the ability
to choose from a multitude of potential actions. In
this part, we will outline four common types of ac-
tions that agents typically engage in: location move-
ment, dynamic agent structure, interaction with the
landscape, and interaction with other agents. These
actions require a range of strategic considerations
that agents must take into account when making
decisions in the context of the battlefield.

Location Movement In the context of location
movement, an agent possesses the capability to tra-
verse to a different location for strategic purposes.
This may involve moving closer to enemy agents
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to initiate an attack, or distancing itself from poten-
tial threats. In terms of the mechanics of location
movement, the agent will generate the coordinates
of its intended final destination, which it aims to
reach within the subsequent 15-minute timeframe.

Dynamic Agent Structure The battlefield envi-
ronment is highly dynamic and fluid, with a multi-
tude of situations arising unpredictably. To address
this complexity, we propose a dynamic agent struc-
ture (Liu et al., 2023b; Han et al., 2024) that enables
agents to adapt their organizational configurations
according to the current situation. Our proposed
dynamic agent structure supports several adaptive
mechanisms, as shown in Figure 3:

Actions Fork Merge Prune

| Agent | | Agent | | Agent |

Structures

Agent Agent Agent

= Consolidate forces
= Enhance resilience

Goals = Split forces

= Retreat from battle
= Allocate resources

Figure 3: Dynamic agent structure.

Fork: An agent may decide to fork another au-
tonomous agent for a specific task, splitting its
forces and allocating resources to address multiple
objectives simultaneously. Merge: In scenarios
where an agent is under significant pressure but
chooses to continue fighting, it may merge with
the closest allied agent to consolidate forces and
enhance its resilience. Prune: In cases where an
agent is overwhelmed or retreats from the battle-
field, the dynamic agent structure accommodates
this change by pruning it from the active force.

Each newly created agent will inherit profile in-
formation of the country army that it belongs to,
but also includes more granular and unique infor-
mation: (1) Initial mission assigned when being
created (2) Current location represented by coor-
dinates (3) The number of soldiers at its disposal
(4) The type of soldiers under its command. These
properties are subject to evolution over time. For
instance, the number of soldiers associated with an
agent may fluctuate as soldiers joining the agent,
thereby increasing its forces, or from soldiers being
killed or wounded in battle, leading to a decrease
in its forces. The current location of the agent may
also change as it navigates the battlefield, and its
initial mission may adapt in response to shifting
circumstances and strategic considerations.

Interaction with Landscape Environment To
accurately emulate battle dynamics, it is crucial for
agents to be able to interact with the physical sur-
roundings as shown in Figure 2 (c), such as rivers,
forests, villages, and other features. For exam-
ple, when encountering a river, agents may build
a bridge to cross it; when encountering a forest,
agents might choose to hide within it to ambush
enemies; and when encountering a village, agents
could decide to circumvent it. To facilitate these
interactions, it is essential to maintain a relative
distance between agents and specific locations on
the map, as well as between agents themselves.

Interaction with Other Agents Given the obser-
vation agents make about their surrounding situa-
tions, agents will make decisions regarding whether
and when to engage in interactions with other
agents, particularly those identified as enemies, as
depicted in Figure 2 (d). The specific nature and
timing of these interactions are not predetermined;
rather, they are initiated by the agents themselves.
For instance, when an enemy agent is within close
proximity, an agent may opt to engage in combat or
launch an attack. The outcome of these interactions
between agents is contingent upon various factors,
such as the number of soldiers at their disposal and
the types of weapons they possess.

3.4 Casualty Evaluation by Observer

In the event that one agent initiates an aggressive
action towards another, hereafter referred to as
the target agent, both parties may sustain casualty
losses. The loss is evaluated by an objective evalu-
ator supported by GPT-4, which can be seen as an
observer. The observer determines the casualties
based on several factors: (1) Current information
of the agents, including their force size, force com-
position, and command architecture. (2) The ac-
tions undertaken by the agents, including the action
name and a more detailed description of the action
generated alongside the action name by the agent.
For example, “Deploy Longbows: Deploying long-
bows in coordination with nearby friendly forces
to initiate a skirmish against the nearest enemy
cavalry unit and disrupt their advance.” (3) The
location and relative distance between the agents,
as well as relevant landscape information surround-
ing them. (4) Objective information about the spe-
cific weapon utilized, including weapon parame-
ters, such as range and damage.
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Evaluation aspect

Description

Final battle casualty

alty figures for both armies

Comparison with historical data, focusing on the final casu-

Human analysis on location
movement

Assessment of the dynamic structure of agents and their
movement on the battlefield as a whole

Human analysis of agent ac-

Evaluation of the reasonableness of the actions conducted

tion by the agents.
Table 1: Three aspects of evaluation and demonstration.
Battle France/Scotland England
. Historical . Historical
Casualties Casualties Casualties Casualties
Crécy Claude-3 19.2k + 8.3k 10k - 30k 7.7k+ 2.5k 100 - 300
GPT-4 10.1k+2.5k 3.8k=+ 2.0k
GPT-4-vision | 14.0k & 2.5k 4.5k + 2.0k
Agincourt | Claude-3 27.5k £ 5.0k 4k - 10k 5.7k £ 0.1k 0.1k - 1.5k
GPT-4 5.3k £ 0.4k 2.8k £ 0.1k
GPT-4-vision | 8.3k £ 0.1k 2.9k £+ 0.1k
Poitiers Claude-3 10.1k £ 2.3k 5k - 7k 3.6k £+ 1.3k 40
GPT-4 6.8 k £+ 1.0k 1.9k £ 0.7k
GPT-4-vision | 4.8k £ 1.8k 2.3k £ 0.5k
Falkirk Claude-3 5.4k £ 0.4k 2k 8.1k £ 1.6k 2k
GPT-4 2.2k £+ 1.0k 1.9k+ 0.7k
GPT-4-vision | 2.0k &+ 1.3k 1.9k £+ 0.9k

Table 2: Casualties in historical battles predicted by different models with mean and standard deviation

4 Experiment

The primary objective of these experiments is to in-
vestigate the extent to which agents based on LLMs
and VLMs can reasonably emulate historical bat-
tles, which are characterized by a high degree of
complexity and dynamism. We conduct experi-
ments on 4 distinct historical scenarios, namely the
Battle of Crécy, the Battle of Agincourt, the Battle
of Falkirk, and the Battle of Poitiers. The experi-
ments are performed using 3 strong language mod-
els and vision-language models: Claude-3-opus
(Anthropic, 2024), GPT-4-1106-preview (Achiam
et al., 2023), and GPT-4-vision (OpenAl, 2023).
For each scenario and each language model, we ex-
ecute the emulation 5 times using the same setting
to account to randomness, continuing until the ca-
sualty figures for both armies converge, or in other
words, reach a state of stability.

We employ three evaluation metrics as described
in Table 1. The final battle casualty metric quan-
titatively assesses whether the simulation’s final
prediction of losses aligns with historical records.
Given the challenge of directly evaluating the va-
lidity or authenticity of the simulation process due
to the typical scarcity of detailed historical docu-
mentation, we rely on evaluating the final casualty

results. Table 2 presents a comparison of the em-
ulated casualties and historical casualties for all
experiments, with more detailed results provided
in Appendix A.2. The evaluation of location move-
ment and agent actions is based on human analy-
sis and visualization, with example visualizations
available in Appendix A.l and Appendix A.3 re-
spectively. In general, we observed that current
LLMs exhibit a limited understanding of distance,
which affects location movement decisions.

5 Conclusions and Future Work

In this study, we have demonstrated the potential of
LLM and VLM to support highly complex and dy-
namic simulations of historical battles. Our emula-
tion sandbox provides a comprehensive evaluation
of the emulated battles, including a comparison of
casualty figures with historical data and a human
analysis of the strategies and tactical maneuvers
employed by both armies. We believe that our
work can also provide new pedagogical methods
for students and researchers interested in histori-
cal analysis. By simulating historical battles and
presenting the results in an interactive and intuitive
way, students can gain a deeper understanding of
the complexities and dynamics of warfare.

177



Limitations

The present study has illustrated the potential of
Large Language Models (LLMs) and Visual Lan-
guage Models (VLMs) in facilitating intricate and
dynamic simulations of historical battles. However,
as a pioneering work in complex situational event
simulation, there are several areas that warrant im-
provement and further development.

Firstly, the current evaluation methods are con-
strained. Quantitative evaluation is predominantly
limited to casualty counts, particularly at the con-
clusion of battles. For other aspects, such as the
decisions made by agents and their movements,
the analysis is heavily reliant on manual methods.
Therefore, there is a need for additional evalua-
tion metrics to comprehensively establish the ef-
fectiveness of these dynamic simulations. Such
metrics would enable a more thorough assessment
of the accuracy and reliability of the simulation
results and help identify areas for enhancement.

Secondly, the current scope of our simulation
is restricted to different types of battles beyond
barpitite medieval battles. Future work should
aim to extend these simulations to a more diverse
range of scenarios. This expansion will allow for
a more robust evaluation of the versatility of our
approach and its applicability to a broader spectrum
of historical battles.

Thirdly, the current system does not integrate
expert systems for various components of the sim-
ulation, such as information gathering for observa-
tion and casualty estimation. Incorporating such
systems would enhance the accuracy and realism of
the simulation results, while LLMs would continue
to be responsible for decision-making processes.

In summary, our future work aims to extend and
refine our approach to provide even more realistic
and comprehensive simulations of historical battles.
This will involve capturing the complexities and
dynamics of warfare and offering valuable insights
into the strategies and tactics employed by both
armies.
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