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Abstract

Aspect category detection (ACD) aims to auto-
matically identify user-concerned aspects from
online reviews, which is of great value for eval-
uating the fine-grained performance of a prod-
uct. The most recent solutions tackle this prob-
lem via weakly supervised methods, achieving
remarkable improvement over unsupervised
methods. However, a closer look at these meth-
ods reveals that the required human efforts are
nontrivial and can sometimes be hard to ob-
tain. In this study, we explore the possibility of
minimizing human guidance while improving
detection performance, with a deep clustering
method that relies merely on the category name
of each aspect and a pretrained language model
(LM). The LM, combined with prompt tech-
niques, is employed as a knowledge base to au-
tomatically generate constraints for clustering,
as well as to provide a representation space to
perform the clustering. Our method (1) extracts
extensive keywords to expand our understand-
ing of each aspect, (2) automatically generates
instance-level and concept-level constraints
for clustering, and (3) trains the clustering
model with the above constraints. We demon-
strate the capability of the proposed framework
through extensive experiments on four bench-
mark datasets across nine domains. Our model
not only performs noticeably better than exist-
ing unsupervised approaches but also consid-
erably surpasses weakly supervised methods
that require more human efforts. Our code
is available at: https://github.com/
liyazheng/PCCT.

1 Introduction

With the rapid development of online shopping
platforms, the number of product reviews increases
exponentially. Aspect-based sentiment analysis
(ABSA) can analyze the attitudes and preferences
of customers towards the detailed aspects of goods,

∗ Co-corresponding authors.

Figure 1: An overview of our Prompt-based Constrained
Clustering method PCCT. Merely aspect names and a
language model are required to category review sen-
tences into predefined aspects.

which is key to promoting the sale for dealers. As-
pect category detection (ACD), which categories
review segments (i.e., a part of the reviews) into the
corresponding predefined aspects (e.g., Ambience,
Staff, and Food), is an essential step for ABSA.

Since labeled data is labor-intensive and time-
consuming, unsupervised and weak supervised
ACD have become the focus of the research com-
munity (García-Pablos et al., 2018; Karamanolakis
et al., 2019; Huang et al., 2020; Shi et al., 2021).
Latent Dirichlet Allocation (LDA)-based topic
models (Brody and Elhadad, 2010; Chen et al.,
2014; Özyurt and Akcayol, 2021) exploit the co-
occurrence statistic of words to generate aspect
keywords. Clustering-based methods (Chen et al.,
2016; Xiong and Ji, 2016; Zhao et al., 2014)
employ traditional clustering algorithms (e.g., k-
means) to group words in review segments and
design task-specific constraints for better perfor-
mance. These unsupervised methods typically suf-
fer from poor aspect detection performance, pro-
pelling researchers to explore weakly supervised
methods. JASen (Huang et al., 2020) uses expert-
designed keywords to learn latent representations
for the user’s concerned aspects and then uses neu-
ral models to distill the word-level discriminative
knowledge. SSCL (Shi et al., 2021) adopts a neural
network to extract high-quality aspect keywords,
which are categorized into their target aspects by
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mapping rules designed by domain experts.
To reduce the reliance on expert knowledge

while improving the detection performance, we
propose the Prompt-based Constrained ClusTering
method (aliased as PCCT) for aspect category de-
tection, merely based on the category name of each
aspect (i.e., aspect names), as Figure 1 illustrates.
The constraints in constrained clustering (Basu
et al., 2008) refer to clustering with prior infor-
mation, such as pairwise constraints, cluster size
constraints, instance difficulty constraints (Zhang
et al., 2020), which can be exploited to benefit the
clustering process. Inspired by Meng et al. (2020);
García-Pablos et al. (2018),we adopt aspect names
as prior information to generate informative key-
words for each category, which are converted into
category-specific constraints to guide clustering.

More precisely, we elaborate on the following
designings as shown in Figure 2. (1) We extend
the single aspect name into a set of keywords
by exploiting the linguistic and world knowledge
contained in the pre-trained model. The aspect
keywords act as category-centered semantics to
guide the clustering process. (2) We explore a
novel way to embed category-centered semantics
into instance- and concept-level constraints. The
instance-level constraint refers to a small set of
pseudo-labeled instances that can influence the
clustering process with discriminative category in-
formation. The concept-level constraint is built by
generating cluster centroids corresponding to prede-
fined aspect categories. (3) We train the constrained
clustering model and perform predictions by com-
puting the similarity between query instances and
cluster centroids. Importantly, we propose to per-
form the knowledge extraction and clustering in a
prompt-induced space, which is verified effective
for narrowing the gap between LM’s task-agnostic
pre-training and task-specific fine-tuning (Petroni
et al., 2019; Schick and Schütze, 2021; Liu et al.,
2021a). We demonstrate the effectiveness of PCCT
by performing experiments on nine benchmark
datasets and show that our model can achieve sig-
nificantly better aspect detection performance than
both unsupervised and weakly supervised state-of-
the-art methods. Our contributions can be summa-
rized as follows:

• We propose a deep-constrained clustering
method, PCCT, for aspect category detection.
PCCT does not need any human effort but
only the category name of each aspect.

• We explore a novel way to encode prior in-
formation contained in aspect name into con-
straints for clustering. To achieve the max-
imum capacity of LMs for the ACD task,
we propose to conduct the generation of con-
straints and clustering over a prompt-induced
space.

• Extensive experiments are carried out on four
benchmark datasets and show that PCCT sur-
passes both unsupervised and weakly super-
vised state-of-the-art methods by a large mar-
gin.

2 Related Works

2.1 Aspect Category Detection

Unsupervised aspect category detection methods
are based primarily on Latent Dirichlet Allocation
(LDA) topic models (Brody and Elhadad, 2010;
Chen et al., 2014; Pablos et al., 2018; Zheng et al.,
2020; Özyurt and Akcayol, 2021) or traditional
clustering algorithms (Chen et al., 2016; Xiong and
Ji, 2016; Zhao et al., 2014). They typically suffer
from poor aspect detection performance.

Several weakly-supervised methods have been
proposed recently. Typical forms of weak super-
vision include hand-crafted mapping rules (He
et al., 2017; Luo et al., 2019; Shi et al., 2021;
Chebolu et al., 2022), and a few seed words per
class (Angelidis and Lapata, 2018a; Huang et al.,
2020; Karamanolakis et al., 2019). The neural
topic model aspect-based autoencoder (ABAE) (He
et al., 2017) and its variants (Luo et al., 2019; Shi
et al., 2021) learns substantially high quality aspect-
related words by capturing word cooccurrence pat-
terns. However, manual mapping is needed when
categorizing model-inferred words into aspects. To
avoid manual mapping, MATE (Angelidis and La-
pata, 2018a) takes a small set of seed words to
initialize the autoencoder. JASen (Huang et al.,
2020) utilizes seed words to generate aspect rep-
resentations and enables a CNN model to align
reviews to aspects. Although much weaker than a
fully annotated corpus, the above forms of supervi-
sion signal still require non-trivial, corpus-specific
knowledge from experts.

Our method, in comparison, relies just on the
label name of each aspect category and has very
little supervision.
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Figure 2: An illustration of PCCT (better viewed in color). We first utilize the review segments with an explicit
category name to acquire the aspect vocabularies. Then, on one hand we match each aspect vocabulary with top-k
protable words at the [MASK] position of each review segment to build the instance-level constraint. On the another
hand, we construct clustering centroids based on these vocabularies to build the concept-level constraint. At last,
constrained clustering is implemented to obtain the final segment representation in the prompt-induced space.

2.2 Deep Constrained Clustering

Constrained Clustering (Basu et al., 2008) refers
to clustering with external or side information
from other sources. Early works construct stan-
dard must-link/cannot-link constraints for tradi-
tional algorithms such as k-means. Recently, works
that combine clustering with deep representation
have drawn much attention (Xie et al., 2016; Jiang
et al., 2017; Zhang et al., 2017). In particular, the
deep embedded clustering model (DEC) (Xie et al.,
2016) iteratively minimizes the within-cluster KL-
divergence over the representation space of an au-
toencoder. SSCL (Zhang et al., 2021) leverages
a pretrained language model as the backbone and
achieves promising improvements in short text clus-
tering.

A new deep constrained clustering framework is
outlined in Zhang et al. (2020), which shows that
deep clustering can handle not only basic pairwise
constraints, but more complex constraints gener-
ated from new types of prior information, such as
high-level domain knowledge. Following this line,
our proposed method explores a general method
to encode aspect name information into clustering
constraints.

2.3 Prompt-based Learning

A prompt is usually a task description sentence
with an unfilled token and has shown huge poten-

tial to mine knowledge from PLMs with few or
even zero labeled data (Petroni et al., 2019; Brown
et al., 2020; Liu et al., 2021b). Prompt-based learn-
ing has been applied for many natural language
tasks, such as question answering (Lewis et al.,
2019), common sense reasoning (Yang et al., 2020),
text classification (Seoh et al., 2021; Schick and
Schütze, 2021), and so on. A recent work (Liu
et al., 2021a) casts the ACD task into a generation
task, using natural language prompts to query the
BART (Lewis et al., 2020) to generate task-specific
tokens corresponding the output.

In contrast to previous works, we not only adopt
prompts to induce knowledge from the LM, but
also use prompts to map review segments into a
task-specific representation space for clustering. To
our knowledge, we are the first to perform cluster-
ing in a prompt-induced embedding space.

3 Methodology

Figure 2 shows our clustering framework for aspect
detection, which utilizes only the label names of
aspect categories and a pre-trained LMH. The key
to high performance is to effectively induce aspect-
detection-specific knowledge fromH. Our frame-
work contains three steps: (1) an expansive under-
standing of the aspect categories; (2) the generation
of two task-specific cluster constraints based on as-
pect understanding; (3) a constrained clustering
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training method over the prompt-induced represen-
tation space. We use BERT for LM in this study,
but our framework can be compatible with more
powerful pre-trained LMs.

3.1 Aspect Understanding
Given the label name of each aspect, our aim is to
expand the understanding of the aspects in the form
of a set of keywords (that is, aspect vocabulary) that
can comprehensively represent their semantics. A
prompt-based method is proposed for the purpose.

Specificially, after locating a label name in the
corpus, we concatenate its context with a template
T , which describes our task. For example, assum-
ing we have a review segment X = "The ambience
is pretty nice" containing the exact label name "am-
bience", we wrap it into

Xp = The ambience is pretty nice. T .

We choose

T = The [MASK] category is discussed

which has shown to be the best performance tem-
plate in (Liu et al., 2021a). The LMH with a mask
language model head (H-MLM) gives the proba-
bility that each word v in the BERT vocabulary is
filled in the token [MASK]. Aspect vocabulary Vc

for category c is generated as following:

Wic = TOP -K(H-MLM(Xp)); (1)

Wc =

|Dc|⋃

i=1

Wic; (2)

Vc = TOP -N(SORT (Wc)). (3)

Dc is a set of review segments containing the exact
label name of category c. We sort words in Wc by
the number of times they occurred in every Wic.
The top-N words in sorted Wc are chosen for Vc.

3.2 Automatic Constraints Generation
It is difficult for unsupervised clustering to
group review segments into predefined aspects di-
rectly (Xiong and Ji, 2016). Here, we encode the
aspect keywords into instance- and concept-level
constraint to guide clustering for the ACD task.

3.2.1 Instance-level Clustering Constraint
Based on keywords in aspect vocabularies, we
search for reliable instances for each aspect in the

training corpus. The generated pseudo-labels indi-
cate to the model the desired cluster assignment for
the reliable instances.

We propose to examine each review segment by
its predictions on the [MASK] token in the tem-
plate and attempt to match them with each of the
aspect vocabularies. A satisfactory match indicates
a reliable training example, with its label assigned
to the matched category. Specifically, after reform-
ing the review segment X into Xp, we obtain its
replacements W from Eq.(1). We assign X to as-
pect c if W covers more than M% of Vc. By ex-
amining every example in the unlabeled trainset
as above, we will obtain a set of pseudo-labeled
data S. Above generation process is also shown in
Algorithm 2 (Appendix B).

3.2.2 Concept-level Clustering Constraint
We build a general representation for each aspect
to function as cluster centroids. Once centroids
are identified, clustering can be restricted to group
review segments into user-interested aspects.

Aspect keywords from Vc can be naturally used
to build the cluster centroid µc. In order to em-
bed keywords into a prompt-induced representa-
tion space, we wrap the keywords into a template
T and feed it into a LM as before. Assuming that
we have a keyword w= "atmosphere", the sentence
sent into LM should be

Wp = atmosphere. T .

We define w’s representation ki as the hidden
output vector at [MASK] position. In particular,
the representation of the exact label name, that is,
w= "ambience", is denoted as kl. We adopt an
attention mechanism to aggregate keywords’ repre-
sentations into µc:

µc =

|Vc|∑

i=1

aiki,

ai =
exp (ki · kl)∑N
j=1 exp (kj · kl)

,

(4)

where ai measures the similarity between each key-
word and its corresponding label name.

3.3 Constrained Clustering
For constrained clustering, we first take the LM to
transform review segments into a prompt-induced
representation space, and then train the LM for bet-
ter clustering results with the generated centroids
{µc}Cc=1 and pseudo-labeled instances S.
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In the first step, we wrap review segment x into
Xp with the same template T used for centroids
and take the LM output embedding at the posi-
tion of [MASK] as x’s representation h. We find
that it is empirically important to use exactly the
same T for keywords and review segments. Also
noted that we further pre-train the origin LM on the
abundant unlabeled trainset when obtaining h and
µ before clustering, due to the origin LM suffers
from domain-awareness challenge – no review data
is pre-trained on it (Xu et al., 2019).

Concept Constrained Clustering Once µ and
h are identified, we use pic to denote the probabil-
ity of assigning the review segment xi to the c-th
cluster, which is calculated as

pic = P (yc|hi) =
exp

(
µT
c hi

)
∑C

c′=1 exp
(
µT
c′hi

) . (5)

For unsupervised clustering, we iteratively refine
the LM by a target cluster assignment probability
proposed by (Xie et al., 2016). Specifically, the
target assignment qic is defined as:

qic =
p2ic/fc∑C

c′=1

(
p2ic′/fc′

) ; fc =
∑

i

pic, (6)

where qic first sharpens pic and then normalizes it
by frequency. By doing so, the LM is able to learn
from current high-confidence assignments while
demoting low-confidence ones. We push the cur-
rent assignment probability towards the target prob-
ability with a KL divergence loss between them:

LCluster =
D∑

i=1

C∑

c=1

qic log
qic
pic

, (7)

where D is the size of the unlabeled corpus and
C is the number of categories. qic is updated by
Eq.(6) every 50 batches and is terminated when
the hard label selected from qic remain unchanged
after update.

Instance Constrained Clustering The above
clustering objective focuses on high-level semantic
concepts of each aspect. We further adopt S to aid
clustering performance. For each (x, c) ∈ S, we
compute the cross-entropy loss over LM’s current
assignment P (yc|hx) from Eq.(5):

LCE = −
∑

(x,c)∈S
logP (yc|hx) . (8)

Overall objective Our final training objective is

L = (1− αt) · LCluster + αt · LCE. (9)

αt balances between the clustering loss and the
cross-entropy loss. In preliminary experiments, we
found a schedule to increase αt linearly from 0 to 1
during training consistently gives good results, so
we use it in all our experiments.

Inference The resulting LM modelH and cluster
centroids {µc}Cc=1 can be used to classify any un-
seen reviews. Given a review segment x, we obtain
its representation h withH, and predict the output
category ŷ for x:

ŷ = argmax
c

(
µT
c h

)
. (10)

Algorithm 1 summarizes the proposed framework.

Algorithm 1: PCCT Framework
Input: Unlabeled review corpus D; aspect

label names L; a pre-trained LMH;
number of aspect categories C.

Output: Cluster centroids {µc}Cc=1; cluster
assignments {ŷi}ni=1;

// Build constraints:
Aspect keywords {Vc}Cc=1 ← Section 3.1;
Pseudo-labeled Instances S ← Section 3.2;
Cluster centroids {µc}Cc=1 ← Section 3.2;
// Cluster with constraints:
B ← Total number of batches ;
repeat

for i = 0 to B − 1 do
P ← Eq.(5);
if i mod 50 = 0 then

Q← Eq.(6);
end
UpdateH with Eq.(9);

end
until Hard labels from Q unchanged;
// Inference:
for xi ∈ D do

h← Task-specific embedding of xi;
ŷi ← argmax

c
(µT

c h);

end

4 Experiments

4.1 Datasets
We train and evaluate our methods on nine
datasets: Semeval Reviews in two different do-
mains (Restaurant and Laptop), CitySearch
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Aspect Prompt-based keywords Non-prompt keywords

staff

job relevant women work individual
sports senior security customer vip man-
agement staff technical professional
class client education appropriate lan-
guage personality current services

staff crew team personnel employees
floor head management line inside work-
ers set brand site department guard
guests club ward men unit canteen ladies
faculty

ambience

cultural hotel opposite color furniture
culture shopping dance architecture de-
sign visual lifestyle previous house orig-
inal

music atmosphere weather decor enter-
tainment coffee air space work view art
money reception furniture style lighting
fun party beer smell environment drinks
design conversation feeling

food

food fish salad cheese foods nutritional
edible meal chicken eat flavor dishes
fruit lunch vegetable snack beverage
soup consumption asian eats flavour

food eat fare foods meat chow diet bread
land eating seafood dish course breakfast
product salad chicken burger pasta total
meals store fruit back

Table 1: The generated aspect keywords of CitySearch dataset with prompt-based and non-prompt schemes.

restaurant reviews and OPOSum product reviews
in six different domains (Bags, Bluetooth, Boots,
Keyboards, TV and Vacuums). Reviews are seg-
mented into elementary discourse units (EDUs)
for training and evaluating following previous
work (Angelidis and Lapata, 2018a; Shi et al.,
2021). For OPOSum datasets, we only consider
the typical aspects since the category name "gen-
eral" cannot provide useful prior information. The
detailed information on datasets and experiment
settings are shown in Appendix A and D.

4.2 Competetive Methods

We compare our method with both unsupervised
and weakly-supervised aspect detection methods.

Unsupervised Methods: (1) SERBM (Wang
et al., 2015) extracts review aspects in an unsuper-
vised manner based on Boltzmann machines. (2)
CAt (Tulkens and van Cranenburgh, 2020) adopts
a contrastive attention mechanism based on Radial
Basis Function kernels for aspect assignment.

Weakly Supervised Methods with Hand-crafted
Aspect Mapping: (3) ABAE (He et al., 2017)
uses the auto-encoder framework to extract aspect
keywords from review segments. These keywords
are then mapped into predefined aspect categories
by experts. (4) SSCL (Shi et al., 2021) improves
the quality of ABAE-extracted aspect keywords
with contrastive learning and takes BERT as a stu-
dent model in knowledge distillation to boost per-
formance.

Weakly Supervised Methods with Aspect Seed
Words: (5) W2VLDA (García-Pablos et al.,
2018) is a topic model-based approach, which au-
tomatically pairs discovered topics with predefined

aspect seed words. (6) TS (Karamanolakis et al.,
2019) is a student-teacher co-training framework,
where the teacher is a bag-of-words classifier based
on seed words and the student is a BERT classifier.
(7) UCE (Nguyen et al., 2021) refines an encoder
with uncertainty-aware loss, which approximates
the similarity between segments and aspects with
the ground truth similarity generated from seed
words. (8) JASen (Huang et al., 2020) learns as-
pect embeddings using seed words and then trains
a CNN as a classifier to learn discriminative infor-
mation at the word level.

4.3 Aspect Keywords Visualization

Table 1 shows the learned aspect keywords of City-
Search Dataset from Section 3.1. These keywords
expand the semantic meaning of the aspect name.
Take the "food" aspect as an example, "fish, salad,
fruit..." cover a variety of different foods, and "nu-
tritional, edible, Asian..." describes the properties
of the food. To further illustrate the advantages of
our prompt-based aspect understanding, we com-
pare our strategy with an alternative solution with-
out prompts from (Meng et al., 2020). Instead
of taking the probable words of the [MASK] to-
ken in prompt, this alternative way directly takes
the probable words at each appearance of the as-
pect name. We can observe from Table 1 that the
prompt-based scheme generates more meaningful
adjectives such as "professional" and "cultural"
than the non-prompt scheme. These adjectives are
helpful for PCCT to identify implicit aspect ex-
pressions such as "always a nice crowd, but never
loud." where no explicit expression is related to its
target aspect "ambience". We can also observe that
PCCT has the ability of word sense disambiguation.
Given the category name, we can obtain a set of
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Method Restaurant Laptop CitySearch

Accuracy macro-F1 Accuracy macro-F1 Accuracy macro-F1

Unsupervised Methods
SERBM (2015) - - - - 83.8 74.5
CAt (2020) 66.3 46.2 58.0 58.6 83.6 82.5

Weak-supervised Methods with Aspect Mapping
ABAE (2017) 67.3 45.3 59.8 56.2 85.7 77.5
SSCL (2021) - - - - 89.7 87.0

Weak-supervised Methods with Aspect Seed Words
W2VLDA (2018) 70.8 51.4 64.9 63.4 70.7 72.0
JASen (2020) 83.8 66.3 71.0 69.7 87.3 86.2
UCE (2021) 77.5 58.8 71.3 71.3 - -

PCCT 85.3 79.2 74.3 73.4 90.6 89.8

Table 2: Performance Comparison on Semeval and CitySearch datasets. We choose to report macro-F1 due to the
imbalance issue (Appendix C). The original papers report the weighted macro averages as well as the F1 scores for
each category. We averaged these F1 scores for each category to obtain the macro F1 score presented in our paper.

Model Bags B/T Boots Kbs TVs Vcs AVGS

Weak-supervised Methods
TS (2019) 41.2 42.0 31.6 26.9 40.4 40.5 37.1
SSCL (2021)† 50.6 52.7 44.0 38.7 48.7 37.2 45.3
UCE (2021) 49.4 48.4 45.7 48.0 47.6 41.2 46.7

PCCT 69.8 66.8 59.6 55.4 72.8 48.9 60.2

Table 3: Performance comparision (Weighted-F1 score) on typical aspects of OPOSum Dataset. Baseline results
without the mark † are taken from (Nguyen et al., 2021). The results marked by † are reproduced by running their
code, since these experiments are not conducted in the original articles (details are shown in Appendix D).

Domain Keywords
BOOTS comfort touch pain stress bal-

ance bedroom attachment
KEYBOARD comfort curve wrists minutes

vertical split wrist feel pure
softer action zoom hardcore

Table 4: Different aspect keywords for category "Com-
fort".

keywords for each domain according to the proce-
dures described in Section 3.1. As shown in table 4,
given the category name "Comfort", we obtain a
list of key words for the domains of BOOTS and
KEYBOARD, respectively. We can see that "com-
fort" has different meanings for these two domains
of BOOTS and KEYBOARD.

4.4 Performance Comparison

The comparison results are shown in Table 2 and
Table 3 respectively. Note that we report Accuracy
and Macro-F1 for Restaurant, Laptop and City-

Search datasets, while Weighted-F1 is reported for
the other datasets. This is due to the issue of consis-
tency with the existing published results. In general,
weakly supervised methods obtain much better per-
formance than unsupervised ones. And among
all unsupervised and weakly-supervised methods,
PCCT achieves the best performance across all nine
datasets, despite of being an almost unsupervised
method. For the first three datasets, it outperforms
SSCL, JASen, and UCE by 0.9%, 2.7% and 5.4%
in the absolute value of precision, on average and
respectively. If we examine the Macro-F1 score,
the overall improvement in performance is about
the same size as above, except for the Restaurant
dataset. PCCT increases the Macro-F1 score from
the second best of 66.3% to 79.2% for the Restau-
rant dataset. Such an improvement is potentially
due to the effectiveness of PCCT at addressing the
issue of aspect imbalance in the data, as shown
in a more detailed analysis in Appendix C. For
the other six datasets, PCCT demonstrates an even
more remarkable improvement. On average, PCCT

1358



(a) Aspect Vocab Size N. (b) Match Threshold M (%). (c) Number of Protable Words K.

Figure 3: (On SemEval Restaurant Dataset.) A trade-off between the quality and quantity of generated pseudo-
labeled instances. Both detection performance (green) and the total number of pseudo-labeled instances (blue) are
reported. The x-axises indicates three parameters have impact on the pseudo labeled instances, respectively.

Figure 4: (On SemEval and CitySearch datasets). Abla-
tion study of our proposed PCCT model.

increases the Weighted-F1 score by 22.9%, 14.9%
and 13.5%, over TS, SSCL and UCE, respectively.
A closer look at the datasets reveals that, the re-
views (e.g., Despite the slender profile, it stays
put on my desk, no slipping or sliding or rocking.)
in OPOSum are more detailed in describing how
users use the product (e.g., Keyboard) and how they
feel about it, and it is difficult to determine the as-
pect category (e.g., Feel Comfortable) by a specific
word. Unlike baseline methods, PCCT effectively
extracts the semantic information at the sentence
level using prompts and clusters prompt-induced
sentence embeddings instead of word embeddings
in the representation space, thus allowing better
handling of the implicit aspect representations de-
scribed above.

4.5 Ablation Study

To validate the effectiveness of our constrained
clustering, we train our model (1) without the
instance-level constraint. (2) without concept-level
constraint. (3) without attention. For the first vari-
ant, only the clustering loss is involved during train-
ing. In the second variant, we design a variant of
our model that adopts a linear clustering head of
size 768 × C with C indicating the number of clus-
ters following the setting of (Zhang et al., 2021).
This method only restricts the number of clusters,

and the cluster centroids are randomly initialized
by the cluster head without any prior information.
Lastly, for the third variant, a simple method of
mean pooling is used to aggregate aspect keywords
into clustering centroids.

As shown in Figure 4, PCCT performs better
than all alternative variants. Although both concept-
and instance-level constraints are important, the for-
mer consistently exhibits a more significant impact
on model performance than the latter. On average,
the variant without the former decreases the perfor-
mance by 13.83%, while the variant without the
latter diminish the performance by 10.63%. This
observation might be indicative of the importance
of the choice of centroids in deep clustering (Zhang
et al., 2020). Furthermore, the effect of the con-
straints varies from dataset to dataset. For simple
datasets such as CitySearch, the improvement is
relatively limited (∼2%). For harder datasets, such
as Restaurant and Laptop, the increase in perfor-
mance can be quite remarkable (on average∼15%).
Specifically, the CitySearch dataset involves only
3 aspect categories, Restaurant involves 5, and
Laptop involves 8. Meanwhile, the Restaurant
dataset suffers from a severe category imbalance
(Appendix C). This illustrates that the constraints
we designed can better guide the clustering process
when the task is more difficult. Lastly, the adopted
attention mechanism for constraint generation is
effective as well, as it consistently performs better
than the method of mean-pooling aggregation.

4.6 Parameter Analysis

We analyze three parameters: aspect vocab size N ,
matching threshold M , and number of protable
words K when generating pseudo-labeled in-
stances. They all have a direct influence on the qual-
ity and quantity of our pseudo labels (Section 3.2.1).
It should be expected that, given fixed K and N (or
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M ) (defined in Section 3.1), increasing M (or N )
improves the credibility, but decreases the number
of pseudo-labeled instances. On the contrary, given
a fixed M and N , increasing K will improve the
quality, but decrease the number of pseudolabeled
instances. Experimental results in Figure 3 confirm
this trade-off and show that the performance of our
model increases with the level of credibility before
dropping due to the issue of sparse pseudo trainset.

5 Conclusion

In this paper, we propose a prompt-based con-
strained clustering method for aspect category de-
tection. First, we automatically extract a compre-
hensive set of keywords for each aspect. Based on
the keywords, we construct instance- and concept-
level clustering constraints. Finally, a joint training
objective is proposed for optimal aspect detection
performance. Experiments show that our method
not only learns high-quality aspect keywords, but
also significantly outperforms both unsupervised
and weakly supervised methods. In the future, we
plan to extend our framework to jointly perform
aspect and sentiment detection for ABSA.

6 Limitations

Here, we discuss the limitations of PCCT. First,
only the category name is insufficient for accurate
categorisation in certain complex situations. For
example, some review texts describe the "Ambi-
ence" of a restaurant by describing the specific
scene or people inside the restaurant : “Aside from
the bearded, courdoroy blazer professor type with
the nyu student he’s sleeping with that week, you
will also see a strange mix of hipsters, frat boys and
Will Smith types in this restaurant.” Incorporating
domain knowledge from external knowledge bases
into PTM is a possible direction to explore. Second,
our method is based on a simple template and we
directly use the optimal template validated in (Liu
et al., 2021a). However, our preliminary experi-
ments show that different templates with the same
semantic might lead to poorer performance and
that the best templates for certain review domain
(e.g., Laptop or Restaurant) vary. We also note that,
we filtered out the "general" aspect for the OPO-
Sum dataset. This is because PCCT extends the
names of aspects to obtain category-centered se-
mantics, and the word "general" does not represent
its heterogeneous content well. In terms of training
efficiency, PCCT still has to update all parameters

of the LM and requires at least two 1080ti GPUs
per training session, which lasts about 60 minutes.
Finally, in the experimental setup, we verified the
effectiveness of PCCT only for the aspect category
detection task, and, in fact, PCCT can be extended
to aspect sentiment analysis or to more general text
classification tasks.
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A Dataset Information

• CitySearch Restaurant Reviews. This data
has been collected by (Ganu et al., 2009). Re-
views are processed into 279,862 segments
for training and 1490 for test. The Citysearch
dataset has only train and test sets. Follow-
ing (Shi et al., 2021), we use restaurant sub-
sets of SemEval 2014 (Pontiki et al., 2014)
and SemEval 2015 (Pontiki et al., 2015) as a
development set that contains 2686 segments
in total.

• SemEval. Following (Huang et al., 2020),
we have 17,027 unlabeled reviews from Yelp
Dataset Challenge and 14,683 unlabeled Ama-
zon reviews in the laptop category as train-
ing corpus for Restaurant and Laptop, respec-
tively. We take SemEval-2016 (Pontiki et al.,
2016) and SemEval-2015 (Pontiki et al., 2015)
as development sets and test sets.

• OPOSUM. This is a new dataset introduced
in (Angelidis and Lapata, 2018b) contains
Amazon reviews from six product domains:
For evaluation, it randomly samples 600 re-
views to be used for development (300) and
testing (300) each domain. The "General"
aspect is not considered in our settings.

The annotated aspects for all datasets are shown in
Table 5.

Dataset Aspects
Citysearch Food, Ambience, Staff

SE-Rest
location, drinks, food,
ambience, service

SE-Laptop
support, os, display,
battery, company, mouse,
software,keyboard

Bags
Compartments, Customer Service,
Handles, Looks, Price,
Quality, Protection, Size/Fit.

Bluetooth
Battery, Comfort, Connectivity,
Durability, Ease of Use, Look,
Price, Sound

Boots
Color, Comfort, Durability,
Look, Materials, Price,
Size, Weather, Resistance

Keyboards
Build Quality, Extra Function,
Feel Comfort, Layout, Looks,
Connectivity, Noise, Price

TVs
Apps/Interface, Connectivity,
Image, Ease of Use, Size/Look,
Sound, Price, Customer Service,

Vacuums
Accessories, Build Quality,
Customer Service, Noise, Price,
Ease of Use, Suction Power, Weight

Table 5: The annotated aspects for different datasets.

B Pseudo-labels generation.

Algorithm 2 shows the generation process of
pseudo-labeled instances.

C Data statistics for SemEval datasets

Figure 5 shows the distribution of categories on
the trainset of SemEval-Restaurant and the F1 val-
ues of our PCCT method and the JASen baseline
method on each category. Since the trainset is un-
labeled, we cannot directly perform statistics on
its category distribution. Therefore, we use some
predefined keywords to retrieve the training set and
simulate the category distribution of the training
set by the number of instances retrieved. We can
observe that the SemEval-Restaurant dataset suf-
fers from a significant category imbalance problem,
which is not mitigated by the JASen model. JASen
performs extremely poorly on the category with
few examples, hence the low macro-F1 score. The
PCCT model, on the other hand, has a more even
performance across categories, with macro-F1 get-
ting a significant boost. We speculate that this is
due to the fact that our scheme does not directly
rely on an unbalanced training set for training, but
rather generates the same number of category key-
words for each category to aid in training.
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Algorithm 2: Generate hard-selective
pseudo labels
Input: Unlabeled Review corpus D ;aspect

vocabularies ; a pre-trained LMH;
match threshold M%.

Output: Partial pseudo-labeled instances S .
S ← {};
for xi ∈ D do

wi ← Eq.(1)
for j ∈ 1, ..., C do

Uij ← wi ∩ Vj

if |Uij |
|Vj | > M% then
ci ← j;
S ← S ∪ {(xi, ci)};

end
end

end

Figure 5: (On SemEval Restaurant dataset). Both de-
tection performance of JASen and PCCT and the class
distribution are reported. The x-axis indicates each as-
pect category.

D Experimental settings.

D.1 PCCT

We use Adam optimizer with a batch size of 64. We
use the BERT-base-uncased as our backbone model
and set the maximum input length to 512. When
generating aspect keywords, we involve aspect vo-
cabulary size N , the matching threshold M , and
the number of predicted words for each [MASK] to-
ken K. We set N = 100,M = 60,K = 50 for the
CitySearch dataset, N = 300,M = 60,K = 150
for SemEval datasets and N = 150,M = 60,K =
100 for the OPOSUM dataset. The model runs
on 4 NVIDIA GeForce GTX 1080 Ti GPUs. All
reported results are averaged on five runs with dif-
ferent seeds.

D.2 SSCL
The performance of SSCL is reported
by running their code available at https:
//github.com/tshi04/AspDecSSCL. We use
their default parameter setting on all datasets. We
should mention that the manual mapping step has
a great influence (around 20% on the F1 score) on
its final performance. We report the best F1 score
among results with 20 different mappings for each
dataset.
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