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Introduction

Welcome to the seventh edition of the NLLP (Natural Legal Language Processing) Workshop, co-located
with the 2025 Conference on Empirical Methods in Natural Language Processing (EMNLP).
Different industrial sectors have embraced natural language processing (NLP) technologies, which have
altered services and products in healthcare, finance, education among others. The legal domain, in
particular, is at the frontier for new tools, tasks and exploration for new interesting research problems.
Electronic tools have become increasingly integral in the practice of law, with their usage projected to
undergo exponential growth. By its very nature, the practice of law necessarily involves the analysis and
interpretation of language. The potential for NLP applications to provide benefit to practitioners of law
and consumers of legal services around the world is enormous and is already manifesting itself.
We organized this workshop to bring together researchers, practitioners, policy makers from around the
world who develop NLP techniques within the legal domain. This is an exciting opportunity to expand
the boundaries of our field by identifying new problems and exploring new data as it interacts with the
full inventory of NLP and machine learning approaches. In this spirit, the Organizing and Program
Committee was assembled to include researchers from both academia and industry, from NLP and legal
backgrounds.
We were interested in the following types of papers: (1) applications of NLP to legal tasks; (2) methods
for applying Large Language Models (LLMs) to the legal domain; (3) methodological innovations for
legal tasks; (4) tasks, resources and evaluation for NLP in the Legal domain; (5) NLP for online platforms,
social media and regulation; (6) systems, demos and industry applications with legal applications and (7)
interdisciplinary position papers on law and NLP.
We once again received an exceptionally high number of submissions. In total, we received 71 submis-
sions on our direct submission website, out of which we accepted 29 papers for an acceptance rate of
40%. We also received 7 ARR (ACL Rolling Review) commitments -papers that have received reviews
and meta-review via the ARR system- of which we accepted 3 for publication. Overall, we accepted 32
papers out of 78 submissions (overall acceptance rate is 41%), out of which 4 papers were submitted as
non-archival. All papers were reviewed by at least 3 members of the Program Committee, one of whom
was usually a legal scholar.
The papers in this year’s edition of the workshop cover a wide range of topics including new data sets
for legal NLP in lower resource languages such as Portuguese or Thai, benchmarks of LLMs on speci-
fic challenges in legal documents such as long context and applications of LLMs and NLP insights for
tasks on legal documents. Applications include retrieval augmented generation, Personal Identifiable In-
formation (PII) identification, summarization, argumentation, semantic parsing, long-context inference,
information retrieval, classification, prompt optimization and multi-agent systems. Again, we are thrilled
to see the variety of legal documents that are the subject of papers in the workshop including contracts,
wills, patents, court cases, statues, terms of services, trademarks and copyright infringement documents.
We note a specific focus this year on reasoning models and their application to legal documents.
We thank everyone who expressed interest in the workshop, all authors of submitted papers, members
of the Program Committee who did an excellent job at reviewing papers given a short turnaround time,
everyone attending the workshop and the EMNLP 2025 conference for hosting the workshop. We thank
our sponsors: Bloomberg and the European Research Council Starting Grant project HUMANads.
The NLLP Workshop organizers.
http://nllpw.org
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Rohan Nanda, Joel Niklaus

Henrik Palmer Olsen, Katsikouli Panagiota, Ioannis Panagis, Anu Pradhan

Paulo Quaresma

T.Y.S.S. Santosh, Vageesh Saxena, Yusuf Can Semerci, Gil Semo, Madhavan Seshadri, Samyak
Sheth, Dan Simonson, Jerrold Soh, Christoph Sorge, Alexandru Sotropa, Ieva Staliunaite

Dimitrios Tsarapatsanis, Kalpana Tyagi

Gijs Van Dijck, Helen van der Kroef

Jianqiang Wang, Hannes Westermann

ShanShan Xu, Huiyin Xue

Marcos Zampieri, Miri Zilka, Frederike Zufall

vi



Table of Contents

Tracing Definitions: Lessons from Alliance Contracts in the Biopharmaceutical Industry
Maximilian Kreutner, Doerte Leusmann, Florian Lemmerich and Carolin Haeussler . . . . . . . . . . 1

The Automated but Risky Game: Modeling Agent-to-Agent Negotiations and Transactions in Consumer
Markets

Shenzhe Zhu, Jiao Sun, Yi Nian, Tobin South, Alex Pentland and Jiaxin Pei . . . . . . . . . . . . . . . . . 16

Towards Reliable Retrieval in RAG Systems for Large Legal Datasets
Markus Reuter, Tobias Lingenberg, Ruta Liepina, Francesca Lagioia, Marco Lippi, Giovanni

Sartor, Andrea Passerini and Burcu Sayin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Translating Tax Law to Code with LLMs: A Benchmark and Evaluation Framework
Gabriele Lorenzo, Aldo Pietromatera and Nils Holzenberger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .31

Beyond the Haystack: Sensitivity to Context in Legal Reference Recall
Eric Xia, Karthik Srikumar, Keshav Karthik, Advaith Renjith and Ashwinee Panda . . . . . . . . . . 48

Machine Unlearning of Personally Identifiable Information in Large Language Models
Dan Parii, Thomas van Osch and Chang Sun . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

Modeling Motivated Reasoning in Law: Evaluating Strategic Role Conditioning in LLM Summarization
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Abstract

Definitions in alliance contracts play a critical
role in shaping agreements, yet they can also
lead to costly misunderstandings. This is exem-
plified by the multimillion-dollar AstraZeneca-
Euopean Commission (EC) dispute, where the
interpretation of ‘best reasonable effort’ be-
came the focal point of contention. In this
interdisciplinary study, we leverage natural lan-
guage processing (NLP) to systematically an-
alyze patterns in the definitions included in al-
liance contracts. More specifically, we cate-
gorize the content of definitions into topics,
identify common terms versus outliers that
are semantically dissimilar and infrequently
used, and track how definitions evolve over
time. Analyzing a dataset of 380,131 defini-
tions from 12,468 alliance contracts in the bio-
pharmaceutical industry, we distinguish that
definitions span legal, technological, and so-
cial topics, with social terms showing the high-
est dissimilarity across contracts. Using dy-
namic topic modeling, we explore how the
content of definitions has shifted over two
decades (2000–2020) and identify prevalent
trends suggesting that contractual definitions
reflect broader economic contexts. Notably, our
results reveal that the AstraZeneca-EC dispute
arose from an outlier—a highly unusual defini-
tion—that could have been flagged using NLP.
Overall, these findings highlight the potential
of data-driven approaches to uncover patterns
in alliance contracts.

1 Introduction

Collaboration between firms is a crucial building
block for a globalized economy. Contracts, i.e.,
legal agreements that determine promises, obliga-
tions, and the future course of action (Macneil,
1978), constitute the backbone of alliances as orga-
nizational forms of collaboration. A key element
within such legal documents that shapes the inter-
pretation of the contract is definitions, i.e., exact
descriptions of key terms used in the contract. The

crucial function of definitions—and their potential
to create costly misunderstandings—became evi-
dent to a broader audience in August 2020, when
the European Commission and AstraZeneca in-
cluded a contractual definition of AstraZeneca’s
‘best reasonable efforts’ for vaccine supply. De-
spite this, the alliance partners apparently did not
agree on what the term meant, as this became the
subject of a long and costly high-profile legal dis-
pute halting the collaboration for nearly half a year.
After the litigation had escalated, the partners even-
tually “[. . . ] have been able to reach a common
understanding which allows [us] to move forward
and work in collaboration [. . . ]”. 1

Given that these contracts are texts that consti-
tute the foundation of alliances, they present a com-
plex and unique research setting at the intersection
of NLP, data science, and economics. Thus, in this
paper, we set out to study a large corpus of alliance
contracts through a unique lens, i.e., by tracing and
analyzing the definitions used. In doing so, we
can automatically find unusual — and therefore
potentially risky — definitions of terms, identify
topical areas covered by definitions in alliance con-
tracts, and can observe trends in terms defined in
the contracts over time.

In this paper, we study a corpus of 12,468 al-
liance contracts from the biopharmaceutical indus-
try. We begin by extracting texts—specifically defi-
nitions—from these contracts, comparing different
automated methods in the process. This extraction
process resulted in a corpus of 380,131 definitions.
By analyzing the similarity of definitions using
embeddings, we then demonstrate, for instance,
that the disputed ‘best reasonable effort’ definition
in the AstraZeneca-EC case was highly dissimilar
and unusual. Using topic modeling, we identify

1Ruud Dobber, AstraZeneca senior executive,
https://www.reuters.com/world/europe/astrazeneca-eu-reach-
settlement-delivery-covid-19-vaccine-doses-2021-09-03/,
accessed on 15.01.2025

1
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Definiendum

”NASDAQ” means the Nasdaq Stock Market, Inc.

Definiens

Definition

Figure 1: Definiendum and Definiens of a definition.

key content categories of definitions. To further
trace trends in definitions over time, we leverage
our dataset’s longitudinal design, which includes
alliance contracts signed between 2000 and 2020.

Our main contribution is the application of NLP
methods to real-world contract texts. In so doing,
we demonstrate accurate and efficient methods for
extracting and analyzing contract texts. Further-
more, we contribute by providing a comprehen-
sive dataset—a definition corpus. Beyond these
methodological and data-related contributions, we
advance the literature in two ways: First, our find-
ings reveal that legal definitions are the most simi-
lar across alliance contracts, whereas technological
and social definitions show more variation, mak-
ing them more dissimilar, unusual, and specific to
each alliance. Therefore, alliance partners should
pay special attention to those definitions. Second,
we demonstrate that external events, such as the
COVID-19 pandemic and financial market shocks,
coincide with shifts in the usage and the content of
contract definitions. This finding expands the tra-
ditional view of contracts as predominantly static
legal instruments, instead emphasizing their role as
adaptable tools embedded in the evolving dynam-
ics of their broader environment. For instance, we
show that while alliance partners most often define
technological terms—such as product- and patent-
related terms—in their contracts, stock-related defi-
nitions have become more common over the years.

2 Related work

From a linguistic standpoint, definitions formally
ascribe meaning to an undefined term (i.e., the
definiendum) using already established terms (i.e.,
definiens). An example illustrating this terminol-
ogy is shown in Figure 1. By defining a term that
is yet to be defined, definitions explicitly create a
shared understanding among members who agree
on the definition. In alliances, definitions set up in
their contracts thus establish the meaning of terms
relevant to the signing parties.

Given the importance of contract text and the
definitions therein, existing AI research on automat-
ically examining definitions is limited, primarily

focusing on isolated definitions or specific terms.
While this has generated a wealth of insights, as,
for instance, Legg and Hutter in 2007, collect and
compare 70 definitions of the word ‘Intelligence’
(Legg et al., 2007), it is limited because definitions
are often embedded in real-world texts, such as
alliance contracts.

Extracting information embedded within the
broader contract text and accounting for varia-
tions in document layouts across real-world texts is
challenging. While Sentence Boundary Detection
(SBD) on curated data achieved accuracy scores
of up to 99% as early as 2012 (Read et al., 2012),
attaining such accuracy of SBD in noisy text data
extracted from PDFs is an underexplored problem.
Recent advances in the field are made by a series of
shared tasks called FinSBD (Azzi et al., 2019; Au
et al., 2020, 2021). The most successful method uti-
lized two neural architectures, BiLSTM-CRF and
BERT, and took into account both visual cues and
textual data, achieving a mean F1-score of 0.937
on sentences and 0.844 on lists (Singh, 2020). Al-
though this method can be taken as a proof of con-
cept for extracting text from noisy PDFs, this ap-
proach does not scale for thousands of contracts. In
turn, most work in the field focuses on specific in-
formation, which is easier to extract, such as the al-
liance partners of a contract (Sivapiran et al., 2023;
Chalkidis et al., 2017). Extracting specific terms
and meanings from contracts still largely depends
on expensive expert annotation usually restricted
to a subset of terms; for example, Hendrycks et al.
(2021) annotated a subset of 41 categories.

3 Review of methods

Surveys of text representation techniques indicate
that transformer-based embeddings currently per-
form best to compare semantic aspects between
texts at scale in an unsupervised manner (Incitti
et al., 2023; Patil et al., 2023). Thus, we selected
two well-studied transformer-based sentence en-
coding methods. First, we relied on Sentence-
BERT (SBERT) (Reimers and Gurevych, 2019),
the most established model in prior literature.
More specifically, we used the pretrained model
all_mpnet_base_v2, which has achieved the high-
est overall quality in benchmarks2 among SBERT
models. As a more recent model, we choose the
General Text Embeddings (GTE) Model (Li et al.,

2https://www.sbert.net/docs/sentence_
transformer/pretrained_models.html
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2023), as its largest variation gte-large was one
of the best performing, freely available models on
the Massive Text Embedding Benchmark (Muen-
nighoff et al., 2023). We follow recent approaches
of using clustered word embeddings as topic mod-
els (Sia et al., 2020). We utilize the BERTopic
Framework (Grootendorst, 2022), which uses class-
based TF-IDF to identify meaningful topics in the
clusters. To ensure robustness of the topics, we
use multiple Dimensionality Reduction Algorithms,
mainly PCA (Lloyd, 1982) and UMAP (McInnes
et al., 2018), as well as Clustering Methods (K-
Means (Lloyd, 1982), BIRCH (Zhang et al., 1996),
HDBSCAN (McInnes et al., 2017)) in combina-
tion.

4 Contract corpus and definition
extraction

We collected 18, 742 alliance contracts in the bio-
pharmaceutical industry signed between 1973 −
2021 in PDF format retrieved from BioScience
Advisors (now part of Evaluate), which consoli-
dates information from the SEC and the Freedom
of Information Act. This is structurally equiv-
alent to the widely used Recap database (now
Cortellis Deals Intelligence; (Hanisch et al., 2025;
Schilling, 2009)). Before starting with our anal-
ysis, we conducted extensive manual cleaning ef-
forts to ensure accuracy: removing duplicates, sup-
plementing missing contracts via manual searches
through Law Insider and the SEC, coding ancillary
firm-level data, including headquarters and found-
ing year from corporate websites, standardizing
firm names, and accounting for name changes and
parent-subsidiary relationships.

After collecting the contract texts in the form
of PDF documents, we perform three steps to ex-
tract the definitions. First, we use the open source
PyPDF2 Python package (Fenniak et al., 2022) to
convert PDF documents to text. Generally, such
tools generate noisy, unstructured texts containing
nonstandard words, false starts, missing punctua-
tion, missing letter case information, and other text
disfluencies (Azzi et al., 2019), ultimately com-
plicating the extraction of correct text passages.
Therefore, we perform cleaning steps with regex to
standardize whitespaces or tabs to one space length
and remove multiple newlines in a row.

Second, we use three different methods to extract
definitions. The first method to extract is based on
multiple open source SBD tools, combined with a

simple check for common words alliance partners
use in definitions. The second method is based
on a regular expression (regex) that searches for
common words, common structure, and phrases of
definitions. The third method is based on the Large
Language Model Llama-3.1-70B-Instruct of
the LLama 3 model family (Dubey et al., 2024).
The regex and Large Language Model method are
explained in more detail in Appendix Section A.

Third, we use a subset annotated by human
coders to evaluate and compare the three extrac-
tion methods. Three independent coders, one au-
thor and two thesis students, all equipped with
knowledge of the seminal alliance contract litera-
ture and information retrieved from interviews with
two practitioners (more specifically, one alliance
manager and one lawyer), identified and counted
definitions in 826 alliance contract PDFs without
predefined coding guidelines to maintain an open-
ended qualitative approach. In rare cases of dis-
agreement among the coders about the number of
definitions, this was resolved through mutual dis-
cussion after completion of their individual coding
efforts. In this subset, we have both contracts with
zero definitions and larger contracts containing up
to 735 definitions. Because of this large variance
and contracts that are hard to extract data from due
to the noisy PDF reading, we evaluate the methods
by their median count error per contract against the
human counts.

The SBD approach finds fewer definitions than
the human-annotated dataset and has a median er-
ror rate of 6 definitions per contract. Addition-
ally, this method fails to identify definitions in full
length when the definition text spanned multiple
sentences. In comparison, the regex method finds
slightly more definitions than the human count and
has a median error rate of 3 definitions per con-
tract. Although the LLM method proved effective
for shorter contracts, longer contracts introduced
significant drawbacks. Even when setting the tem-
perature to 0, the LLM still hallucinates, i.e., in-
cludes definitions that are not written in the real-
world contract text. Similar problems are known
for extracting facts from documents (Dong et al.,
2022), where pretraining data is returned instead of
document data and even larger models struggle to
accurately return document facts, once the context
size increases significantly (Li et al., 2024). Over-
all, the LLM method has a median error rate of 5
definitions per contract. Based on this comparison,
we conclude to use the regex method for extracting
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definitions from the whole corpus.
Using regex, we identify a total of 457,711 def-

initions across 12,468 contracts. In so doing, we
identify 122,414 different definienda in the con-
tract corpus. For the following analysis, we drop
77,482 definitions containing the phrase ‘set forth
in’, which indicates that the definition is defined
in another chapter of the contract. This leaves a
final sample of 380,131 definitions. We release
these definitions as a dataset3 containing a unique
id for each alliance contract, the year the contract
was signed, and the definition itself, which is split
into the definiendum and the definiens. For the
published dataset, we use a regex to remove all
company names from the text and replace them
with the placeholder [COMPANY]. For the follow-
ing analysis, these definitions were then prepro-
cessed by removing all line breaks, standardizing
whitespaces, and removing all non-alphanumeric
characters.

5 Similarity of definitions

After identifying regular expressions as the most
accurate method for extracting definition text from
contracts, we aim to analyze the similarity of defi-
nitions. Specifically, we examine definitions with
the same definiendum to understand which defi-
nitions are written in a standardized manner and
which vary significantly. To do so, we select all
definienda that appear in at least 100 different con-
tracts (when converted to lower case), resulting
in 369 definienda. After removing four redacted
definienda (usually for confidentiality reasons), we
retain 365 different definienda for further analy-
sis. For example, the most usual definiendum, ‘af-
filiate’, is frequently defined (precisely in 6,584
different contracts).

Next, we create the embeddings solely on the
definientia. Then, we calculate the mean of all
pairwise cosine similarity scores between all defini-
entia that have the same definiendum. We thus
obtain a mean similarity score for each definien-
dum, where a high score indicates that definitions
of a certain definiendum are defined more simi-
larly across contracts, and a low score indicates the
reverse.

In the following, we compared similarity across
all definienda by relying on three inductively pro-
duced overarching categories of definitions (Gioia

3https://huggingface.co/datasets/Maxbenkre/
pharmaceutical_definitions

GTE

Mean Definiendum

0.961641 irs
0.960714 governmental order
0.960319 exchange act
0.957939 securities act
0.957101 ema
... ...
0.883866 diligent efforts
0.883659 common stock
0.883542 transaction documents
... ...
0.821110 field of use
0.818951 party
0.816680 parties

SBERT

Mean Definiendum

0.909868 governmental order
0.901723 irs
0.882542 ema
0.880703 exchange act
0.879796 erisa
... ...
0.603111 diligent efforts
0.603016 technical information
0.601633 research plan
... ...
0.375891 field of use
0.337282 party
0.320123 parties

Table 1: Similarity of definitions appearing in at least
100 different contracts according to GTE and SBERT
embeddings.

et al., 2013). In so doing, in a first step, we manu-
ally reviewed each contract definition individually
and assigned first-order concepts, i.e., descriptive
codes closely reflecting the wording in the data.
After reviewing 74 contracts in this way, we ag-
gregated these into second-order concepts by clus-
tering related first-order concepts and abstracting
their underlying themes. Finally, we distilled these
second-order concepts into three mutually exclu-
sive aggregate categories – social, technological,
and organizational definitions. Table 1 displays
similarity across definienda according to the GTE
and SBERT embeddings.

The most similarly defined definienda are legal
terms like ‘irs’ (i.e., internal revenue service) or
‘ema’ (i.e., European Medicines Agency). On the
other hand, the most dissimilar definienda are spe-
cific to an alliance, e.g., the parties involved in the
contract. For qualitative analysis, definienda which
differ slightly across contracts are interesting, e.g.
‘diligent efforts’, which we analyze in Section 5.2.

Although individual score differences between
the two embedding methods are substantial, the
methods exhibit a strong overall rank correlation.
The Spearman rank correlation between the two
methods is approximately 0.96, and the Kendall
tau correlation is approximately 0.84. The higher
scores of GTE might indicate that GTE embeds
the sentences in a similar embedding space, as they
are all definitions, which SBERT might not do.
However, as we only compare definitions with each
other, this has little influence on the general ranking
and further results are similar. For this reason,
examples in this paper will only be shown when
computed on GTE embeddings.
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cost of goods

manufacturing cost

manufacturing costs

cost of goods sold

Figure 2: Similarity graphs: Connected definienda are
defined with more than 99% cosine similarity according
to GTE.

5.1 Similarity graphs
Beyond comparing individual definitions, our ob-
jective is to identify different definienda that are
described by textually similar definientia. For ex-
ample, the terms ‘cost of goods’ and ‘manufactur-
ing costs’ are often defined in a nearly identical
manner across contracts. Successfully identifying
such pairs validates our embedding model’s ability
to detect similarity.

Our method is to first compute a single embed-
ding for each definiendum by averaging the em-
beddings of all its corresponding definientia. We
then calculate the pairwise cosine similarity be-
tween these embeddings. A high similarity score
between two embeddings indicates that their under-
lying definienda are used synonymously or at least
described in a similar way.

We represent these relationships as a graph,
where each term is a node and an edge connects
two nodes if their similarity exceeds a set thresh-
old. For GTE embeddings, a strict threshold of
>0.99 identifies 193 distinct pairs of synonymous
definienda. As shown in Figure 2, this reveals dis-
tinct clusters of meaning. The graph’s structure is
dynamic; for instance, lowering the threshold to
0.98 adds a new edge between the ‘manufacturing
cost’ node and the related term ‘development costs’.
By incrementally lowering the threshold, we can
explore relationships from almost equally defined
definienda to more broadly related concepts. These
similarity graphs (see more in Appendix B) can
help new alliance partners to quickly find concep-
tually related definienda that use different terminol-
ogy in their previous contracts, which can reduce
unnecessary equivocality in further contracts.

5.2 Comparing similarity based on the
example of ‘reasonable effort’ definitions

To demonstrate how semantic similarity can iden-
tify atypical legal definitions, we perform a case

0.80 0.85 0.90
Mean Similarity

0

1000

A
m

ou
nt

Mean
AstraZeneca

Figure 3: Cumulative distribution of mean pairwise sim-
ilarity scores with GTE embeddings of various ‘efforts’
definitions compared to the AstraZeneca - EC defini-
tion.

study on the term ‘best reasonable efforts’ from the
contentious AstraZeneca-EC contract. As this term
itself already is rare in our dataset—it is used in
only three contracts—we benchmark its definition
against a larger set of 1,512 definitions for the more
common, related terms ‘commercially reasonable
efforts’ and ‘diligent efforts’. For this analysis, we
generate GTE embeddings from the definiens only,
excluding any redacted definitions.

First, we establish a baseline by calculating the
mean pairwise cosine similarity across this entire
1,512-definition set, which is approximately 0.901.
This high score indicates that the definitions for
these standard “efforts” clauses are, on average,
highly similar to one another.

We then calculate the mean pairwise similarity
of the AstraZeneca definition against all 1,512 defi-
nitions in the comparison set. As shown in Figure
3, the resulting similarity score is 0.882. This value
is significantly lower than the mean, confirming
that the AstraZeneca definition is an outlier. Specif-
ically, 1,346 of the 1,512 definitions in the com-
parison set have a higher mean similarity to their
peers, placing the AstraZeneca definition in the
11th percentile for textual similarity and marking it
as highly unusual.

We see that the ‘best reasonable efforts’ defini-
tion is infrequently used and highly dissimilarly de-
fined compared to the other definitions. We manu-
ally analyze the differences for the reasons between
the higher and lower scores. The definientia that
are most similar to the majority of others are exem-
plary to the following one, with recurrent phrases
highlighted:

‘means, with respect to a Party’s obligations un-
der this Agreement, efforts consistent with the ef-
forts and resources normally used by a similarly sit-
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uated pharmaceutical, biotechnology or technology
company in the exercise of its reasonable business
discretion relating to the development or commer-
cialization of a product with similar product char-
acteristics that is of similar market potential at a
similar stage of development or commercialization
[...]’

So, the most common way to define ‘efforts’ is
to compare them to efforts spent by similar compa-
nies that undertake similar projects. Usually, these
definitions are very verbose; the 200 most similar
definitions have a mean character length of 998.
This seems to be one of the main differences when
comparing definitions that have a lower similarity
score.

The lowest similarity scores below 0.85 have
definitions that are actually defined in a different
section of the document, such as “shall have the
meaning given in Section 2.2 (c)”. When disregard-
ing such definitions and comparing all definitions
that have more than 0.86 similarity score but less
than 0.89 score, it shows that these definitions are
much less verbose. They contain only 637 char-
acters on average instead. One such example of a
particularly short definition is the following one,
with a mean similarity score of 0.867: ‘shall mean
efforts in accordance with the standards of care and
diligence [COMPANY] practices with respect to
its own product’.

The definition in the AstraZeneca - EC contract,
on the other hand, is as verbose as other similar def-
initions, as it contains 962 characters and includes
the most common phrases. Instead, the low score
could result from the inclusion of the urgent need
for a vaccine for the pandemic:

‘means (a) in the case of AstraZeneca, the activ-
ities and degree of effort that a company of similar
size with a similarly-sized infrastructure and sim-
ilar resources as AstraZeneca would undertake or
use in the development and manufacture of a Vac-
cine at the relevant stage of development or com-
mercialization having regard to the urgent need
for a Vaccine to end a global pandemic which is
resulting in serious public health issues, restric-
tions on personal freedoms and economic impact,
across the world but taking into account efficacy
and safety [...].’

This example demonstrates that examining the
(dis)similarity of definitions enables alliance part-
ners to distinguish between standard and atypical
terms, whereas identifying the latter helps to proac-
tively address potential misunderstandings early.

6 Change of definitions over time

Next, we investigate how contract definitions
change over time. We first assess if there are def-
initions that have become more prevalent in gen-
eral or specific terms (definienda) whose meaning
(definiens) has changed over time. Second, we cre-
ate topic models to identify prevalent topics and
their trends.

6.1 Change of specific terms

We begin by examining how the use and meaning
ascribed to specific terms evolve over time. This
requires analyzing the frequency of definitions in
different years. Figure 4 shows three key metrics
from 1981 to 2021: the number of contracts con-
taining definitions, the total number of definitions,
and the average number of definitions per contract.
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Figure 4: The top diagram shows how many contracts
that contained definitions were found for each year. The
diagram in the middle shows how many definitions were
found for each year. The lower diagram shows the
average number of definitions in each contract per year.

The upper part of the figure shows that the vast
majority of contracts containing definitions in the
dataset were signed from 2000 onward, with the
oldest contracts signed in 1981 and the most recent
ones signed in 2021. We limited our analysis to
the period from 2000 to 2021, due to a rare number
of definitions prior to the year 2000. The middle
section of the figure illustrates the annual number
of definitions included in the contracts. Compar-
ing this with the upper section of the figure reveals
an interesting trend: while the majority of con-
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Figure 5: Definienda with the highest annual percentage
increase in the proportion of contracts they appeared in.

tracts containing definitions were signed in 2006
and 2008, the highest number of definitions ap-
pears in contracts signed between 2016 and 2019.
This suggests that alliance partners have increas-
ingly included more definitions per contract over
time while the variation has potentially increased
as well. Specifically, although the number of con-
tracts containing definitions peaked in 2006 and
2008 (i.e., it was usual to include definitions in that
time span), the average number of definitions per
contract increased in subsequent years. Interest-
ingly, the peak in contracts that contain definitions
coincides with the financial crisis, highlighting a
potential link between the macroeconomic environ-
ment and contracting.

Starting with a more fine-grained analysis, we
first uncover temporal patterns of definienda in
terms of their frequency, i.e., whether and how
often definienda reoccur over time. As the absolute
number of definitions has increased, as shown in
Figure 4, the measure must take into account the
number of contracts in each year. Figure 5 shows
the definienda that experienced the most signifi-
cant relative increase compared to all other defini-
tions appearing in at least 100 different contracts
between 2000 and 2020. In total, 35 definitions
show an increase of 10 percentage points or more
during this period. The definition with the highest
increase is ‘business day’, which was defined in
only 3% of the contracts signed in 2000 but ap-
peared in nearly 50% of contracts signed in 2020.
Other definienda with substantial increases above
20% include ‘person’, ‘commercially reasonable
efforts’, ‘third party’ and two different authority-
related terms.
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Figure 6: Definienda with the highest annual percentage
decrease in the proportion of contracts they appeared in.

As shown in Figure 6, very few definitions are
used significantly less frequently between 2000
and 2020. The only definiendum that decreased
by 10 percentage points in frequency during this
period is ‘effective date’. Other definitions show, at
most, a decline of five percentage points. However,
there are notable outliers, such as the definiendum
‘emea’, which surged from 2% occurrence in 2000
to 15% in 2009, and then plummeted to 0% by
2019. In comparison, ‘ema’ experienced the high-
est single-year increase, rising from 0% in 2009 to
9.6% in 2009. The decline in ‘emea’ and the par-
allel increase of ‘ema’ can be attributed to the re-
naming of the EU agency responsible for the scien-
tific evaluation, supervision and safety monitoring
of medicines from EMEA (European Medicines
Evaluation Agency) to EMA (European Medicines
Agency) in 2010.

To analyze changes in definitions over time, we
applied cosine similarity to compare embeddings
of definitions that appeared in at least 30 different
contracts between 2000 and 2010 and compared
them to embeddings of definitions from 2011 to
2020. For each definiendum, we calculate the mean
embedding for each decade and then computed the
cosine similarity between the two mean embed-
dings. However, this method has a limitation: defi-
nitions that are inherently diverse, such as those for
‘company’, which are often specific to individual
alliances, are likely to exhibit low cosine similar-
ity between decades regardless of actual semantic
change. Therefore, the results must be interpreted
cautiously to distinguish actual changes in defi-
nitions from definitions being diverse in the first
place.
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However, between the decades, there are only
three definitions that are outliers and have a sig-
nificantly lower cosine similarity compared to the
distribution of other definitions, indicating that few
definitions had major shifts in the way they were de-
fined (i.e., the meaning ascribed to the same terms)
over time. These definienda were ‘holder’, ‘active
ingredient’, and ‘cmc’. In the cases of ‘holder’
and ‘cmc’, the definitions in newer contracts were
standardized, i.e., experienced a convergence. Be-
fore that convergence, the definition experiences
changes. For example, the definientia of ‘holder’ in
the years before 2010 (i.e., before the convergence)
are ‘means any Investor who holds at least 200,000
shares of Preferred Stock [...]’ or ‘shall mean a
Person holding Company Common Stock [...]’ and
examples after 2010 are ‘means a Person in whose
name a CVR is registered in the CVR Register’
and ‘means a Person who is registered in the CVR
Register’. The term ‘CVR’ in these cases usually
is defined as the right of holders to receive contin-
gent Parent Common Stock. The definientia for
‘cmc’ after 2010 were shortened to ‘means chem-
istry, manufacturing and controls’ from ‘means the
Chemistry Manufacturing and Controls [...] as filed
with the FDA’. In the case of ‘active ingredient’ the
major shift was that the actual substance used was
rarely defined in the years after 2010 and often
defined in the years before. This means that, con-
cerning the technology, alliance partners decided
to include less actual detail. Two examples from
before 2010 are ‘shall mean Mesalamine [...]’ and
‘shall mean the doxycycline hyclate [...]’. Two ex-
amples from after 2010 are ‘means the clinically
active material(s) that provide pharmacological ac-
tivity in a pharmaceutical product [...]’ and ‘means
any substance (whether chemical or biologic) or
mixture of substances intended to be used in the
manufacture of a drug [...]’.

These examples underscore that this method
finds interesting changes in definitions. However, it
does not guarantee finding all definitions that have
changed significantly over the years.

6.2 Dynamic topic models
Building on the observation that definitions have
generally become more common overall, we next
investigate whether this trend is the same across
different categories of definitions, or if a certain
category has become more prevalent over the years.
To do this, we apply dynamic topic modeling using
BERTopic (Grootendorst, 2022) to all definitions

Figure 7: Top five topics of formation contract defini-
tions of a topic model created with UMAP, K-Means
and GTE embeddings.

from biopharmaceutical alliance contracts signed
between 2000 and 2020. Model performance in re-
gards to cluster size is evaluated using the standard
approach of topic coherence and topic diversity
(Wu et al., 2024), and we use multiple different
approaches, as detailed in Appendix C.

The analysis revealed a dominant trend as dis-
played in Figure 7: definitions related to ‘stock’
and ‘shares’ became significantly more prevalent
over time. This rise in financial terminology, likely
driven by increased M&A activity (DiMasi, 2020),
coincided with a decline in the frequency of defini-
tions related to technological product development.

7 Conclusion

Overall, this paper applies NLP methods to a
unique corpus, whose central role in forming al-
liances makes them highly relevant for both prac-
tice and research. Specifically, we extracted defini-
tions from real-world alliance contract texts in the
biopharmaceutical industry at scale. First, method-
ologically, we develop a tool set that allows us to
study definitions in text corpora using a combina-
tion of traditional tools and modern machine learn-
ing approaches. More specifically, we find that
regex seems most suitable for extracting definitions
from noisy real-world contract text. Second, we
contribute to the research community studying com-
putational processing of language by publishing a
comprehensive dataset of definitions, distinguish-
ing between definienda and definientia in alliance
contracts over time. Third, this interdisciplinary
study also hopes to make two theoretical contribu-
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tions to existing research. While our results show
that the ascribed meaning to social terms are most
dissimilar and social definienda are most unusual
(i.e., they differ the most in meaning and usage),
our method allows to derive whether a certain defi-
nition differs from the most usual way it is defined
across alliance contracts. This, in turn, could pro-
vide alliance partners with the ability to identify
unusual definitions or dissimilarly defined terms,
allowing them to focus on those definitions in ne-
gotiations to navigate potential conflicts early on.
In addition, we analyze definitions in alliance con-
tracts signed between 2000 and 2021 and find that
alliance partners generally use more definitions
over time. Although the number of definitions used
per contract increased over time, the content of
definitions is embedded in the broader environmen-
tal context; for instance, stock-related definitions
have become more common after the financial cri-
sis. The latter extends more traditional views on
alliance contracts, which have mainly focused on
the transaction itself, by interpreting them as em-
bedded in larger economic surroundings. In con-
clusion, in applying NLP methods to real-world
corpora, our paper integrates qualitative insights
with quantitative analysis. While we acknowledge
that qualitative information has inherent limitations
- for instance in terms of generalizability - our study
postulates and aims to showcase that such human-
centered qualitative analyses support, contextual-
ize and embed NLP findings in a meaningful way,
particularly in context-rich texts such as alliance
contracts.

Limitations

Our paper has three limitations that potentially
open avenues for future research. While the text
extraction of definitions from real-world texts (i.e.,
alliance contracts) is a key strength of our paper,
this extraction also comes with limitations. First,
while the regex method worked reasonably well
when compared to the dataset of human annota-
tions, there is no guarantee that the extracted def-
initions are complete or correct. As the regex ex-
ploited the most common structure found in most
contracts, definitions of contracts following differ-
ent formats might not be found. As the text read
from the PDF files already contains text anoma-
lies, the definitions found by the regex will contain
them as well and can negatively impact the similar-
ity scores and topic creation.

Second, similarity is highly dependent on the
viewpoint. While syntactic similarity, which has
been at the heart of linguistic research, is rather
objective, semantic similarity might vary. For ex-
ample, a lawyer might interpret the similarity of
two definitions differently than the CEO of an al-
liance partner or a stakeholder of an alliance partner.
Our method to identify similarity should therefore
not be taken at face value, but certainly provides a
first step to filter interesting definitions for further
in-depth research.

Third, we assume that definitions only concern
one topic each. While this is a reasonable assump-
tion, it might not hold true for all definitions. For
example, patent definitions can be related to tech-
nological and legal topics. Future research could
thus use other topic model approaches like latent
dirichlet allocation or soft clustering methods to
adjust for this.
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A Extraction methods

We explain the regular expression and Large Lan-
guage Model approach.

A.1 Regular Expression

The final regex we use to extract definitions is dis-
played in Figure 8. We explain the purpose of each
part of the regex in the following:

• (''|“)((.|\n){1,100}?)(''|”): This part matches
the definiendum. It works by first matching
the opening quotation mark, which can have
different formats. Then up to hundred charac-
ters can follow and the quotation mark has to
be closed again.

• ((.|\n){0,50}?)(mean|define): This part
matches everything up to the connector
phrase. The lazy quantifier is necessary
as otherwise this could match the connec-
tor phrase of the next definition and two
definitions would be extracted as one.

• ((.|\n)*?)\.: This part matches everything that
comes after the connector phrase until a ter-
minal point occurs. Note that this group com-
bined with the previous one can also match dif-
ferent forms of connectors, e.g ‘has the mean-
ing’ or ‘is defined as’, as all characters before
and after the character sequence ‘mean|define’
are matched.

• (\n|\s\s+): This part is used to see if the point
that was found is indeed a terminal point fin-
ishing the sentence. This is necessary as it
is difficult to distinguish abbreviations from
terminal points otherwise. On top of that, it
is a way to match both single sentence def-
initions and multiple sentence definitions as
long as there is only one white space character
between the sentences.

Here are two definitions from different contracts
and how they are detected by different parts of the
regex:

• 1.23 “Product” shall mean any product con-
taining a Development Candidate.¬

• “API Manufacturing Process” is defined as a
process used in the manufacture of API [. . .] in
order to market, sell and distribute the Product
in the Territory.¬

We display the comparison of human count and
regular expression count in the upper part of Figure
9. We do an error analysis of 26 contracts with a
difference of fifty or more from the manual count.
We find that thirteen contracts do not use quotation
marks, four contracts had no connector phrases
e.g. “mean” or “define”, two contracts exhibited
poor OCR layer quality, and one contract featured
multiple definitions defined more than once. Addi-
tionally, in six cases, we find that the manual count
was inaccurate, showing that the different layouts
between contracts and the repetitive nature of the
task can even make humans inaccurate.

A.2 Large Language Model

We employ Llama-3.1-70B-Instruct (Dubey
et al., 2024) to extract definitions from legal con-
tracts. Consistent with previous research (Li et al.,
2024; Dong et al., 2022), every prompt variation
we test generates definitions that are not present in
the source text, particularly for longer contracts.

Several prompting techniques fail to mitigate
this issue. In-context learning proves counterpro-
ductive, causing the model to invent definitions
that are similar to our provided examples, even if
they are not present in the contract. Structuring the
output into a separate definiendum and definiens
resulted in pairs, where the definiendum was part
of the original contract, but the definiens was not.
Furthermore, chunking the contract into smaller
segments to reduce the input context led to an even
higher rate of false definitions, particularly in sec-
tions of the contract which contained no definitions
at all.

While the prompt detailed in Figure 10 achieves
the best performance relative to the human baseline,
it still produces hallucinated definitions. As halluci-
nated definitions arguably are more detrimental for
further research, compared to missed definitions
and other research reports similar results (Li et al.,
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(''|“)((.|\n){1,100}?)(''|”)((.|\n){0,50}?)(mean|define)((.|\n)*?)\.(\n|\s\s+)

Figure 8: The full regular expression we use to extract definitions from contracts.

2024; Dong et al., 2022) we do not pursue LLMs
further for this task.

We display the comparison of human count and
the number of definitions found by the LLM in
the lower part of Figure 9. Similar to our analy-
sis on a subset of contracts we see that the LLM
returns more definitions than the human annota-
tors counted. We analyze a subset of contracts and
find that for many contracts the LLM hallucinates
definitions that are not part of the actual contract
text.

B Similarity graphs

We average the embeddings for all definientia of
one definiendum and then calculate the pairwise
cosine similarity between different definienda. De-
pending on the method, different thresholds can be
set to judge if a pair of definienda are similar to
each other. For example, setting the threshold of
similarity above 0.99 for GTE embeddings finds
193 pairs of similar definienda. By selecting each
definiendum as a node in a graph and connecting
nodes when their definienda are deemed similar, it
is possible to easily visualize which definienda are
similarly defined according to this method.

To show that the found pairs are similar to each
other we show a subset of graphs here. There are 72
distinct graphs that can be created with this method,
when setting the threshold above 0.99 cosine simi-
larity for GTE embeddings. In Figure 13 we show
all 21 graphs that have more than 2 nodes and fewer
than 9 nodes. There are 2 graphs with more than
8 nodes and 49 graphs with only two nodes not
depicted.

It is important to note, however, that definienda
that are defined similarly are not necessarily seman-
tically equivalent. One example are the definienda
‘excluded assets’ and ‘purchased assets’ which ac-
tually describe opposite terms. The definientia of
both terms are syntactically very similar however,
e.g. the following one for excluded assets: “shall
mean all assets and properties ( other than the Pur-
chased Assets )” is very similarly defined to the
one for the purchased assets of a different contract:

“shall mean all assets of Seller ( excluding only the
Excluded Assets described in Section 2.2 below

)”. In this case the embedding rated the similar-
ity highly, even though the semantic meaning is
actually opposite.

C Topic model evaluation

Topic model effectiveness is typically evaluated
by using two metrics: topic coherence and topic
diversity. A widely accepted measure for topic
coherence is Normalized Pointwise Mutual Infor-
mation (NPMI) (Bouma, 2009), which has demon-
strated reasonable performance in mimicking hu-
man judgment (Lau et al., 2014). The measure
ranges from [−1, 1], where 1 indicates a perfect
association. Topic diversity is the percentage of
unique words for all topics (Dieng et al., 2020).
This metric is quantified within the range [0, 1],
where a value of 0 indicates completely redundant
topics and a value of 1 indicates completely diverse
topics. It is important to acknowledge that, while
these measures provide an indication of a model’s
performance, they serve as proxies for what is ul-
timately a subjective evaluation. Coherence and
diversity can be perceived differently depending
on the individual, and these measures should not
be used as a way of optimizing topic models but
instead, they should be viewed as providing an in-
dication of performance (Grootendorst, 2022).

Both NPMI and diversity scores are calculated
for each cluster amount, ranging from 10 to 50
clusters. As HDBSCAN cannot create a specific
amount of cluster, the minimum cluster size hy-
perparameter is set between 300 and 1000 in steps
of 17 so that between 10 and 50 clusters are cre-
ated. The dimension to which the dimensionality
reduction algorithm reduces to is tested for each
algorithm in steps of 10 from 10 to 50. Other hy-
perparameters are kept constant and to their default
values during different runs. As coherence score
calculation is memory intensive, 100,000 defini-
tions are randomly chosen as a subset on which all
clusters are created.

Another aspect of clustering is the running time
of each model, as faster models are more practical
to use. For this matter, all combinations of Di-
mensionality Reduction and Clustering Methods
are used with hyperparameters set to 10 clusters
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Figure 9: Comparison of human count to the number
of definitions found by regex in the upper figure and by
LLM in the lower figure on log scale. The black line
indicates perfect alignment, while the each dot above
the line means the corresponding method found more
definitions than the human count, while each dot below
means the humans counted more definitions than the
method found. We can see that in the majority of con-
tracts the LLM finds more definitions than the human
count. In our analysis we find a lot of hallucinated defi-
nitions that are not part of the actual contract.

or 1000 as the minimum cluster size for HDB-
SCAN. The time we need to embed the defini-
tions was not added, as this step can be precom-
puted. This one time step takes around 5 GPU
hours for each embedding method on the whole
dataset. All of these timed runs are performed on an
NVIDIA GeForce RTX 2080 Ti and an Intel(R)
Core(TM) i7-9700K CPU and we reporte the aver-
age over 3 runs.

The results of the evaluation can be seen in Ta-
ble 2. The HDBSCAN clustering algorithm per-
forms the best out of the three methods tested, both
in terms of general topic coherence and diversity,
while BIRCH performs worst. However, the results

LLM Prompt

System: Your task is to find all
definitions in contracts. Respond
only in python list format. Add
a new entry to the list for
each definition. Highlight the
definiendum in each definition with
«». If you don’t find any return an
empty python list.
[
"«Definiendum1» means ...", // The
first definition
"«Definiendum2» means ...", // The
second definition
]
User: <Text of one contract>"

Figure 10: The prompt with the best performance for
extracting definitions with a Large Language Model.

of HDBSCAN should not necessarily be taken at
face value, as it filters out noisy data compared
to the other clustering algorithms tested. Depend-
ing on the number of clusters filtered by their size,
HDBSCAN only clusters between 50− 70% of the
definitions.

In general, the definitions are quite diverse, as
all diversity scores are greater than 0.9. This is
underlined by the coherence scores of different
cluster sizes. On average, topic models with 30
clusters have a coherence score 0.07 higher than
topic models with 10 clusters, and topic models
with 50 clusters have an additional increase in the
coherence score of 0.03.

The best coherence scores are achieved with a
large number of clusters, and we show the top five
topics of the topic models with 50 topics. We
show the dynamic topic models for each type of
clustering algorithm that we use with the fixed-
dimensionality reduction method UMAP. Figure 11
shows the topics for HDBSCAN, Figure 7 shows
the topics for K-Means, and Figure 12 shows the
topics when using BIRCH. All topic models show
the trend that technological definitions about prod-
ucts or their development were the most common
in the year 2000, but became less common over the
years. In contrast, stock-related definitions have
become much more common compared to other
definition topics.
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Embedding Dimens. Reduction Clustering Coherence Diversity Runtime

GTE PCA BIRCH -0.019439 0.961011 25.55
GTE PCA HDBSCAN 0.083254* 0.983011 164.85
GTE PCA K-Means 0.003356 0.955560 30.80
GTE Truncated SVD BIRCH -0.038055 0.962230 25.00
GTE Truncated SVD HDBSCAN 0.082802* 0.983106 159.85
GTE Truncated SVD K-Means 0.001938 0.955537 24.33
GTE UMAP BIRCH 0.020336 0.960023 116.29
GTE UMAP HDBSCAN 0.052988* 0.951642 119.28
GTE UMAP K-Means 0.028103 0.968145 116.53
SBERT PCA BIRCH -0.014009 0.912952 70.84
SBERT PCA HDBSCAN 0.128869* 0.978100 166.38
SBERT PCA K-Means 0.015207 0.938769 23.03
SBERT Truncated SVD BIRCH -0.020028 0.909377 70.05
SBERT Truncated SVD HDBSCAN 0.123977* 0.979926 164.95
SBERT Truncated SVD K-Means 0.014620 0.938340 22.34
SBERT UMAP BIRCH 0.021142 0.952062 115.29
SBERT UMAP HDBSCAN 0.096806* 0.959011 118.83
SBERT UMAP K-Means 0.039753 0.963235 113.36

Table 2: The mean coherence and diversity scores achieved by the combination of multiple methods and their
corresponding average runtime in seconds. HDBSCAN coherence scores are marked as it only clusters between
50− 70% of definitions.

Figure 11: Top five topics of a Dynamic Topic Model
using UMAP, HDBSCAN and GTE Embeddings.

Figure 12: Top five topics of a Dynamic Topic Model
using UMAP, BIRCH and GTE Embeddings.
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Abstract

AI agents are increasingly used in consumer-
facing applications to assist with tasks such as
product search, negotiation, and transaction ex-
ecution. In this paper, we investigate a future
setting where both consumers and merchants
authorize AI agents to automate the negotia-
tions and transactions in consumer settings. We
aim to address two questions: (1) Do differ-
ent LLM agents exhibit varying performances
when making deals on behalf of their users? (2)
What are the potential risks when we use AI
agents to fully automate negotiations and deal-
making in consumer settings? We designed an
experimental framework to evaluate AI agents”
capabilities and performance in real-world ne-
gotiation and transaction scenarios, and experi-
mented with a range of open-source and closed-
source LLMs. Our analysis reveals that deal-
making with LLM agents in consumer settings
is an inherently imbalanced game: different
AI agents have large disparities in obtaining
the best deals for their users. Furthermore, we
found that LLMs” behavioral anomaly might
lead to financial loss when deployed in real-
world decision-making scenarios, such as over-
spending or making unreasonable deals. Our
findings highlight that while automation can
enhance transactional efficiency, it also poses
nontrivial risks to consumer markets. Users
should be careful when delegating business de-
cisions to LLM agents.
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Abstract

Retrieval-Augmented Generation (RAG) is a
promising approach to mitigate hallucinations
in Large Language Models (LLMs) for legal
applications, but its reliability is critically de-
pendent on the accuracy of the retrieval step.
This is particularly challenging in the legal do-
main, where large databases of structurally sim-
ilar documents often cause retrieval systems to
fail. In this paper, we address this challenge by
first identifying and quantifying a critical fail-
ure mode we term Document-Level Retrieval
Mismatch (DRM), where the retriever selects
information from entirely incorrect source doc-
uments. To mitigate DRM, we investigate a
simple and computationally efficient technique
which we refer to as Summary-Augmented
Chunking (SAC). This method enhances each
text chunk with a document-level synthetic
summary, thereby injecting crucial global con-
text that would otherwise be lost during a stan-
dard chunking process. Our experiments on a
diverse set of legal information retrieval tasks
show that SAC greatly reduces DRM and, con-
sequently, also improves text-level retrieval pre-
cision and recall. Interestingly, we find that a
generic summarization strategy outperforms an
approach that incorporates legal expert domain
knowledge to target specific legal elements.
Our work provides evidence that this practi-
cal, scalable, and easily integrable technique
enhances the reliability of RAG systems when
applied to large-scale legal document datasets.1

1 Introduction

Large Language Models (LLMs) are increasingly
adopted in high-stakes domains such as law. Yet,
they remain critically limited by the phenomenon

*Equal contribution.
†Work was performed at University of Trento.
‡Correspondence: markus.reuter@stud.tu-darmstadt.de
1Code is available at https://github.com/

DevelopedByMarkus/summary-augmented-chunking.
git.

of hallucination: incorrect outputs that are fabri-
cated or deviate from the provided source material,
posing severe risks in legal applications (Huang
et al., 2025; Li, 2023; Qin and Sun, 2024). Recent
studies report hallucination rates between 58–80%
for general-purpose LLMs on legal tasks (Dahl
et al., 2024), highlighting how factual reliability is
not just desirable but essential for deploying LLMs
in the legal domain.

This challenge is amplified by forward-looking
proposals for how legal documentation itself may
evolve. For instance, Pałka et al. (2025) suggest
that privacy policies may intentionally become
longer and more comprehensive to ensure they are
legally complete. In such a future, LLMs are ex-
pected to serve as the designated “readers” of these
texts, extracting and summarizing information for
human users. This vision, however, can only be
realized if the systems are highly reliable.

Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) has emerged as one of the lead-
ing approaches to improving reliability. Using
a trusted text corpus to provide factual evidence,
RAG guides the LLM’s output, reducing hallucina-
tions and ensuring closer alignment with the source
material (Tonmoy et al., 2024). In the context of
long, structurally similar legal documents, identi-
fying the relevant text passage as “needle in the
haystack” becomes a top priority that we aim to
address.

On a technical level, we quantify the retrieval
quality with our Document-Level Retrieval Mis-
match (DRM) metric and the character-level pre-
cision and recall. Then, we investigate a simple
yet effective technique to improve retrieval qual-
ity, Summary-Augmented Chunking (SAC). We
enrich text chunks in the trusted text corpus with
document-level summaries. This preserves global
context, lost in standard chunking, guiding the re-
triever toward the correct document without alter-
ing the underlying retrieval pipeline. This method
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is applied to question-answering tasks across a di-
verse set of legal documents, including privacy poli-
cies, non-disclosure agreements, and merger-and-
acquisition contracts.

Key contributions: (i) First, we define and quan-
tify Document-Level Retrieval Mismatch (DRM),
a key failure mode we observe in standard RAG
pipelines where the retrieved information origi-
nates from the entirely wrong source document. (ii)
We propose Summary-Augmented Chunking (SAC)
as a lightweight and modular solution that strongly
reduces DRM by injecting global context directly
into each chunk. We experimentally validate SAC
on Legalbench-RAG (Pipitone and Alami, 2024),
showing substantial improvements over standard
chunking. (iii) Additionally, we explore how to uti-
lize legal domain knowledge by evaluating both a
generic and an expert-guided summarization strat-
egy. Interestingly, we find that simple, general-
purpose summarization yield the best retrieval per-
formance.

2 Background and Related Work

2.1 Retrieval-Augmented Generation

RAG (Lewis et al., 2020) is a powerful paradigm
that enhances the reliability of LLMs by ground-
ing their outputs in external knowledge sources.
This approach is particularly crucial in high-stakes
domains like law, where factual accuracy is not
just desirable but mandatory. The standard RAG
pipeline consists of two main stages: a retriever
that searches a large document corpus to find text
snippets or “chunks” that are relevant to a user’s
query and a generator model that synthesizes a final
answer based on these retrieved chunks.

RAG has been adapted for a wide array of legal
tasks (Hindi et al., 2025), including case reasoning
(Yang, 2024), legal judgment prediction (Peng and
Chen, 2024), and legal question-answering (Cheru-
bini et al., 2024; Visciarelli et al., 2024). Recent
approaches have focused on improving reliabil-
ity by imposing more structure on the knowledge
source, for instance, through knowledge graphs
(Kalra et al., 2024) or structured case databases
(Wiratunga et al., 2024; Jayawardena et al., 2024).

Despite its demonstrated ability to improve fac-
tual accuracy in context-sensitive tasks (Gupta
et al., 2024), the effectiveness of RAG is critically
dependent on the quality of the initial retrieval step
(Huang et al., 2025; Hou et al., 2024a,b). If the
retriever fails to select information that is relevant

or complete, the generator may produce factually
unsupported responses. Accordingly, prior studies
demonstrate that RAG is not a guaranteed solution,
as legal RAG systems continue to generate a consid-
erable amount of hallucinated content, particularly
when the retrieval mechanism is ineffective (Dahl
et al., 2024; Magesh et al., 2025; Ariai and Demar-
tini, 2024). Our work addresses this challenge by
focusing on the pre-retrieval stage, the engineering
of the knowledge base, which forms the foundation
of any reliable RAG system.

2.2 Unique Challenges of Legal Text for RAG
Legal documents present a major challenge for au-
tomated text processing systems due to their spe-
cific linguistic and structural characteristics (Ash-
ley, 2018; Ferraris et al., 2024; Liepina et al., 2019;
Martinelli, 2023). These challenges make retrieval
particularly prone to errors.

(i) Lexical Redundancy: Legal language is
highly standardized, featuring boilerplate clauses,
formally defined phrases, and specialized termi-
nology that are often repeated across thousands
of documents (Akter et al., 2025). For example,
Non-Disclosure Agreements within a database may
be structurally almost identical, differing only in a
few critical variables such as party names or dates.
This high degree of similarity can easily confuse
retrieval models that rely on surface-level keyword
matching or vector similarity (Joshua et al., 2025).

(ii) Hierarchical Structure: Legal texts are or-
ganized in complex layouts with nested sections,
subsections, and dense cross-references. Stan-
dard chunking strategies ignore document hierar-
chy (Ferraris et al., 2024; Zilli et al., 2025), which
cuts off these logical connections. As a result, re-
trieved chunks may appear relevant but lose their
intended meaning when disconnected from their
structural context.

(iii) Fragmented Information: Answering a
legal question often requires synthesizing infor-
mation scattered across multiple sections or even
different documents (Hindi et al., 2025). For exam-
ple, interpreting an exception clause in a privacy
policy may depend on definitions or stipulations
introduced much earlier in the document. Retrieval
systems must therefore go beyond finding locally
relevant chunks and instead capture distributed fac-
tual dependencies that contribute to a legally mean-
ingful answer (Bendahman et al., 2025).

(iv) Provenance and Traceability: In legal ap-
plications, the provenance of information is of high
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importance. Answering a question correctly is in-
sufficient if the supporting text is retrieved from
the wrong source document (Uke et al., 2025). For
instance, pulling a clause from a similar but dis-
tinct contract would undermine the legal validity of
the generated output and erode user trust (Joshua
et al., 2025; Hindi et al., 2025). Consequently, legal
professionals require a transparent and verifiable
“reasoning trail” from the generated answer back to
the specific clauses in the original source document
(Richmond et al., 2024). This need for an auditable
path, where every piece of information can be vali-
dated against its source, makes document-faithful
retrieval a fundamental measure of a system’s reli-
ability.

2.3 Focus on the Pre-Retrieval Stage:
Chunking and Context Enrichment

The performance of a RAG system is heavily influ-
enced by the pre-retrieval phase, where the knowl-
edge base documents are processed and indexed.
The dominant practice is chunking, that breaks
down large documents into smaller pieces for effi-
cient indexing in a vector database. This process
must balance efficiency (smaller chunks), relevance
(precise chunks), and context preservation (seman-
tically complete chunks) (Barnett et al., 2024; Gao
et al., 2023b). Naive chunking methods like fixed-
size splitting can fragment logical units, leading to
incomplete text snippets. More advanced strategies
aim to preserve meaning. Recursive character split-
ting, for instance, divides text along natural bound-
aries like paragraphs and punctuation2. Semantic
chunking uses language models to identify natu-
ral breakpoints, ensuring each chunk encapsulates
a complete idea. Yet, even these methods strug-
gle with legal text, as they may miss provisions
spanning multiple sections or fail to handle nested
clauses effectively (Ferraris et al., 2024; Kalra et al.,
2024; Qu et al., 2024).

This can be explained due to a fundamental limi-
tation of chunking: the inevitable loss of global con-
text. Each chunk is embedded as an isolated vector,
disconnected from the broader document it belongs
to. This isolation is a primary cause of what we
identify and later formally define as Document-
Level Retrieval Mismatch (DRM), a critical failure
where the retriever selects chunks from entirely
incorrect source documents that happen to share
superficial similarities with the query. This is par-

2https://python.langchain.com/docs/how_to/
recursive_text_splitter/

ticularly problematic in legal databases with numer-
ous structurally similar documents. While context
loss is a known issue (Ferraris et al., 2024; Günther
et al., 2024), DRM has not been formally quantified
in the legal NLP literature.

To combat this context loss, various general con-
text enrichment strategies have been developed.
A straightforward local approach is to expand re-
trieved chunks to include surrounding sentences,
a technique referred to as “Small2Big”. A more
global approach involves adding metadata, which
can be either standard (timestamps, authors, ti-
tles) or artificially generated. Examples of arti-
ficial metadata include chunk-specific explanatory
context, such as in Contextual Retrieval by An-
thropic3, or synthetic questions that a chunk could
answer, as seen in methods like Reverse HyDE
and QuIM-RAG (Gao et al., 2023a; Saha et al.,
2024). Our Summary-Augmented Chunking falls
into this last category, focusing on a lightweight,
scalable approach where a single document-level
summary provides global context to every chunk
derived from it.

While our work focuses on this practical tech-
nique, other research has explored more architec-
turally complex solutions. These include methods
that rethink the indexing structure, such as the hier-
archical approach in RAPTOR (Sarthi et al., 2024),
or knowledge graphs that model legal relationships
(Kalra et al., 2024). The recent Late Chunking
method (Günther et al., 2024) preserves more se-
mantic context information by first embedding a
document’s full content and then performing chunk-
ing at the embedded level. Finally, the emergence
of long-context models that can process hundreds
of thousands of tokens presents a potential alter-
native to the chunking paradigm altogether, a use
case specifically highlighted by OpenAI for lengthy
legal documents (OpenAI, 2024).

However, these advanced methods often intro-
duce significant computational overhead or imple-
mentation complexity. Our research, in contrast,
deliberately focuses on a practical, modular, and
resource-efficient technique. Furthermore, we in-
vestigate a novel aspect of context enrichment by
examining how domain expertise from legal pro-
fessionals can be used to create more powerful,
legally-informed summaries.

3https://www.anthropic.com/engineering/
contextual-retrieval
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User Query:
Consider the Consulting Agreement between Emerald Health
Naturals, Inc. and Dr. Gaetano Morello; Can this contract be
terminated for convenience, and under what conditions?

The retriever searches
through the knowledge
base containing chunks

from all documents

Document-Level
Retrieval Metric:

DRM

Character-Level
Retrieval Metric:
Precision/Recall

Retrieved Text Chunk (Success):
"5.4 Emeralds’ Right to Terminate this Agreement without
Cause. The Company may terminate this Agreement and
the engagement of the Contractor without Cause"
origin document: consulting_agreement_emerald.txt

Ground Truth Snippet Span:
Start to End [6090, 6226]

Ground Truth Reference in Document:
[...] 5.4 Emeralds’ Right to Terminate this
Agreement without Cause. The Company may
terminate this Agreement and the engagement
of the Contractor without Cause at any time on
30 days prior written notice. The date of
termination will be [...] End

Start

Ground Truth Document:
consulting_agreement_emerald.txt

Chunk
Embedding
DatabaseDocument

Database

Summarize
Document

Summary Augmented Chunk
Recursive
Chunking

Document Summary:
Consulting agreement:

Emerald Health hires Dr.
Gaetano Morello Inc. [...]

Text Chunk:
"5.4 Emeralds’ Right to

Terminate [...] the
Contractor without

Cause"

b) Summary Augmented
Chunking:

a) LegalBench-RAG Metrics:

Figure 1: Part a) illustrates how our retrieval quality metrics, Document-Level Retrieval Mismatch (DRM) and
text-level precision/recall, are computed in the LegalBench-RAG (Pipitone and Alami, 2024) information retrieval
task. Part b) shows the process of setting up the knowledge base using Summary Augmented Chunks (SAC).

3 Methodology

3.1 Task Definition and Dataset

To evaluate improvements in a RAG pipeline, a
benchmark must be able to isolate the performance
of the retrieval stage from the final generative out-
put. Widely adopted benchmarks like LegalBench
(Guha et al., 2023) and LexGLUE (Chalkidis et al.,
2021) are designed to test the intrinsic reasoning ca-
pabilities of LLMs. Consequently, when these are
used to evaluate RAG systems, any performance
changes are difficult to attribute specifically to the
retrieval component, as its contribution is blended
with the model’s internal knowledge. For this rea-
son, our study uses LegalBench-RAG (Pipitone and
Alami, 2024), a recently developed benchmark
specifically designed to isolate and evaluate the
retrieval component of RAG systems in the legal
domain. It is constructed from the well-established
LegalBench corpus.

The LegalBench-RAG benchmark comprises
multiple datasets that target distinct types of legal
documents: (i) CUAD (Contract Understanding
Atticus Dataset, (Hendrycks et al., 2021)), which
contains general contracts; (ii) MAUD (Merger
Agreement Understanding Dataset, (Wang et al.,
2023)), consisting of merger agreements; (iii) Con-
tractNLI (Koreeda and Manning, 2021), a dataset
of non-disclosure agreements; and (iv) PrivacyQA
(Ravichander et al., 2019), which includes privacy
policies from mobile applications.

We measure the performance on LegalBench-
RAG via document-level DRM and character-level
precision/recall between the retrieved and ground-

truth text snippets (see Figure 1a), offering a holis-
tic measure of retrieval quality. While our current
work focuses exclusively on this retrieval analysis,
we are currently working on adapting a benchmark
such as the Australian Legal QA dataset4 for end-
to-end performance evaluation in future work.

3.2 Problem of Document-Level Retrieval
Mismatch (DRM)

We started by conducting diagnostic experiments
with a standard RAG approach in LegalBench-
RAG (Pipitone and Alami, 2024) to establish a
baseline performance and understand the behavior
of standard RAG systems on this task. We began
by evaluating a range of retrieval architectures and
embedding models to determine the typical per-
formance ceiling and identify any systemic weak-
nesses. Across different configurations and models,
overall retrieval scores remained consistently low
(see Appendix C).

We identified a major bottleneck: across differ-
ent architectures and embedding models, retrievers
frequently select chunks from entirely incorrect
source documents. We define Document-Level
Retrieval Mismatch (DRM) as the proportion of
top-k retrieved chunks that do not originate from
the document containing the ground-truth text.

While DRM is a general challenge for retrieval
systems and increases the probability of hallucina-
tions in the subsequent generation of RAG systems
(Hou et al., 2024a), its impact is particularly severe
in the legal domain due to the high degree of lexical

4https://huggingface.co/datasets/isaacus/
open-australian-legal-qa
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and structural similarity across documents (Ferraris
et al., 2024). For instance, when we tested a stan-
dard RAG pipeline on ContractNLI data (Koreeda
and Manning, 2021), we observed DRM rates over
95% (Fig. 2a) in a pool of 362 documents. Our
legal experts hypothesize that this may be due to
the highly standardized, boilerplate nature of non-
disclosure agreements, which are largely uniform
apart from a few key variables. This linguistic ho-
mogeneity confuses retrieval models that rely on
semantic similarity (or keyword matching), leading
them to prioritize chunks that are textually similar
to the query but from the wrong agreement. A con-
crete example of how the retriever fails on similar
contracts can be found in Section 5.2.

This problem of lexical and structural similar-
ity is not limited to contracts: in any legal task,
users need assurance that retrieved context truly
comes from the intended document. For example,
when answering a question about a privacy pol-
icy, pulling text from a different but similar policy
undermines both factual accuracy and trust in the
system. Even if the generated answer happens to
be correct, legal professionals expect document-
faithful reasoning, making DRM a key measure of
whether retrieval respects source boundaries.

3.3 A Simple Solution: Summary Augmented
Chunking (SAC)

To combat DRM, we experimented with a simple
methodology that we named Summary-Augmented
Chunking (SAC). SAC works as follows (see Fig-
ure 1b):

(i) Summarization: For each document in the
corpus, we use an LLM to generate a single, con-
cise summary as “document fingerprint”, approxi-
mately 150 characters long. A detailed analysis of
length and its impact is provided in Appendix A. (ii)
Chunking: We employ a recursive character split-
ting strategy to partition the document’s content
into smaller, manageable chunks. This established
method performs well on our dataset, as supported
by prior work (Kalra et al., 2024) and our own em-
pirical results. (iii) Augmentation: We prepend
the document-level summary to each chunk derived
from that document. (iv) Indexing: The summary-
augmented chunks are then embedded and indexed
in a vector database for retrieval.

This approach injects crucial global context into
each chunk, specifically to mitigate DRM by guid-
ing the retriever to the correct source document.
The method is highly practical, requiring only one

additional LLM call per document and can be
smoothly integrated into existing RAG pipelines
with minimal computational overhead. The generic
prompt used for summarization is the following:

Generic Summarization Prompt

System: You are an expert legal document summa-
rizer.
User: Summarize the following legal document text.
Focus on extracting the most important entities, core
purpose, and key legal topics. The summary must
be concise, maximum {char_length} characters long,
and optimized for providing context to smaller text
chunks. Output only the summary text.
Document: {document_content}

Because LLMs often deviate from the specified
length, we allowed a tolerance of 20 characters.
Outputs exceeding this limit were regenerated with
a reduced char_length value.

3.4 Expert-Guided Summarization

While generic summaries provide a significant
improvement, we hypothesize that tailoring sum-
maries to the nuances of specific legal document
types could further enhance retrieval performance.
The especially high residual mismatch in datasets
containing non-disclosure agreements and privacy
policies (Fig. 2b) suggests that certain contractual
language requires more sophisticated contextual
cues, motivating our Expert-Guided summarization
approach.

In collaboration with two legal experts5, we en-
gineered a more sophisticated “meta-prompt” that
instructs the LLM to generate summaries as dis-
tinct as possible within a document type. It directs
the model to identify and prioritize key differen-
tiating legal variables. To test this, we focused
on non-disclosure agreements and privacy policies,
defining each type’s key characteristics from legally
required elements and highlighting distinguishing
features such as party names, definitions of data
categories and their processing (for privacy poli-
cies), and definitions of confidential information
(for NDAs). Our resulting expert-guided summa-
rization prompt can be found in Appendix D.

This idea is supported by recent findings in legal
NLP. For instance, research on summarizing Italian
tax law decisions has demonstrated that a modular,
expert-validated approach provides a solid basis for
downstream semantic search, a task analogous to

5An associate professor and a postdoctoral researcher in
law, with expertise in data protection and private law.
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Figure 2: Document-Level Retrieval Mismatch (DRM) of a standard RAG approach (left) and using our Summary
Augmented Chunking (right), applied to the 4 datasets in the LegalBench-RAG benchmark. Retrieval using SAC
selects fewer wrong documents across all top-k retrieved snippets and seeds.

our retrieval application (Pisano et al., 2025). Ac-
cording to their findings, moving beyond generic
summarization could be vital for complex legal
texts. Their two-step method combines separate
summary parts, whereas our “meta-prompt” uses
conditional logic to integrate document type classi-
fication and summarization implicitly.

4 Experimental Setup

We evaluate the performance of our methods cov-
ering a broad picture of retrieval quality:

(i) Document-Level Retrieval Mismatch
(DRM): As our primary metric, DRM directly mea-
sures the retriever’s ability to identify the correct
source document. A lower DRM indicates higher
precision at the document level.

(ii) Text-Level Precision: It measures the frac-
tion of all the retrieved text that is part of the ground
truth text span. High precision means that the re-
trieved context is concise and contains minimal
irrelevant “noise”.

(iii) Text-Level Recall: It evaluates what frac-
tion of the ground truth text was found by the re-
trieval system. High recall indicates that the system
found all the necessary information.

As our baseline, we implemented a standard
RAG pipeline using a recursive character splitting
strategy with a chunk size of 500 characters and
without overlap. The document summaries were
generated using gpt-4o-mini (Hurst et al., 2024)
and we instructed and processed the summaries to
be about 150 characters long (details in the Ap-
pendix A). The concatenated texts were embedded

with thenlper/gte-large6 (Li et al., 2023) (see
Appendix C) and indexed in a FAISS (Johnson
et al., 2019) vector database with cosine similarity
as retrieval metric.

Dense semantic search excels at capturing con-
ceptual similarity but may overlook exact lexi-
cal matches. In contrast, BM25 (Robertson and
Zaragoza, 2009) is well established for keyword-
based retrieval and can be effective for queries with
unique identifiers or technical terminology. We
therefore experimented with a hybrid dense+sparse
retrieval. However, results showed that BM25
(sparse) improved DRM but decreased precision/re-
call while introducing additional computational
overhead (see the Appendix B), so we decided to
only use dense retrieval in the main experiments.

For all systems, we report performance across a
range of top-k retrieved chunks. This reflects real-
world deployment scenarios, where practitioners
must balance precision and recall depending on
application needs. Reporting the full curve enables
a more informative assessment of trade-offs across
retrieval strategies.

5 Results

5.1 Automatic Evaluation
We demonstrate that SAC significantly reduces
DRM compared to the baseline, showcasing its
effectiveness in providing necessary global context.
The results, reported in Figure 2b, show a dramatic
reduction in DRM across a wide range of hyper-
parameters, effectively halving the mismatch rate.

6https://huggingface.co/thenlper/gte-large
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Figure 3: Text-level precision (left) and recall (right) of the standard RAG approach and SAC with general or
expert-guided summarization strategy. The metrics are averaged over all datasets and seeds.

Crucially, this improvement in document-level ac-
curacy translates directly to improved text-level
retrieval quality. By guiding the retriever to the
correct document, RAG systems using SAC sig-
nificantly outperform the standard RAG baseline
on character-level precision and recall as well (Fig-
ure 3). Unexpectedly, Expert-Guided Summariza-
tion did not yield improvements over the general
prompt (Figure 3). It resulted only in slightly better
retrieval metrics in a few specific settings, such as
with larger chunk sizes.

5.2 Qualitative Evaluation of Legal Experts

Beyond quantitative metrics, a qualitative analy-
sis offers critical insights into how different sum-
marization strategies impact retrieval, especially
where the baseline struggles. We illustrate these
observations with a representative example from
the ContractNLI dataset, focusing on a query about
Non-Disclosure Agreements (NDAs), highlight-
ing baseline failure and contrasting generic versus
expert-guided SAC.

Example 1: NDA (contractnli)

Query: “Consider Evelozcity’s Non-Disclosure
Agreement; Does the document allow the Receiv-
ing Party to independently develop information that
is similar to the Confidential Information?”

Ground Truth:
Relevant document: NDA-Evelozcity.txt
Relevant snippets: “The obligations of the Recipient
specified in Section 2 above shall not apply with
respect to Confidential Information to the extent that
such Confidential Information:”
“(d) is independently developed by or for the Recip-
ient by persons who have had no access to or been
informed of the existence or substance of the Confi-

dential Information.”

A. Baseline Retrieval - No Summary
Retrieved document: NDA-ROI-Corporation.txt ✗
Retrieved snippet: “NON-DISCLOSURE AGREE-
MENT FOR PROSPECTIVE PURCHASERS”
Comment: Complete failure, distracted by structural
similarity of an other irrelevant NDA header.

B. Using a 150-character summary generated with
the generic meta-prompt
Retrieved document: NDA-Evelozcity.txt ✔
Summary: “Non-Disclosure Agreement between
Evelozcity and Recipient to protect confidential in-
formation shared during a meeting.”
Retrieved snippet: “; or (d) is independently devel-
oped by or for the Recipient by persons who have
had no access to or been informed of the existence or
substance of the Confidential Information.”
Comment: Successful document-level retrieval (97%
precision, 50% recall). The generic summary effec-
tively guided to the correct document and relevant
clause.

C. Using a 150-character summary generated with
the expert meta-prompt
Retrieved document: NDA-Evelozcity.txt ✔
Summary: “NDA between Evelozcity and Recipient;
covers vehicle prototypes, confidentiality obligations,
exclusions, 5-yr term, CA governing law.”
Retrieved snippet: “NON-DISCLOSURE AGREE-
MENT
This NON-DISCLOSURE AGREEMENT (this
“Agreement”) is made as of this ___ day of __ 2019,
by and between Evelozcity with offices at *address*
(the “Disclosing Party”), and __ (the “Recipient”).”
Comment: While the correct document was found,
the snippet is the introductory boilerplate, completely
useless for the query.

D. Using a 300-character summary generated with
the expert meta-prompt
Retrieved document: NDA-Evelozcity.txt ✔
Summary: “**Definition of Confidential Informa-
tion**: Non-public vehicle prototypes and company
plans. **Parties**: Disclosing Party: Evelozcity,
CA; Recipient: [Name Not Provided]. **Obliga-
tions**: Keep confidential, limit access to affiliates,
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use only for evaluation. **Exclusions**: Public
knowledge, prior possession, independent develop-
ment.”
Retrieved snippet: The same snippet as in case C.
Comment: Similar to C, correct document, but irrele-
vant boilerplate snippet despite richer summary.

The ground truth in Example 1 consists of two
related snippets addressing the independent devel-
opment of information similar to confidential ma-
terial. It demonstrates the baseline’s (A) complete
failure to identify the correct document, highlight-
ing the high Document-Level Retrieval Mismatch
(DRM) caused by lexical redundancy and struc-
tural similarities in legal corpora. Both generic (B)
and expert-guided (C, D) SAC approaches, how-
ever, successfully guided the retriever to the correct
source document, clearly showing SAC’s effective-
ness in mitigating DRM by injecting global con-
text.

Crucially, while document-level retrieval im-
proved, a key difference emerged in snippet quality.
The top-ranked chunk with the generic summary
(B) was one of the correct snippets, directly engag-
ing with the query. Conversely, both expert-guided
summaries (C and D), despite retrieving the cor-
rect document, yielded an irrelevant introductory
boilerplate snippet.

From a legal expert perspective, the expert-
guided summaries (especially D) are richer, more
structured and contain highly discriminative infor-
mation for differentiating between NDAs (e.g., par-
ties, subject matter, duration, exclusions). Yet, this
legal assessment contrasts with observed retrieval
performance. Expert summaries, while legally
more informative and superior for differentiating
documents, did not translate to better text-level
snippet retrieval. This counter-intuitive result re-
quires a more technical explanation (we explore in
the next Section 5.3) and suggests a complex inter-
action within the embedding space, where highly
specific, dense legal information may not be opti-
mally processed for general query alignment.

5.3 Discussion
Our findings demonstrate that summary-based con-
text enrichment provides a robust and scalable so-
lution to a fundamental weakness of RAG in the
legal domain: the loss of global context during
chunking. By prepending document-level sum-
maries to each text chunk, our method helps in
guiding the retriever toward the correct source doc-
ument, as evidenced by the drastic reduction in

DRM. This is particularly valuable in legal corpora,
where high structural similarity and standardized
language make cross-document confusion a dom-
inant failure mode. The success of this simple
intervention underscores the importance of preserv-
ing document-level semantics in a domain where
the overarching context dictates the meaning of in-
dividual clauses, a critical aspect for reliable legal
NLP applications.

Interestingly, our experiments revealed that
generic summaries consistently outperformed
expert-guided ones, a counter-intuitive result given
the legal precision of the latter. As highlighted in
Section 5.2, from a legal perspective, expert-guided
summaries successfully capture the distinctive ele-
ments required to differentiate between contracts
of the same type. However, for the purpose of
retrieval, we hypothesize two potential technical
explanations for this observed performance gap.

First, generic summaries may strike a better bal-
ance between distinctiveness and broad semantic
alignment with a wider variety of potential queries.
While legally more precise, highly specific, expert-
driven cues in the summaries might inadvertently
overfit to narrow features. This would improve
retrieval only in very specific cases and reduce ro-
bustness across a broader range of user intents.

Second, the informationally dense and structured
language of expert-guided summaries may pose
challenges for smaller embedding models, which
must compress both the summary and chunk into
a single vector. To investigate this potential bot-
tleneck, future experiments with stronger, more
capacious embedding models are needed.

In general, the interaction between summaries
added to a chunk within the embedding space is
complex. A strong global signal from the summary
could overshadow the local relevance of a chunk.
Understanding this dynamic is critical to improve
our approach. Interesting insights from a machine
learning perspective could be gained when analyz-
ing the embedding space directly. We plan to use
clustering and dimensionality reduction techniques
to visualize how the concatenation of summaries
and chunks behaves in the embedding space.

From a practical perspective, our results high-
light the value of simple, modular interventions in
the pre-retrieval stage. Unlike more complex ar-
chitectural solutions (e.g., knowledge graphs, late
chunking, or long-context models), SAC is inexpen-
sive, requiring only a single additional summary
per document, and integrates seamlessly into ex-
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isting RAG pipelines. This makes it scalable even
to large and dynamically changing legal databases.
For practitioners, generic SAC provides an easily
adoptable technique that delivers tangible improve-
ments without the need for domain-specific fine-
tuning or significant infrastructure changes.

Finally, our findings contribute to the broader
vision of “LLMs as legal readers” (Pałka et al.,
2025). If future legal documents become longer
and more comprehensive, retrieval reliability will
be even more critical. Our approach represents
a practical step toward building systems that can
process such documents with greater reliability,
making AI a more trustworthy partner in navigating
the complexity of legal texts.

5.4 Limitations and Future Work
While promising, our work has several limitations.
First, our experiments were restricted to particular
categories of legal documents and conducted exclu-
sively in English. These documents, while diverse,
do not cover the full spectrum of legal text types,
such as legislation, case law, or other types of con-
tracts, which differ substantially in structure and
interpretation. Moreover, legal meaning is highly
jurisdiction-specific, and our datasets were largely
restricted to common-law contexts.

Second, our analysis focused on an isolated inter-
vention within a standard RAG pipeline to clearly
measure its impact. While effective, the residual
retrieval mismatch rates remain significant, indi-
cating that SAC is a valuable component for reli-
able RAG but not a complete solution on its own.
We believe that combining SAC with other well-
researched modules is the most promising path
toward achieving the reliability required for legal
applications, with the next promising steps being:

(i) Extending the presented principle of summa-
rization hierarchically, with summaries at the para-
graph, section, and document level to provide con-
text at multiple granularities. (ii) Applying query
optimization methods (e.g., transformation, expan-
sion, or routing) to bridge the semantic gap between
user questions and the formal language of legal text
chunks. (iii) Adding a reranking step where a more
powerful model re-evaluates and re-orders the top-
k retrieved chunks to improve the final selection
before generation. It would also be valuable to
benchmark SAC against other context-preserving
chunking strategies, such as Late Chunking (Gün-
ther et al., 2024) and RAPTOR (Sarthi et al., 2024),
to better understand its relative strengths.

Finally, this study focuses exclusively on the
retrieval stage of the RAG framework. Future work
will investigate how the DRM metric and SAC
impact downstream generation through end-to-end
benchmarking.

6 Conclusion

We addressed the critical challenge of retrieval re-
liability in RAG systems operating on large, struc-
turally similar legal document databases. We identi-
fied and quantified Document-Level Retrieval Mis-
match (DRM) as a dominant failure mode, where
retrievers are often easily confused by legal boil-
erplate language and select text from entirely in-
correct documents. Targeting this issue, we in-
vestigate Summary-Augmented Chunking (SAC),
a simple and computationally efficient technique
that prepends document-level summaries to each
text chunk. By injecting global context, SAC dras-
tically reduces DRM and consequently improves
text-level retrieval precision and recall.

A key finding is that generic summaries out-
perform expert-guided ones focusing on key legal
variables. For the purpose of guiding retrievers,
broad semantic cues appear more robust and gen-
eralizable than dense, structured, legally precise
summaries. This demonstrates that meaningful re-
trieval performance gains are achievable without
heavy domain-specific engineering.

While SAC is not a full solution on its own, it
offers a practical, scalable intervention for more
reliable legal RAG systems. By improving the
crucial retrieval step for legal information, our work
brings us closer to a future where AI can truly serve
as a trusted partner in the legal profession.
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A Hyperparameter Chunk Size and
Summary Size

We experimented with chunk sizes of 200, 500,
and 800 characters, combined with prepended sum-
maries of either 150 or 300 characters. The pre-
cision and recall results for all six configurations
are reported in Table 1. For our final pipeline, we
selected a chunk size of 500 characters, consis-
tent with Pipitone and Alami (2024), and a 150-
character summary, as this configuration yielded
the most balanced trade-off between precision and
recall.

B Dense Semantic Search or Sparse
Keyword Search?

BM25 (Robertson and Zaragoza, 2009) is a
well-established keyword-based (sparse) retrieval
method. A common assumption in RAG research
is that hybrid approaches, combining dense vector
similarity with keyword matching, often yield the
best results (Berntson, 2023). Following this in-
tuition, we augmented our dense retriever with a
BM25 component, allowing the system to explic-
itly match salient terms (e.g., party names) from
the prepended summaries with the same terms in
the user query. Results are reported in Table 2.

Chunk 200 500 800

Sum. 150 300 150 300 150 300

Prec.(%) 10.64 8.05 11.03 8.45 7.76 6.79
Rec.(%) 23.43 22.91 41.80 37.77 42.93 43.90
DRM(%) 20.70 23.49 19.29 20.61 34.96 29.68

Table 1: Average Document-Level Retrieval Mismatch
(DRM), precision, and recall across different chunk
sizes (Chunk) and summary lengths (Sum.), both mea-
sured in characters. Reported values are averaged over
seven top-k retrieval settings (k ∈ 1, 2, 4, 8, 15, 32, 64).
Lower values indicate better performance for DRM,
while higher values are better for precision and recall.

As expected, adding sparse retrieval improved
document selection, reducing our document-level
mismatch (DRM). However, it lowered text-level
precision and recall. A closer inspection suggests a
likely explanation: The summaries are highly struc-
tured and rich in identifiers, where sparse keyword
matching excels, whereas the chunked document
bodies contain more natural language and nearly
no direct keywords to match. For pinpointing the
relevant passage, semantic similarity between the
query and text is more informative than keyword
overlap, explaining the higher text-level precision
and recall without the BM25 component.

In conclusion, adding BM25 search only con-
tributed slightly to finding the correct document
(improved DRM), but tended to result in poorer
search results within a document (reduced preci-
sion and recall). Also considering the computa-
tional overhead of the BM25 algorithm, we decided
to rely exclusively on semantic search.

wsemantic 100% 75% 50% 25%
wkeyword 0% 25% 50% 75%

Prec.(↑%) 11.03 10.57 9.54 8.23
Rec.(↑%) 41.80 42.54 41.47 36.56
DRM(↓%) 19.29 19.11 18.45 18.18

Table 2: Average Document-Level Retrieval Mismatch
(DRM), precision, and recall for different weightings of
semantic similarity (wsemantic) and lexical similarity
(wkeyword, BM25). Metrics are averaged over seven
top-k values (k ∈ {1, 2, 4, 8, 15, 32, 64}). Lower DRM
and higher precision/recall indicate better performance.
Results are based on the optimal chunk size of 500 char-
acters and summary length of 150 characters identified
in Section A.
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C Embedding Model Ablation

The choice of embedding model plays a cru-
cial role in retrieval performance, as embed-
dings determine how effectively the system iden-
tifies text snippets semantically similar to a given
query. To assess this impact, we conducted a
brief model ablation study, with results shown
in Figure 4. Among the tested models, Ope-
nAI’s text-embedding-3-large7 achieved the
strongest results overall. However, due to concerns
about API rate limits and the importance of repro-
ducibility, we opted for an open-source alternative.
Within this category, the best-performing model
was thenlper/gte-large8, which we therefore
selected for all subsequent experiments.

D Expert-Guided Prompt Template

Together with legal experts, we developed an
expert-informed prompt template aimed at gener-
ating more distinctive legal text summaries. We
focused on two document types: Non-Disclosure
Agreements and privacy policies, that posed partic-
ular challenges for the generic prompt. The LLM
was instructed to first identify the document type
and then apply the corresponding template for sum-
marization. The full prompt used in our experi-
ments is provided below.

Expert-Guided Prompt Template

System: You are a legal summarization expert.
User: Your task is to generate a highly distinct, struc-
tured summary of the provided legal document. The
primary goal is to extract the unique identifiers that
differentiate this document from others of the same
type. This summary will be used as context to smaller
text chunks for a retrieval system.
Follow this two-step process:
- First, internally identify the document type from
the following options: Non-Disclosure Agreement
(NDA), Privacy Policy, or Other.
- Second, generate the summary based on the specific
template corresponding to the identified document
type.

Document type Non-Disclosure Agreement (NDA):
An NDA is a legally binding contract between spe-
cific parties that outlines confidential information to
be kept secret. If the document is an NDA, your
summary should align with the following template:
- Definition of Confidential Information, specifying
what types of information are considered confiden-
tial, e.g. such as: Technical data, Business plans,
Customer lists, Trade secrets, Financial information
- Parties to the Agreement identifying the disclos-
ing party and the receiving party (or both, if mutual

7https://openai.com
8https://huggingface.co/thenlper/gte-large

NDA), e.g. such as: Full legal names, Affiliates or
representatives covered, Roles of each party
- Obligations of the receiving party outlining what
the receiving party is required to do, e.g. such as:
Keeping the information secret, Limiting disclosure
to authorized personnel, Using the information only
for specified purposes
- Exclusions from confidentiality describing informa-
tion that is not protected under the NDA, such as:
Information already known to the receiving party,
Publicly available information, Information disclosed
by third parties lawfully, Independently developed
information
- Specifying any exceptions where disclosure is al-
lowed, such as: To employees or advisors under simi-
lar obligations, If required by law or court order (with
notice to the disclosing party)
- Term and Duration, defining how long the confiden-
tiality obligation lasts: Often includes both the dura-
tion of the agreement and the period during which
information remains protected (e.g., “3 years after
termination”)
- Purpose of Disclosure (Use Limitation), stating
the specific reason the information is being shared
(e.g., for evaluating a partnership, conducting due
diligence, etc.) and prohibits other uses.
- Remedies for Breach, detailing the consequences of
violating the NDA, which may include: Injunctive re-
lief (court orders to stop disclosure), Damages, Legal
fees
- Governing Law and Jurisdiction, identifying which
country/state’s laws apply and where disputes will be
settled.
- Miscellaneous Clauses (Boilerplate), may include:
No license granted, Entire agreement clause, Amend-
ment process, Counterparts and signatures

Document type Privacy Policy: A privacy policy is
issued by a private or public entity to inform users
how their personal data is processed (e.g., collected,
used, shared, stored). If the document is a privacy
policy, your summary should align with the following
template:
- Personal Data Collected and Processed, specifying
what categories of personal data are collected and
how. This may include: Name and surname, Contact
information, Financial details, Device and browser
data, Location information, Inferred preferences or
behaviors
- Identity and Contact Details of the Controller, iden-
tifying the organisation responsible for the process-
ing. May include: Full legal name of the controller,
Contact email or phone number, Details of any repre-
sentative (if applicable)
- Purposes of Processing, outlining why the personal
data is collected and how it will be used. Examples
include: Service provision and operation, Personalisa-
tion of content or features, Marketing and advertising,
Analytics and performance monitoring, Payment pro-
cessing
- Legal Basis for Processing, specifying the lawful
grounds relied upon. These are: Consent of the data
subject, Performance of a contract, Compliance with
a legal obligation, Protection of vital interests, Task
carried out in the public interest, Legitimate interests
of the controller or third party
- Recipients of the Data, listing who may receive the
data, including: Service providers and processors,
Business partners, Public authorities (where legally
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Figure 4: Relative performance comparison of four embedding models in the baseline case on the LegalBench-RAG
dataset (Pipitone and Alami, 2024).

required), Affiliates and subsidiaries
- International Data Transfers, describing whether per-
sonal data is transferred outside the jurisdiction and,
if so: Destination countries, Safeguards applied (e.g.,
Standard Contractual Clauses, adequacy decisions)
- Data Retention, defining how long the personal data
will be stored, or the criteria for determining the pe-
riod. May include: Fixed retention periods, Purpose-
based retention (e.g., “as long as necessary to provide
the service”), Archiving or deletion policies
- Data Subject Rights, explaining individuals’ rights
under data protection law, including: Right to access
personal data, Right to rectify inaccuracies, Right to
erasure (“right to be forgotten”), Right to restrict or
object to processing, Right to data portability
- Right to Lodge a Complaint, providing information
on: The data subject’s right to contact a supervisory
authority, Name or link to the competent authority
- Automated Decision-Making, disclosing whether
such processing occurs and, if so: The logic involved,
Potential significance of the decisions, Expected con-
sequences for the data subject

Other document type: If the document does not
match the types above, summarize the following gen-
eral legal document in a structured, concise way. Iden-
tify for your summary the important entities, core pur-
pose, and other unique identifiers that differentiate
this document from others of the same type.

General Rules:
- The summary must be concise and under
{char_length} characters.
- Ignore every field in the template where the infor-
mation is not present in the document.
- Prioritize extracting the most critical identifiers, such
as parties, dates, and the specific subject matter.
- Output ONLY the final summary text!
Here is the document you should summarize: {docu-
ment_content}
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Abstract

Catala is a domain-specific programming lan-
guage for tax law, meant to facilitate the transla-
tion of legal text into executable computer code,
thanks to a syntax close to that of legal lan-
guage and reasoning. Legal statutes paired with
their Catala translation have been published
online periodically, but manual translation re-
mains labor-intensive. In this work, we develop
a benchmark for the evaluation of Catala code
generation from legal text, including a training
set to fine-tune Large Language Models. To
assess the quality of the generated code, we
introduce an evaluation framework extending
current metrics for code generation. Our ex-
periments with few-shot learning, as well as
fine-tuned models, suggest the feasibility of au-
tomating legal code generation, and contrast
with prior attempts to translate legal language
into a formal representation.1

1 Introduction

Many tax agencies across the world have a legal
duty to compute income tax owed, on the basis
of the statements provided by taxpayers (Lawsky,
2020). In other jurisdictions, the burden of this
complex task is on the taxpayer. Since the 1990s,
the French tax administration has maintained an
expert system to calculate taxes and social bene-
fits. This expert system must be periodically up-
dated to follow the evolution of tax law, a process
hampered by the limitations of the current program-
ming paradigm. The Catala programming language
(Merigoux et al., 2021) was designed to address
these limitations: first, by providing a domain-
specific language better aligned with the syntax
of legal language and reasoning, and second, by en-
couraging collaboration between lawyers and com-
puter scientists using pair programming. A consid-

*Corresponding author
1The dataset and code are available at https://github.

com/GLorenzo679/translating-tax-law

{
"input": "4 A compter du 1er janvier 2022,

pour l'application du 5 de l'article D.
823-17 (...) pas celui des AL.",

"metadata": "declaration champ d'application
CalculAidePersonnaliseeLogementLocatif:
entree loyer_principal contenu argent
(...) -- Mayotte",

"output": "champ d'application
CalculAidePersonnaliseeLogementLocatif
sous condition date_courante >=
|2023-01-01| et date_courante <
|2023-10-01|: exception metropole (...) 8
181 EUR",

"generated_output": "champ d'application
CalculAidePersonnaliseeLogementLocatif
sous condition date_courante >=
|2023-01-01| et date_courante <=
|2023-12-31|: exception metropole (...) 8
181 EUR"

}

Figure 1: Extracts of one sample from our dataset, with
its input, metadata and reference output. We also show
an output generated by Qwen2.5-Coder-32B-Instruct. A
translation into English can be found in Figure 5.

erable amount of Catala code has already been writ-
ten and published on GitHub (Merigoux, 2023).

How to translate legal language into executable
computer code is an open research question (Ser-
vantez et al., 2023; Garzo and Palumbo, 2025; Zi-
touni et al., 2024), which can be traced back to
initial efforts at representing parts of legislation
with tools from expert systems (McCarty, 1976;
Sergot et al., 1986). It is also of practical signifi-
cance for tax agencies and taxpayers, as mentioned
above. A significant challenge is the substantial
human effort required for translation: each section
of tax law takes hours to convert into code, the vol-
ume of existing laws is immense — e.g. the French
tax code spans approximately 3,500 pages — and
frequent amendments necessitate continuous up-
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dates and translations. In addition, the structure of
laws is not strictly linear. For instance, some sec-
tions modify or override provisions stated in earlier
parts. This requires careful management of depen-
dencies between provisions to ensure a consistent
and faithful implementation of the legal text.

This law-to-code translation task is related to
that of semantic parsing of legal language (Pertierra
et al., 2017; Morgenstern, 2014; Sinh and Nguyen,
2018). So far, results have been mostly negative,
for two main reasons. There is a stark contrast
between the language semantic parsers are made
for, and legal language. Further, there is no large
collection of legal text annotated for semantic pars-
ing. Catala code forces the programmer to commit
to one interpretation, which prohibits alternative
interpretations of the same legal text, a feature that
would be necessary for a general semantic repre-
sentation of legal language. But it trades the ability
to represent multiple interpretations for the ability
to thoroughly represent one interpretation, catching
inconsistencies and gaps (Merigoux et al., 2021),
and enabling automated legal reasoning. We report
results on par with code generation for other pro-
gramming languages, making this a positive result
in semantic parsing for legal language.

Our main contributions are:

• Starting from the existing Catala code corpus,
we created a new dataset suited for the fine-
tuning of Large Language Models (LLMs).

• We adapted existing evaluation metrics to as-
sess the accuracy of the outputs produced by
our fine-tuned models.

• We benchmark state-of-the-art LLMs, with
few-shot learning and fine-tuning.

2 Related work

Meaning representations Semantic parsing
aims at faithfully representing the meaning of lan-
guage and is a long-standing NLP task — see for
example Blackburn and Bos (2005) for a compre-
hensive review. First-order logic is sufficient to
model legal reasoning, as long as humans provide
values for ambiguous or vague predicates, as was
done in Sergot et al. (1986). But formalisms for
semantic parsing generally aim for close syntac-
tic alignment between input and output, as can
be found in Abstract Meaning Representation (Ba-
narescu et al., 2013) and Universal Decomposi-
tional Semantics (White et al., 2020). Semantic

parsing of legal language has been shown to be
a major challenge (Morgenstern, 2014; Pertierra
et al., 2017; Sinh and Nguyen, 2018). In particu-
lar, sentence length and logical connectives are a
problem (Allen and Engholm, 1977). Alignment
between legal language and formal representation
is hard to achieve, even if some formalisms achieve
moderate correspondence.

Legal expert systems While first-order-logic-
based frameworks such as Prolog are sufficient to
represent the logic of laws and regulations, legal
language has a specific way of expressing logic,
for instance through defeasible logic (Nute, 1988).
This has prompted the creation of semantic for-
malisms to represent legal rules. Proleg (Satoh,
2023) is an extension of Prolog designed to repre-
sent Japanese law. In particular, it has been aug-
mented with a feature to visualize reasoning traces,
to identify bugs in the formalization or issues in
a legal text (Fungwacharakorn and Satoh, 2022).
There have been attempts to generate Proleg from
legal language, with promising results on narrow
scopes (Zin et al., 2023, 2024). OpenFisca is a
software package aimed at representing financial
law. So far, it has been developed and published
open-source,2 and has been used to model specific
aspects of law in scientific publications (Pratten
and Mathieson, 2024). Logical English (Kowal-
ski and Datoo, 2022) is a simplified version of the
English language, which may be easily mapped to
first-order logic. In that respect, it is close to a con-
trolled natural language (Kaji, 1999; Fuchs, 2021).

Code generation Existing models can generate
code in a variety of programming languages, and at
varying levels of granularity (Chen et al., 2021).
In particular, GitHub repositories are a source
of data to train LLMs on code. Codex (Chen
et al., 2021) is a GPT-3 model fine-tuned on code
from GitHub. Similarly, Deepseek-Coder-V2 was
fine-tuned from Deepseek-V2 (DeepSeek-AI et al.,
2024), and CodeLlama from Llama 2 (Rozière
et al., 2023). In contrast, StarCoder models were
trained on code only (Lozhkov et al., 2024). LLMs
trained on code are generally proficient on widely-
used languages such as Python. Catala is a low-
ressource language. To the best of our knowledge,
the only existing ressource is the GitHub repos-
itory we used in this paper. Querying the tool

2https://openfisca.org/
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“Am I in the Stack?”3 for “CatalaLang” showed
that Stack v2.0.1 and v1.2 (Lozhkov et al., 2024)
contain the repositories CatalaLang/catala and
CatalaLang/catala-website. The former holds
the compiler for Catala, in OCaml. The latter is
the source code for http://catala-lang.paris.
inria.fr/. This means StarCoder models have
seen a trace amount of Catala code, in the form
of snippets written on the Catala website. Code
generation with LLMs may leverage controlled
languages and constrained decoding (Shin et al.,
2021). As a first step, we turn to efficient meth-
ods for fine-tuning LLMs: low-rank parameter
adaptation (Hu et al., 2022) and its quantized
versions (Dettmers et al., 2023).

Evaluation metrics Benchmarks for code gen-
eration generally pair natural-language instruc-
tions with reference, expected code output. This
makes it possible to evaluate code generation as
a machine-translation task. Borrowing from the
BLEU score (Papineni et al., 2002), Ren et al.
(2020) introduce CodeBLEU, a combination of
4 metrics meant to measure different aspects of
the generated code. How to appropriately as-
sess the quality of code is an active field of re-
search (Paul et al., 2024; Evtikhiev et al., 2023),
and we use all relevant metrics to measure model
performance. Some benchmarks additionally have
unit tests for the generated code, allowing to mea-
sure metrics based on functional correctness, such
as Pass@k (Chen et al., 2021). While we do have
access to some unit tests for Catala code, they are
scarce and operate at the level of an entire Catala
program, so that we leave to future research how to
best leverage them for code evaluation.

3 Dataset

The publicly available Catala code repository on
GitHub4 contains examples of legal texts translated
into Catala by computer scientists and lawyers.
Topics include housing benefits (aides logement),
family allowances (allocations familiales), the
monthly basis for family benefits (base mensuelle
allocations familiales), inheritance law (droit suc-
cessions), and income tax (impôt sur le revenu).
We extracted and structured the data into JSON
format. Each sample in our dataset corresponds to

3https://huggingface.co/spaces/bigcode/
in-the-stack

4https://github.com/CatalaLang/
catala-examples

a single provision in a legal statute, structured as
follows (see Figure 1):

• Input: The text of the original legal provision
in French. This text describes rules, condi-
tions, and regulations that need to be trans-
lated into Catala code.

• Metadata: Catala code describing legal con-
cepts and data types involved in the imple-
mentation. This includes definitions of enu-
merations, structures, and dependencies, used
directly in the Catala translation of the input.

• Output: The translation of the Input in Catala.

The dataset was randomly split into 70% train-
ing, 15% validation and 15% test. Since samples
come from diverse legal contexts and are shuffled
before splitting, the training, validation and test
sets share similar statistical properties. The dataset
has 416 training, 86 validation and 89 test sam-
ples, with varying input and metadata lengths. This
can be challenging, as our 4096-token context win-
dow may not capture all information. Using the
tokenizer of our best-performing model (Qwen-
2.5-Coder-32B-Instruct), and concatenating input,
output and metadata, this 4096-token window cov-
ers 97% of train, 95% of validation, and 93% of
test. For comparability across models, we do not
exclude samples in our experiments, instead trun-
cating the input as needed.

The size of the resulting dataset is comparable
to other specialized code generation datasets (Ling
et al., 2016; Yin et al., 2018). Figure 2 shows more
details about the length of inputs and outputs.

4 Metrics

We use multiple metrics, each analyzing the code
from a different perspective. Our approach con-
siders lexical similarity, syntactic correctness, and
structural validity. The evaluation framework
includes 5 metrics: (1) ChrF, character-based
similarity between reference and generated code,
(2) BERTScore: semantic similarity using text em-
bedding models, (3) Tree Edit Distance (TED):
structural similarity of syntax trees, (4) Valid Syn-
tax (VS): checks if the generated code is syntacti-
cally correct, and (5) CodeBLEU (Ren et al., 2020).

4.1 ChrF
Character n-gram F-score (ChrF) (Popović, 2015)
is often used in translation tasks because it captures
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Figure 2: Distribution of string length, measured in number of characters. Mean of distribution added as a vertical
line. The longest 5% of strings were removed from each split before plotting, but after computing the mean.

small differences that word-based metrics might
miss. In our evaluation, we use the python evalu-
ate5 library by Hugging Face to compute this score.
According to Evtikhiev et al. (2023), ChrF aligns
best with human assessment among other code gen-
eration metrics.

4.2 BERTScore

BERTScore (Zhang et al., 2020) uses an encoder-
only transformer model to compare the meaning of
two pieces of text by computing the similarity be-
tween their embeddings. Unlike token-based meth-
ods, it evaluates similarity based on context and text
embeddings. This is useful because different pieces
of code can have different syntax but still perform
the same task. We use the BERTScore implemen-
tation from the evaluate6 library. BERTScore —
together with ChrF — is the closest metric to hu-
man assessment (Evtikhiev et al., 2023).

4.3 Tree Edit Distance

TED quantifies the differences between two Ab-
stract Syntax Trees (ASTs) by computing the mini-
mum number of operations required to transform
one tree into another. The allowed operations are
node insertion, deletion, and modification, each as-
signed a cost of 1. This metric considers the global
syntactic structure of the code.

To compute the TED, we first generate the Ab-
stract Syntax Tree for both the generated and ref-
erence code using the tree-sitter7 parser generator
tool. In order to do this, we exploit the Catala

5https://huggingface.co/spaces/
evaluate-metric/chrf

6https://huggingface.co/spaces/
evaluate-metric/bertscore

7https://tree-sitter.github.io/tree-sitter/

grammar for tree-sitter8. Once the ASTs are ob-
tained, we convert them into a format compatible
with the zss library9 for tree edit distance computa-
tion. Specifically, we traverse the tree-sitter AST
and transform it into a zss tree. After constructing
the zss tree representations, we compute the zss
distance using the tree edit distance algorithm as
described by Zhang and Shasha (1989).

One important aspect of using TED for evalu-
ation is normalization. Since AST sizes can vary
significantly, raw TED values alone are not always
informative. To ensure a fair comparison, we nor-
malize TED by dividing it by the number of nodes
in the larger tree, excluding certain common nodes
that do not add meaningful differences. The nor-
malized TED is given by:

TEDn =
TEDzss

max(nr, np)− ex. nodes

where TEDzss is the computed edit distance,
nr and np are the number of nodes in the reference
and generated ASTs respectively, and ex. nodes
is the number of excluded common nodes — 4 in
our case.10

A lower TED value means fewer transformations
are needed to make the syntax trees identical, in-
dicating a high structural similarity between the
generated and reference code. Conversely, a higher
TED value suggests significant structural differ-
ences. See Appendix D for an example.

8https://github.com/CatalaLang/
tree-sitter-catala

9https://pythonhosted.org/zss
10source_file, code_block, BEGIN_CODE, END_CODE
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champ d'application CalculAidePersonnalisee
sous condition date_courante >= |2023-01-01|:

scope CalculationPersonalizedBenefits
under condition current_date >= |2023-01-01|:

Figure 3: Example of generated Catala code and trans-
lation into English.

champ d'application CalculAidePersonnalisee
sous condition date_courante >= |2023-01-01|
et date_courante < |2023-10-01|:
exception metropole

scope CalculationPersonalizedBenefits
under condition current_date >= |2023-01-01|
and current_date < |2023-10-01|:
exception mainland

Figure 4: Example of reference Catala code and transla-
tion into English.

4.4 Valid Syntax
Even if a generated code snippet appears similar
to a reference implementation, it may still contain
syntax errors that prevent it from compiling. We
measure whether a snippet of generated code is
syntactically valid using its AST (see Appendix D).
This metric effectively assesses how often a model
produces functional code.

4.5 CodeBLEU
The CodeBLEU metric (Ren et al., 2020) is de-
signed to evaluate the similarity between generated
and reference code while taking into considera-
tion syntactic structure and semantics. The eval-
uation consists of four components: (1) BLEU
Score, (2) Weighted N-gram Match, (3) Syntax
Tree Match, and (4) Semantic Data Flow Match.
Each of these components contributes to the final
score through a weighted sum, as described later in
this section.

BLEU Score The first component of CodeBLEU
is the standard BLEU score, measuring n-gram
overlap between the generated and reference code.
We use the default space-based tokenizer.

Weighted N-gram Match Keywords in the pro-
gramming language play a crucial role in defining
the logic and structure of a program, while variable
names and literals can often be modified without
affecting the overall functionality. To address this,
CodeBLEU incorporates a weighted n-gram match

component, where keywords are given higher im-
portance compared to variable names. We achieve
this by using a specialized tokenizer that splits the
code based on a predefined list of Catala-specific
keywords (see Appendix B). Each token is then as-
signed a weight (1 for the keywords and 0.2 for the
others), ensuring that incorrect predictions of key-
words impact the final score more than incorrect
predictions of variable names.

Syntax Tree Match To incorporate syntax aware-
ness, CodeBLEU includes a syntax tree match com-
ponent, which evaluates the similarity between the
ASTs of the generated and reference code. Here,
we compare both trees by counting the number of
matching subtrees, making this a different metric
from TED. The more subtrees that match between
the generated and reference ASTs, the higher the
score. To measure similarity, we compute the num-
ber of common subtrees and normalize it using the
longest subtree list. This helps reduce the impact
of overly long ASTs. We extract all subtrees from
both ASTs while preserving duplicates. The inter-
section gives the count of common subtrees, and
normalization is based on the length of the longest
subtree list rather than set cardinality. The similar-
ity score is defined as

S(A1, A2) =
|T (A1) ∩ T (A2)|

max(len(T (A1)), len(T (A2)))

where T (A1) and T (A2) are the lists of subtrees for
ASTs A1 and A2, respectively. |T (A1) ∩ T (A2)|
represents the number of common subtrees. The
denominator ensures that if an AST prediction con-
tains excessive erroneous substructures, the simi-
larity score is penalized.

Semantic Data Flow Match The meaning and
functionality of code depends on how variables are
related. To capture this, CodeBLEU includes a
semantic matching method based on data-flow. A
data-flow graph (Guo et al., 2021) represents how
values move between variables in a program. Even
if two code snippets have similar syntax or struc-
ture, their behavior can be different. For example,
two functions might be identical, up to the final re-
turn statement, one returning the variable x and the
other the variable y. Other metrics may still assign
a high score, but the semantics of both functions
are quite different.

To measure the semantic similarity using data-
flow, we follow three steps, following Guo et al.
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(2021): (1) Construct data-flow graphs for both
candidate and reference code. These graphs are
built based on the AST and show how values are
passed between variables. (2) Normalize the data-
flows. We ignore the original variable names and
rename them as var_0, var_1, etc., based on their
order of appearance. (3) Compute the semantic
data-flow match score as:

Matchdf =
Countmatch(DFcand)

Count(DFref )

Here, Count(DFref ) is the total number of data-
flows in the reference, and Countmatch(DFcand)
is the number of data-flows in the candidate that
match the reference.

In this work, we focused on the most fundamen-
tal and commonly used operators in Catala: as-
signments and if-then-else constructs. Specifically,
for if-then-else statements, the DFG is computed
separately for the condition, then-branch, and else-
branch. Variable states from all branches are then
unified, while variables that appear only in the con-
dition are discarded, as they do not contribute to
the semantic data dependencies.

CodeBLEU Final Score Computation The final
CodeBLEU score is a weighted sum of the 4 met-
rics described above. By default, all weights are
equal to 1

4 . If no data-flows are extracted from the
reference code (Count(DFref ) == 0), the data-flow
match score is set to 0. In this case, we ignore the
data-flow component and adjust the weights used in
the final CodeBLEU score to be 1

3 for the n-gram
match, weighted syntax match and AST match.
We adapted the implementation of the CodeBLEU
Python library11 to suit our specific use case.

5 Experiments

Our primary goal in this experimental evaluation
is to assess the effectiveness of different LLMs in
translating legal text into Catala code. Code gener-
ation can be approached as either an autoregressive
task or a translation task, with LLMs represent-
ing the current frontier in this domain. These two
interpretations correspond to different model ar-
chitectures: decoder-only models, which generate
code token-by-token in an autoregressive manner,
and encoder-decoder models, which process input
and output as a sequence-to-sequence task. We
focus on decoder-only models, as they are the most

11https://pypi.org/project/codebleu/

common architecture used when working with text-
to-code generation.

5.1 Few-shot prompting with retrieval
As a starting point, we evaluate OpenAI’s GPT-
4.1 model (gpt-4.1-2025-04-14) using few-shot
prompting, without any fine-tuning. We set the
temperature to 0, for reproducibility. To retrieve
the most relevant few-shot examples for each test
input, we use BM25, a ranking algorithm com-
monly used in information retrieval (Trotman et al.,
2014). We use it to retrieve samples from the train-
ing set whose input is most similar to the input of
the current test sample. For each input, we create a
structured prompt that includes the legal text, a set
of few-shot examples in JSON format, and optional
metadata (see Table 5). The model then responds
with the generated Catala code.

We evaluate performance using the metrics de-
fined in Section 4. Table 1 reports our results. We
experimented with varying number of few-shot ex-
amples, finding that performance consistently and
markedly improves with more samples. This is
expected, as GPT-4.1 likely hasn’t seen any Catala
during its training. We note that even with 1 or 2
examples, results are on par with those typically
obtained on other benchmarks (Yang et al., 2025).

5.2 Fine-tuning with QLORA
Since Catala is an uncommon programming lan-
guage, we can reasonably expect to reach higher
performance by fine-tuning smaller models on our
training set. We selected and tested the smaller
variants of four families of models:

• Qwen 2.5 - base and coder version 7B, 14B,
32B (Hui et al., 2024; Yang et al., 2024)

• Llama 3 - 3.1-8B, 3.2-3B, 3.3-70B (Grattafiori
et al., 2024)

• Phi 4 (Abdin et al., 2024)

• DeepSeek-Coder-V2-Lite-Instruct
(DeepSeek-AI et al., 2024)

All of these models were previously fine-tuned
by their creators to produce the "Instruct" variants.
We opted for this version instead of the base one, as
the conversational style aligns better with typical
user interactions.

Each training sample was formatted using a
structured chat template to align with the conver-
sational style of instruction-tuned models (see Ta-
ble 4). The template includes:
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n CodeBLEU BERTScore ChrF TED VS

0 2.3 ± 0.8 59.3 ± 1.4 36.6 ± 2.6 98.8 ± 0.5 2.2 ± 2.6
1 39.7 ± 6.1 74.9 ± 3.0 64.5 ± 4.6 61.3 ± 6.9 46.1 ± 8.8
2 48.4 ± 6.4 76.5 ± 3.2 67.7 ± 5.0 49.5 ± 7.3 62.9 ± 8.6
4 50.4 ± 6.3 77.5 ± 3.1 69.3 ± 4.7 46.7 ± 7.0 69.7 ± 8.1
8 51.6 ± 5.9 76.8 ± 3.1 69.4 ± 4.7 45.8 ± 6.6 83.1 ± 6.6

16 52.2 ± 6.0 78.6 ± 3.1 70.3 ± 4.7 43.2 ± 6.5 88.8 ± 5.6

Table 1: Performance (in %) of GPT-4.1 with varying number of few-shot examples (n). We report the 90%
confidence intervals. Best value for each metric is in bold.

• A system message providing high-level
instructions on translating legal text to
Catala code.

• A user query containing the legal paragraph
and metadata.

• An assistant response for the Catala
code output.

5.2.1 Quantization

To adapt the selected models to our task, we fine-
tuned them using QLoRA (Dettmers et al., 2023),
a variant of Low-Rank Adaptation (LoRA) (Hu
et al., 2022), which enables efficient fine-tuning
with reduced memory usage. The fine-tuning was
conducted using the Unsloth library (Daniel Han
and team, 2023).

First, to assess the impact of 4-bit quantization
on model performance, we compared the results
of the fine-tuned quantized models with their full-
precision counterparts. Fine-tuning was done for 3
epochs, with a maximum sequence length of 4096
tokens and a learning rate of 3× 10−4.

Our evaluation, reported in Table 2, illustrates
the impact of different quantization levels on model
performance, comparing no quantization (none),
quantization at test time only (eval) and quanti-
zation at both train and test time (both). While
quantization enables efficiency in deployment, it
often comes at the cost of reduced precision in code
generation. Our experiments confirm this trade-
off, showing that models quantized only during
inference suffer from performance degradation —
an expected outcome since Quantization-Aware
Training methods were not used. However, we
found that models quantized during both finetun-
ing and inference perform similarly to their non-
quantized counterparts. Based on these results, we
chose 4-bit quantized models for the remainder of
our evaluation.

5.2.2 Hyperparameter search
We performed a grid search over LoRA-specific
hyperparameters to identify the combination yield-
ing the best results under our hardware constraints.
We decided to optimize rank (8, 16, 32, 64)12 and
dropout (0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6), as prelim-
inary experiments showed they had the most sig-
nificant impact on downstream performance, while
other LoRA parameters (such as alpha) and the
learning rate contributed minimal improvements.
The list of best hyperparameters used during train-
ing can be found in Appendix E.

6 Discussion

Table 3 presents a comprehensive comparison of
fine-tuned model performance across our evalua-
tion metrics. We note that the smallest model with
fine-tuning achieves performance comparable to
that of few-shot GPT-4.1. Other models further
improve on few-shot GPT-4.1, and reach perfor-
mance beyond that achieved on other code bench-
marks (Yang et al., 2025). As expected, larger
models tend to perform better.

Circling back to the challenges described in Sec-
tion 1, our results break away from previous find-
ings on semantic parsing of legal language, and
represent a qualitative jump. Based on the metrics
we report, LLMs frequently produce valid Catala
code, that could be used in production with mod-
erate edits. Some of that qualitative jump likely
stems from design choices in the Catala language,
whose syntax is meant to align with that of legal
language. Our findings partially confirm that this
design choice was implemented successfully. In-
deed, as compared to other code benchmarks (Ling
et al., 2016; Yin et al., 2018; Cassano et al., 2024),
the translation of legal language to Catala code
seems to have a higher sample efficiency, both for
few-shot learning and fine-tuning. We note that our
results are comparable to those in Table 4 of Yang

12For Llama-70B, we did not try values of Rank beyond 8.
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Setting CodeBLEU BERTScore ChrF TED VS

Phi-4:
none 42.6 ± 5.7 79.4 ± 2.4 68.8 ± 3.9 46.0 ± 5.7 83.1 ± 6.6
eval 37.0 ± 5.5 78.1 ± 2.3 66.7 ± 3.7 51.5 ± 5.6 82.0 ± 6.8
both 44.5 ± 5.8 80.2 ± 2.3 70.2 ± 3.8 45.1 ± 6.0 79.8 ± 7.1

Qwen2.5-14B-Instruct:
none 43.2 ± 5.8 78.7 ± 2.5 69.5 ± 4.0 48.2 ± 6.2 74.2 ± 7.8
eval 33.5 ± 4.7 74.7 ± 2.2 63.3 ± 3.6 57.5 ± 5.2 71.9 ± 8.0
both 42.9 ± 5.4 78.7 ± 2.4 70.5 ± 3.7 46.8 ± 5.6 85.4 ± 6.3

Table 2: Comparison between different quantization settings. Best for each quantization configuration is bolded.
Metrics in % with 90% confidence interval.

Model CodeBLEU BERTScore ChrF TED VS

LLaMA-3.1-8B-Instruct 46.6 ± 6.5 76.1 ± 3.5 62.9 ± 5.9 49.2 ± 7.3 74.2 ± 7.8
LLaMA-3.2-3B-Instruct 44.9 ± 6.4 75.0 ± 3.4 61.5 ± 5.7 52.6 ± 7.3 71.9 ± 8.0
LLaMA-3.3-70B-Instruct 48.5 ± 5.5 81.1 ± 2.4 73.8 ± 3.8 42.3 ± 5.5 87.5 ± 5.9

Phi-4 56.5 ± 5.2 81.5 ± 2.6 71.8 ± 4.2 39.8 ± 6.1 92.1 ± 4.8

Qwen2.5-7B-Instruct 46.6 ± 4.6 76.3 ± 2.5 65.1 ± 4.0 52.4 ± 5.6 61.8 ± 8.6
Qwen2.5-14B-Instruct 60.3 ± 5.1 82.5 ± 2.5 76.4 ± 4.1 37.5 ± 5.9 93.3 ± 4.4
Qwen2.5-32B-Instruct 59.1 ± 5.2 82.0 ± 2.7 76.7 ± 4.0 40.6 ± 6.2 86.5 ± 6.1

Qwen2.5-Coder-7B-Instruct 47.3 ± 6.3 77.2 ± 3.3 64.2 ± 5.5 50.0 ± 7.3 71.9 ± 8.0
Qwen2.5-Coder-14B-Instruct 58.1 ± 5.2 82.1 ± 2.5 75.0 ± 3.9 41.6 ± 6.1 88.8 ± 5.6
Qwen2.5-Coder-32B-Instruct 61.2 ± 5.1 82.9 ± 2.5 77.3 ± 3.7 39.7 ± 5.8 93.3 ± 4.4

DeepSeek-Coder-V2-Lite-Instruct 25.1 ± 4.1 57.5 ± 2.5 43.0 ± 3.8 80.9 ± 3.7 25.8 ± 7.8

Table 3: Performance (in %) of instruction-tuned models across evaluation metrics with 90% confidence interval.
Best within each family is underlined, overall best is bolded and underlined.

et al. (2025) on the HearthStone dataset: number
of training samples and evaluation score are sim-
ilar. While the quality of the generated code is
often far from the quality required of an expert
system computing taxes at the scale of an entire
country, it may be good enough to help during the
pair-programming process intended in Catala trans-
lation (Huttner and Merigoux, 2022), and to reduce
the substantial burden of manual translation.

We complete our quantitative assessment with a
qualitative analysis of model outputs and errors.

Sample A — Appendix F.1 The
generated output is correct in struc-
ture. Interestingly, the model generates
date_courante <= |2023-04-30| instead of
the reference date_courante < |2023-05-01|.
Although logically equivalent, this lowers scores
based on exact matches. The TED Score of
7.3% and Syntax Match Score of 89.0% indicate
minor structural discrepancies. Despite this, the
BERTScore (99.2%) and ChrF score (97.4%)
confirm high token-level similarity.

Sample B — Appendix F.2 This example shows
that the model can correctly extract the amount of

euros (8,70) from the input. However, the dates
are incorrect due to their absence from the input.

Sample C — Appendix F.3 The generated out-
put closely matches the reference and follows the
correct structure and logic. It correctly interprets
the input, especially the linear relationship at the
end of the input (323 EUR per additional depen-
dant). The start date (2022-07-01) is correct while
the end date, which is not present in the input text,
is hallucinated by the model.

Sample D — Appendix F.4 This example re-
veals some limitations and illustrates common er-
rors. First, the code is invalid and does not con-
form to the Catala grammar. Second, the meaning
is only partially captured. The input introduces
an exception rule with “sauf s’il s’agit...”/“except
in the case of...”, which is entirely missing in the
generated output. Instead, it attempts — unsuc-
cessfully — to express all logic in a single con-
dition. Additionally, it introduces a date check
date_courante >= |2023-04-05|, which is not
present in the input text.
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7 Conclusion

In this paper, we have introduced a benchmark
and metrics for translating legal text to computer-
executable code, starting from open-source Catala
code. We further experiment with LLMs in few-
shot learning and fine-tuning settings. The perfor-
mance we report is in line with comparable exper-
iments on low-resource programming languages
(Yang et al., 2025). Our results contrast with prior
attempts at semantic parsing of legal language, as
we reach non-trivial performance.

At present, the model takes as input the legal text
and its associated metadata, guiding the generation
of the corresponding Catala code. In future itera-
tions, we aim to (1) train and evaluate the model on
generating both output code and metadata directly
from legal text, (2) translate entire documents at
once, (3) include unit tests in the evaluation and
(4) estimate quantitatively how an automated trans-
lation system can assist pair programmers.

Limitations

We experimented with a specific subset of legal
language, French tax law, and with a specific tar-
get language, Catala. While we report reasonably
good performance, this is not directly compara-
ble to prior work on semantic parsing of legal lan-
guage, due to a mismatch in evaluation data, input
language and domain, and target semantic repre-
sentation. Still, Catala is appropriate to model tax
law regardless of source language, and has been
used to model US and Polish tax law.

The metrics we report have been generally found
to correlate with human assessments of the quality
of the code. However, Catala code quality is held to
a particularly high standard, given the implications
of faulty code in an expert system deployed at a
large scale. We do not claim that code generated
by LLMs can be used as-is. In addition, we did
not include metadata generation, which would be
desirable for a practical application.

Finally, our experiments indicate a clear trend:
larger models generally achieve better performance
across all evaluation metrics. This suggests that
even larger-scale models could yield further im-
provements. However, due to hardware constraints,
we were unable to test models beyond a certain
size, limiting our exploration of this scaling effect.
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A Dataset sample

{
"input": "4 From January 1st, 2022 onwards,

for the application of paragraph 5 of
article D. 823-17 (...) not that of the HB
.",

"metadata": "declaration scope
CalculationPersonalizedHousingBenefit:
input main_rent content money (...)--
Mayotte",

"output": "scope
CalculationPersonalizedHousingBenefit
under condition current_date >=
|2023-01-01| and current_date <
|2023-10-01|: exception mainland (...) 8
181 EUR",

"generated_output": "scope
CalculationPersonalizedHousingBenefit
under condition current_date >=
|2023-01-01| and current_date <=
|2023-12-31|: exception mainland (...) 8
181 EUR"

}

Figure 5: Extracts of one sample from our dataset, with
its input, metadata and reference output. We also show
an output generated by Qwen2.5-Coder-32B-Instruct.
This is the translation into English of Figure 1.

B Catala Keywords for CodeBLEU

The following is the list of Catala-specific
French keywords used in our tokenizer. We
used keywords from the Catala tree-sitter gram-
mar: champ d’application, conséquence,
donnée, dépend de, déclaration, contexte,
décroissant, croissant, de, liste,
contient, énumération, entier, argent,
texte, décimal, date, durée, booléen,
somme, rempli, définition, état,
étiquette, exception, égal à, selon,
n’importe quel, sous forme, sous
condition, si, alors, sinon, condition,
contenu, structure, assertion, varie,
avec, pour, tout, on a, fixé, par, règle,
soit, existe, dans, parmi, tel, que,
et, ou, ou bien, non, maximum, minimum,
combinaison de, initialement, est,
vide, mais en remplaçant, nombre, an,

mois, jour, vrai, faux, entrée, résultat,
interne, arrondi, accès_jour, accès_mois,
accès_année, premier_jour_du_mois,
dernier_jour_du_mois, Inclusion, Module,
Usage de, en tant que, externe

C Prompt

Tables 4 and 5 show the prompts used throughout
the experiments.

System You are an AI assistant helping a
user translate a law into code using
the Catala programming language.
You are provided with a law para-
graph and metadata, including use-
ful user-defined constructs. Your
task is to generate the code in the
Catala programming language.

User ###INPUT###
{input_text}
###METADATA###
{metadata}

Assistant {output_text}

Table 4: Structured prompt used to fine-tune LLMs.

D Abstract Syntax Tree

In the case illustrated in Figure 6, the two ASTs
contain 16 and 26 nodes. The raw TED value is
equal to 10 (the number of white nodes in the Fig-
ure), and after normalization, the final TEDn score
is 45.5%.

While generating the AST, the Tree-Sitter parser
introduces specific error-labeled nodes when en-
countering syntactic anomalies in the input code.
We check for the presence of these error nodes. If
such nodes exist, the generated code is marked as
syntactically invalid. The ERROR node in the right
tree indicates invalid syntax.
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Figure 6: Comparison of ASTs from Figure 3 (left) and Figure 4 (right). Green nodes are shared by both ASTs,
while white nodes appear only in the right-hand tree. The labels of the nodes correspond to the elements defined in
the grammar, such as keywords and symbols.

Developer You are an AI assistant help-
ing a user translate a law into
code using the Catala program-
ming language. You are provided
with a law paragraph (tagged with
###INPUT###) and some few-shot
examples (tagged with ###FEW-
SHOTS### and in json format).
Your task is to generate the cor-
respoding code for the input in
the Catala programming language.
You are authorized to use the meta-
data the user will provide you
(tagged with ###METADATA###).
Just give me the output code.

User ###INPUT###
{query}
###FEWSHOTS###
{fewshots}
###METADATA###
{metadata}

Table 5: Prompt used with GPT-4.1 in few-shot learning.

E Hyperparameters

Table 6 lists LoRA hyperparameters used to fine-
tune the models.

Model Rank Alpha Dropout

Llama-3.1-8B 64 64 0.2
Llama-3.2-3B 128 128 0.2
Llama-3.3-70B 8 16 0.0
phi-4 64 64 0.4
Qwen2.5-7B 64 64 0.6
Qwen2.5-14B 64 64 0.3
Qwen2.5-32B 64 64 0.0
Qwen2.5-Coder-7B 64 64 0.4
Qwen2.5-Coder-14B 64 64 0.1
Qwen2.5-Coder-32B 128 128 0.2
DeepSeek-Coder-V2 64 64 0.0

Table 6: LoRA hyperparameters used during fine-tuning
for each model

F Samples

All the generated outputs below are generated by
the best model according to our metrics: Qwen2.5-
Coder-32B-Instruct.

F.1 Sample A

champ d'application Smic :
definition brut_horaire sous condition
date_courante >= |2023-01-01| et
date_courante < |2023-05-01| et (
(residence = Metropole) ou
(residence = Guadeloupe) ou
(residence = Guyane) ou
(residence = Martinique) ou
(residence = LaReunion) ou
(residence = SaintBarthelemy) ou
(residence = SaintMartin) ou
(residence = SaintPierreEtMiquelon)

)
consequence egal a 11.27 EUR
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scope Smic:
definition gross_hourly_wage under condition
current_date >= |2023-01-01| and
current_date < |2023-05-01| and (
(residence = Metropole) or
(residence = Guadeloupe) or
(residence = Guyane) or
(residence = Martinique) or
(residence = LaReunion) or
(residence = SaintBarthelemy) or
(residence = SaintMartin) or
(residence = SaintPierreEtMiquelon)

)
consequence equals 11.27 EUR

Listing 1: Reference Output for sample A and
translation into English. SMIC is a minimum wage
in France.

champ d'application Smic :
definition brut_horaire sous condition
date_courante >= |2023-01-01| et
date_courante <= |2023-04-30| et (
(residence = Metropole) ou
(residence = Guadeloupe) ou
(residence = Guyane) ou
(residence = Martinique) ou
(residence = LaReunion) ou
(residence = SaintBarthelemy) ou
(residence = SaintMartin) ou
(residence = SaintPierreEtMiquelon)

)
consequence egal a 11.27 EUR

scope Smic :
definition gross_hourly_wage under condition
current_date >= |2023-01-01| and
current_date <= |2023-04-30| and (
(residence = Metropole) or
(residence = Guadeloupe) or
(residence = Guyane) or
(residence = Martinique) or
(residence = LaReunion) or
(residence = SaintBarthelemy) or
(residence = SaintMartin) or
(residence = SaintPierreEtMiquelon)

)
consequence equals 11.27 EUR

Listing 2: Generated Output for sample A and
translation into English. SMIC is a minimum wage
in France.

Metric Score

CodeBLEU 91.9
N-gram Match Score 93.3
Weighted N-gram Match Score 93.3
Syntax Match Score 89.0
BERTScore F1 99.2
CHRF Score 97.4
TED Score 0.7
Validity True

Table 7: Evaluation scores (in %) for Sample A

Metric Score

CodeBLEU 71.9
N-gram Match Score 75.6
Weighted N-gram Match Score 73.4
Syntax Match Score 66.7
BERTScore F1 95.1
CHRF Score 92.3
TED Score 2.2
Validity True

Table 8: Evaluation scores (in %) for Sample B

F.2 Sample B

A Mayotte, son montant est fixe a 8,70 euros
l'heure.

In Mayotte, the amount is set to 8.70 euros per
hour.

Listing 3: Input for Sample B and translation into
English.

champ d'application Smic :
definition brut_horaire sous condition
date_courante >= |2023-05-01| et
date_courante < |2024-01-01| et (
(residence = Mayotte)
)
consequence egal a 8,70 EUR

scope Smic :
definition gross_hourly_wage under condition
current_date >= |2023-05-01| and
current_date < |2024-01-01| and (
(residence = Mayotte)
)
consequence equals 8.70 EUR

Listing 4: Reference Output for Sample B and
translation into English. SMIC is a minimum wage
in France.

champ d'application Smic :
definition brut_horaire sous condition
date_courante >= |2023-01-01| et
date_courante <= |2023-04-30| et (
(residence = Mayotte)
)
consequence egal a 8,70 EUR

scope Smic :
definition gross_hourly_wage under condition
current_date >= |2023-01-01| and
current_date <= |2023-04-30| and (
(residence = Mayotte)
)
consequence equals 8.70 EUR

Listing 5: Generated Output for Sample B and
translation into English. SMIC is a minimum wage
in France.

F.3 Sample C
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NOTA :

Conformement a l'article 3 de l'arrete du 16
aout 2022 (TREL2220744A), ces dispositions sont
applicables pour les prestations dues a compter
du 1er juillet 2022.

### Article 15 | LEGIARTI000046126962 [archive]

Pour l'application du 5 degre de l'article
D. 823-17 du meme code, le forfait " R0 " est
fixe selon le tableau suivant (en euros) :

Composition du foyer MONTANT (en euros)
-----------------------------------------
Personne seule sans personne a charge 4 870
Couple sans personne a charge 6 977
Personne seule ou couple ayant :
-une personne a charge 8 322
-deux personnes a charge 8 509
-trois personnes a charge 8 834
-quatre personnes a charge 9 163
-cinq personnes a charge 9 488
-six personnes a charge 9 816
-par personne a charge supplementaire 323

NOTE:

In accordance with Article 3 of the Decree of 16
August 2022 (TREL2220744A), these provisions
apply to services due as from July 1st, 2022.

### Article 15 | LEGIARTI000046126962 [archive]

For the application of the fifth paragraph of
Article D. 823-17 of the same Code, the " R0 "
lump sum is set according to the following table
(in euros):

Household composition AMOUNT (in euros)
--------------------------------
Single person without dependants 4,870
Couple without dependants 6,977
Single person or couple with:
- one dependant 8,322
- two dependants 8,509
- three dependants 8,834
- four dependants 9,163
- five dependants 9,488
- six dependants 9,816
- per additional dependant 323

Listing 6: Input for Sample C and translation into
English.

champ d'application
CalculAidePersonnaliseeLogementLocatif
sous condition date_courante >= |2022-07-01| et
date_courante <= |2022-12-31|:

etiquette metropole
definition multiplicateur_majoration_r0 egal a
decimal de (nombre_personnes_a_charge - 6)

etiquette metropole
definition abattement_forfaitaire_d823_17 egal a
si nombre_personnes_a_charge = 0 alors
selon situation_familiale_calcul_apl sous forme
-- PersonneSeule: 4 870 EUR

-- Couple: 6 977 EUR
sinon si nombre_personnes_a_charge = 1 alors
8 322 EUR
sinon si nombre_personnes_a_charge = 2 alors
8 509 EUR
sinon si nombre_personnes_a_charge = 3 alors
8 834 EUR
sinon si nombre_personnes_a_charge = 4 alors
9 163 EUR
sinon si nombre_personnes_a_charge = 5 alors
9 488 EUR
sinon si nombre_personnes_a_charge = 6 alors
9 816 EUR
sinon
9 816 EUR + 323 EUR *

multiplicateur_majoration_r0

scope PersonalizedHousingBenefitsCalculation
under condition current_date >= |2022-07-01| and
current_date <= |2022-12-31|:

label mainland
definition uplift_multiplier_r0 equals
decimal of (number_dependents - 6)

label mainland
definition standard_deduction_d823_17 equals
if number_dependents = 0 then
match marital_status_phb_calculation
with pattern
-- SinglePerson: 4,870 EUR
-- Couple: 6,977 EUR
else if number_dependents = 1 then 8,322 EUR
else if number_dependents = 2 then 8,509 EUR
else if number_dependents = 3 then 8,834 EUR
else if number_dependents = 4 then 9,163 EUR
else if number_dependents = 5 then 9,488 EUR
else if number_dependents = 6 then 9,816 EUR
else 9,816 EUR + 323 EUR * uplift_multiplier_r0

Listing 7: Reference Output for Sample C and
translation into English.

champ d'application
CalculAidePersonnaliseeLogementLocatif
sous condition date_courante >= |2022-07-01| et
date_courante < |2023-10-01|:
etiquette metropole definition
multiplicateur_majoration_r0 egal a
decimal de (nombre_personnes_a_charge - 6)

etiquette metropole definition
abattement_forfaitaire_d823_17 egal a
si nombre_personnes_a_charge = 0 alors
(selon situation_familiale_calcul_apl sous forme
-- PersonneSeule: 4 870 EUR
-- Couple: 6 977 EUR)
sinon si nombre_personnes_a_charge = 1 alors
8 322 EUR
sinon si nombre_personnes_a_charge = 2 alors
8 509 EUR
sinon si nombre_personnes_a_charge = 3 alors
8 834 EUR
sinon si nombre_personnes_a_charge = 4 alors
9 163 EUR
sinon si nombre_personnes_a_charge = 5 alors
9 488 EUR
sinon si nombre_personnes_a_charge = 6 alors
9 816 EUR
sinon
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9 816 EUR + 323 EUR *
multiplicateur_majoration_r0

scope PersonalizedHousingBenefitsCalculation
under condition current_date >= |2022-07-01| and
current_date < |2023-10-01|:
label mainland definition
uplift_multiplier_r0 equals
decimal of (number_dependents - 6)

label mainland definition
standard_deduction_d823_17 equals
if number_dependents = 0 then
(match marital_status_phb_calculatio
with pattern
-- SinglePerson: 4,870 EUR
-- Couple: 6,977 EUR)
else if number_dependents = 1 then 8,322 EUR
else if number_dependents = 2 then 8,509 EUR
else if number_dependents = 3 then 8,834 EUR
else if number_dependents = 4 then 9,163 EUR
else if number_dependents = 5 then 9,488 EUR
else if number_dependents = 6 then 9,816 EUR
else 9,816 EUR + 323 EUR * uplift_multiplier_r0

Listing 8: Generated Output for Sample C and
translation into English.

Metric Score

CodeBLEU 95.0
N-gram Match Score 93.6
Weighted N-gram Match Score 94.5
Syntax Match Score 91.8
BERTScore F1 98.0
CHRF Score 98.5
TED Score 0.6
Validity True

Table 9: Evaluation scores (in %) for Sample C

F.4 Sample D

###### Article L822-4 | LEGIARTI000049392199

Les aides personnelles au logement ne sont pas
dues si le local est loue ou sous-loue en partie
a des tiers, sauf s'il s'agit d'une personne
agee ou handicapee adulte qui a passe un contrat
conforme aux dispositions de l' article L. 442-1
du code de l'action sociale et des familles ou
d'une personne de moins de trente ans.

###### Article L822-4 | LEGIARTI000049392199

Personal housing assistance is not payable if
the dwelling is rented or sublet in part to
third parties, except in the case of an elderly
or disabled adult who has entered into a
contract in accordance with the provisions of
Article L. 442-1 of the Code of Social Action
and Families, or a person under thirty years of
age.

Listing 9: Input for Sample D and translation into
English.

champ d'application
EligibiliteAidesPersonnelleLogement:
etiquette cas_base_l822_4 regle
condition_logement_location_tiers sous condition
menage.logement.loue_ou_sous_loue_a_des_tiers
sous forme LoueOuSousLoueADesTiers.Non
consequence non rempli

exception cas_base_l822_4 regle
condition_logement_location_tiers sous condition
selon
menage.logement.loue_ou_sous_loue_a_des_tiers
sous forme
-- LoueOuSousLoueADesTiers.Non: vrai
-- LoueOuSousLoueADesTiers.Oui de personne:
(resultat de France.VerificationAgeSuperieurA
avec { -- date_naissance:
personne.date_naissance_personne_sous_location
-- date_courante: date_courante
-- annees: 30 an }).est_superieur
ou personne.conforme_article_l442_1
consequence rempli

scope PersonalizedHousingBenefitsEligibility:
label base_case_l822_4 rule
condition_third_party_rental under condition
household.dwelling.

rented_or_sublet_to_third_party
with pattern
RentedOrSubletToThirdParty.No
consequence not fulfilled

exception base_case_l822_4 rule
condition_third_party_rental under condition
match
household.dwelling.

rented_or_sublet_to_third_party
with pattern
-- RentedOrSubletToThirdParty.No: true
-- RentedOrSubletToThirdParty.Yes of person:
(output of France.VerificationAgeGreaterThan
with
{ -- birth_date:
person.birth_date_person_renting
-- current_date: current_date
-- years: 30 year }).is_greater
or person.pursuant_to_article_l442_1
consequence fulfilled

Listing 10: Reference Output for Sample D and
translation into English.

champ d'application
EligibiliteAidesPersonnelleLogement:
regle condition_non_ouverture_l822_4
sous condition selon
menage.logement.loue_ou_sous_loue_a_des_tiers
sous forme
-- Oui de personne_sous_location:
date_courante >= |2023-04-05| et
((personne_sous_location.

date_naissance_personne_sous_location +
personne_sous_location.
conformement_article_l442_1 * 1 an <=
date_courante)

ou
(personne_sous_location.

date_naissance_personne_sous_location +
personne_sous_location.
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conformement_article_l442_1 * 30 an <=
date_courante)

-- Non: faux
consequence rempli

scope PersonalizedHousingBenefitsEligibility:
rule condition_non_opening_l822_4
under condition
match
household.dwelling.

rented_or_sublet_to_third_party
with pattern
-- Yes of person_renting:
current_date >= |2023-04-05| and
((person_renting.birth_date_person_renting +

person_renting.pursuant_to_article_l442_1 *
1 year <= current_date)

or
(person_renting.birth_date_person_renting +

person_renting.pursuant_to_article_l442_1 *
30 year <= current_date)

-- No: false
consequence fulfilled

Listing 11: Generated Output for Sample D and
translation into English.

Metric Score

CodeBLEU 28.6
N-gram Match Score 15.6
Weighted N-gram Match Score 11.6
Syntax Match Score 37.0
BERTScore F1 66.8
CHRF Score 50.8
TED Score 80.8
Validity False

Table 10: Evaluation scores (in %) for Sample D
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Abstract

Long-context benchmarks such as Needle in a
Haystack (NIAH) are often cited as evidence
of strong recall abilities in large language mod-
els (LLMs). However, these evaluations typ-
ically remove target phrases from contextual
information, making their validity in natural-
istic recall tasks uncertain. Using a dataset
of post-cutoff U.S. court opinions, we assess
recall across standard legal texts and systemati-
cally altered inputs, including a globally shuf-
fled condition inspired by NIAH-style bench-
marks. Our results reveal a distinct J-shaped
performance curve: accuracy drops with local-
ized shuffling, but rises to an overall maximum
in globally shuffled texts. This suggests that
models employ context-sensitive retrieval, rely-
ing on surrounding information when possible
and on blind recall in other conditions. By find-
ing models most accurately perform recall in
globally shuffled contexts, we highlight a need
for context-aware evaluation within reference-
critical domains.

1 Introduction

Language model (LM) benchmarks (Gao et al.,
2023) include evaluations which measure the long-
context recall performance of models. This has
been done primarily through variations of the Nee-
dle In A Haystack format, in which a short string
of text (the needle) is inserted in a larger context
window (the haystack). The extent to which NIAH
recall scores transfer to specialized domains such
as law remains an open question.

Existing benchmarks often conflate retrieval
with downstream reasoning, and lack systematic
approaches to avoiding data contamination (LeP,
2024; Chalkidis et al., 2021; Guha et al., 2023).
We present a framework for closed-domain legal
recall benchmarks using court opinions published
after model training cutoffs to test retrieval from
unseen texts. Our matched needle task requires

models to recover real legal references and facts,
revealing a consistent performance gap between
standard NIAH tasks and true legal recall, even
after controlling for context by using shuffled texts.

We find that models likely do not use recall to
succeed in standard long-context benchmarks; in-
stead, they process inputs via sentence-to-sentence
cues on texts. We observe a J-shaped curve in
model performance as shuffle window increases,
with performance decreasing for local shuffles and
increasing to a maximum for global shuffles. Fur-
thermore, we perform position ablations by insert-
ing the needle in different locations and, finding no
correlation between position and accuracy, show
that positional bias does not affect performance.
By emphasizing this distinction between reading
and recall ability that is often conflated by standard
long-context benchmarks, we highlight the need for
new long-context benchmarks that properly isolate
recall.

2 Related Work

Hallucination studies. Language model hallucina-
tions, where models provide plausible but factually
incorrect answers to user queries, is a problem of
particular importance in the legal domain, where
arguments depend on the verifiability of prior work.
Existing literature has investigated causes, types,
and strategies for reducing hallucinations in both
open and closed domains (Dahl et al., 2024; Hu
et al., 2025; Li, 2023).

Legal Benchmarks. Having benchmarks that
evaluate legal understanding and citation retrieval
is crucial to assess how capable models are of
being deployed in the legal field. These in-
clude LexGLUE (Chalkidis et al., 2021), LePaRD
(LeP, 2024), and LegalBench (Guha et al., 2023;
Houir Alami et al., 2024; Zheng et al., 2025).How-
ever, these works often blend retrieval with rea-
soning components and do not ensure evaluation
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Figure 1: In a closed-domain setting, legal reference recall is consistently lower than distributionally identical
needle-in-a-haystack tasks, suggesting context-specific information impacts legal reference recall.

independence from training data.
Long Context Recall. Many recall benchmarks

test token extraction, these include Needle-in-a-
Haystack (NIAH) (Gao et al., 2023) and its variants,
including NeedleChain (Moon and Lim, 2025) and
recall benchmarks in reasoning and recall-based
applications (Yu et al., 2025; Wang, 2025; Gupta
et al., 2024; Qiu et al., 2025). However, these
works often permit preexisting mentions of the nee-
dle fragment in training data (Chen et al., 2023;
Mamakas et al., 2022). There also exist several
studies which conduct recall within a specialized
domain. Blair-Stanek et al. (2024) specifically tests
model retrieval from legal contexts, while Fan et al.
(2024) assess long-context recall in the medical do-
main. However, these works omit causal analysis
and do not guarantee a lack of data contamination.

3 Approach

3.1 Evaluation Framework
All case texts were sourced from Courtlistener, an
online database of American case law containing
1.75 million legal decisions. To ensure that the
models’ performance is independent of existing
knowledge on the provided opinions, we filtered
for cases which were made publicly available after
a specific cutoff date, for which we selected July
1st, 2024.

We evaluated five state-of-the-art language mod-
els with knowledge cutoffs preceding our docu-

ment collection period: GPT-4o, Gemini 1.5 Pro,
Claude Sonnet 3.5, DeepSeek-V3, and Llama-3.1-
8b-instruct (OpenAI, 2024; Google, 2024; An-
thropic, 2024; DeepSeek-AI, 2024; Meta, 2024).
The models tested span parameter scales from 8B
to an estimated 1.8T parameters and incorporate
diverse architectural approaches, providing a repre-
sentative sample of current language models.

3.2 Retrieval Evaluation and Ablations

All tests on a document were performed with shuf-
fled versions of the context window, such that each
test was distributionally identical. To understand
LLM recall as it relates to context information, we
ran several types of shuffle tests, including triad
shuffles, sentence-level shuffles, paragraph-level
shuffles, and global shuffles. The global shuffle
corresponds to the Needle In Haystack benchmark,
which typically involves contextually irrelevant
needle insertions (Gao et al., 2023).

Additionally, we ran ablation tests using needle
position to determine the extent to which positional
bias influences accuracy. While running neighbor-
hood shuffles to vary contextual information, we
evaluated the position within the text of the needle
word, and compared retrieval accuracies at each
position.
Contextual Information. The shuffles differ in the
amount of contextual information provided. For
needle word w, context c, and co-occurrence prob-
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Context Type Needle Ex. Prompt Case Count
Decision "affirm" In one word, was this case affirmed or re-

versed? {case text}
62

Author "Karen Moore" Is {author name} mentioned or identifiable
in this case? Answer only Yes or No. Here
is a legal document: {case text}

62

Citation "2015 UT 45" Here is a legal decision describing a ruling,
does the briefing cite {citation}? Answer
only Yes or No.: {case text}.

100

Table 1: Summary of the reference-based tasks used in closed-domain recall. For each task, we test both the standard
context and a shuffled NIAH variant. For the citation task, we constructed a balanced dataset of 50 real citations and
50 fakes. Fakes were generated by randomly selecting digits from real citations and permuting two digit positions,
creating in-distribution but invalid citation references.

ability P (w, c), the pointwise mutual information
for a particular word (Resnik, 1992) is given as

PMI(w, c) = log2
P (w, c)

P (w)P (c)

For a particular needle w, the consequent infor-
mation given by any context c is then

PMIstandard(w, c) = n

for some baseline value n, while for the shuffled
context it is

PMINIAH(w, c) = 0

Because all words have equal likelihood of appear-
ing in any context, P (w, c) = P (w)P (c) in this
case so that the mutual information is zero.

3.3 Recall Tasks
We use a subset of tasks that focus on specific fac-
tual information within legal settings. Our first
task, Decision, tests whether the models can accu-
rately identify a single instance of a court decision,
which is either ’affirmed’ or ’reversed’. To add
more breadth to our evaluation, we introduced our
second task, Author, which tests the model’s ability
to identify a single-occurrence author name from
the briefing. Finally, our third task, Citation, evalu-
ates the models on how reliably they can identify a
single-occurrence citation from the text.

4 Results

Our results show that model recall follows a J-
shaped trajectory as contextual information is dis-
rupted. As shown in Figure 3, interfering with local
semantics via small shuffle windows significantly
impairs performance, hindering the model’s "read-
ing" process. However, completely destroying the

context via a global shuffle forces the model into its
"recall" mode, boosting accuracy to its peak. Ulti-
mately, every model tested performed much worse
in the standard setting compared to the contextu-
ally uninformative global shuffle (NIAH setting),
suggesting that such benchmarks can be unreliable.

One potential counterfactual to consider is that
position alone can explain the drops in accuracy.
We eliminate this possibility through needle posi-
tion ablation tests. As seen in the appendix, these
tests show little correlation between position and
accuracy and indicate that position alone cannot
explain the gap.

The performance gap between standard and
NIAH contexts is exacerbated by document length.
While a model’s NIAH performance is stable, its
ability to recall from a coherent legal text degrades
sharply as the text gets longer. As seen in Figure
4, the error rate in a standard context increases
3.1x faster than in a NIAH task. This widening
gap demonstrates that high NIAH scores are unreli-
able predictors for performance, especially on long
domain-specific documents.

Specific accuracy scores for each model across
the three key conditions—Standard (reading), Lo-
cal Shuffle (disrupted reading), and NIAH (re-
call)—are detailed in Table 2.

Model Std. Local Shuffle Global Shuffle
GPT-4o 0.723 0.607 0.871
Gemini 1.5 Pro 0.755 0.652 0.893
LLaMA 3 8B 0.658 0.559 0.806
Claude 3.5 0.868 0.736 0.961
DeepSeek V3 0.810 0.697 0.903

Table 2: Model accuracy across input conditions, show-
ing a J-curve pattern: performance drops from Standard
to Local Shuffle and peaks under the Global Shuffle
condition.
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Figure 2: Models exhibit significant discrepancies due to contextual informativity in legal domains, with mean error
rates increasing by a factor of 1.2-2× in naturalistic versus globally shuffled contexts (n=5).

Figure 3: Mean recall across varying context shuffle
sizes. Accuracy is high in standard text, drops in local
context disruptions, and rises to its maximum in a global
context disruptions (∞). Model: Gemini 1.5 Pro, (n=5)

Figure 4: The performance gap between standard and
NIAH tasks widens significantly with document length
(p=0.0009). Model: Gemini 1.5 Pro

5 Conclusion

Reference retrieval is critical for many applications
in the legal domain, for instance in determining
which case texts support a particular claim. How-
ever, existing benchmarking methods do not rig-
orously enable evaluation of recall capabilities in
previously unseen contexts. We develop an eval-
uation framework from U.S. court opinions that
ensures models have no prior knowledge of case
results or context. Applying our framework, we
identify an consistent recall gap across models and
tasks based on context.

We show that standard needle-in-a-haystack
benchmarks consistently overestimate recall perfor-
mance in the legal domain. Moreover, we isolate
the causes of performance degradation to contex-
tual informativity rather than distributional differ-
ences, and find a J-shaped curve suggesting com-
plex reading behavior. Thus, our findings highlight
the need for specialized testing in reference-critical
applications, and establish an evaluation framework
for improving retrieval across informativity levels.

6 Limitations

Although our methodology eliminates positional
bias through ablation tests, there could be other in-
ternal mechanisms influencing accuracy within the
LLMs that we have not considered. This makes it
so that we cannot claim that the J-curve pattern we
observe is completely responsible for the model’s
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behavior. Through this limitation, we open the
door for future studies to probe deeper into model
internals and perform extensive attention analysis
to validate and explore our results further.
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Model Accuracy (No Context)
GPT-4o 0.503
Gemini 1.5 Pro 0.500
LLaMA 3 8B 0.484
Claude 3.5 0.516
DeepSeek V3 0.484

Table 3: Model accuracy on legal classification task
with no contextual information provided.

B Positional Ablation Tests

Figure 5: Our positional ablation tests show no cor-
relation between needle position and demonstrate that
position cannot explain the gap between standard and
NIAH error rates.
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Abstract

Pretrained LLMs are trained on massive web-
scale datasets, which often contain personally
identifiable information (PII), raising serious
legal and ethical concerns. A key research chal-
lenge is how to effectively unlearn PII without
degrading the model’s utility or leaving implicit
knowledge that can be exploited. This study
proposes UnlearnPII, a benchmark designed
to evaluate the effectiveness of PII unlearning
methods, addressing limitations in existing met-
rics that overlook implicit knowledge and as-
sess all tokens equally. Our benchmark focuses
on detecting PII leakage, testing model robust-
ness through obfuscated prompts and jailbreak
attacks over different domains, while measur-
ing utility and retention quality. To advance
practical solutions, we propose a new PII un-
learning method - PERMUtok. By applying
token-level noise, we achieve 1) simplified in-
tegration into existing workflows, 2) improved
retention and output quality, while maintaining
unlearning effectiveness. The code is open-
source and publicly available.

1 Introduction

LLMs have become central to modern applications,
particularly those that interact directly with end-
users. Their broad utility has driven rapid adoption
in diverse domains (Liang et al., 2025). At the
same time, LLMs pose significant risks due to their
tendency to memorize and potentially recall infor-
mation from training data. This issue raises serious
concerns, not only from an ethical aspect, but also
under legal frameworks such as the GDPR, the im-
perative to prevent copyright infringement (Chang
et al., 2023), as well as violations of personal pri-
vacy through the leakage of personally identifiable
information (PII) (Staab et al., 2023).

Tackling these issues led to growing interest in
LLM machine unlearning (Cao and Yang, 2015;
Ginart et al., 2019), aiming to forget specific knowl-
edge while preserving the model’s utility. Exist-

Figure 1: (upper) PII Unlearning Scope (Wang et al., 2025).
(lower) Autocompletion Attack in unlearning scope.

ing work has focused on forgetting entire factual
sequences (e.g., autobiographical details (Maini
et al., 2024) or sensitive content (Deeb and Roger,
2024)). In contrast, PII unlearning remains under-
explored, despite evidence that adversarial prompts
can extract personal information memorized during
training (Aditya et al., 2024; Sun et al., 2023).

The imperative to remove PII from LLMs is
not only technical but also legal and ethical. The
GDPR grants individuals the right to be forgotten,
which allows data subjects to request erasure of
their personal data (Zhang et al., 2024a). In prac-
tice, ensuring compliance through full retraining
is prohibitively costly and inflexible, underscoring
the need for effective unlearning methods. Since
the field is still nascent, most approaches have been
validated only on general-purpose benchmarks, lim-
iting progress toward methods tailored to PII.

Given these challenges in unlearning PII, we
studied the following research questions:

1) How feasible is it to achieve model-agnostic,
computationally efficient PII unlearning that re-
moves both implicit and explicit target knowledge?

2) How does forgetting effectiveness vary be-
tween different PII categories?

3) How do SOTA unlearning methods perform
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across different LLMs and parameter scales?
To address these questions, we make the fol-

lowing contributions. First, we introduce practi-
cal improvements to PERMU, a perturbation-based
machine unlearning method (Wang et al., 2025).
Our extensions (PERMUtok) increase reliability and
adaptability for PII-specific unlearning by simpli-
fying relevance masking tailored to PII data and
developing a model-agnostic variant. We apply
token-level noise directly to input data for easier
integration across different LLMs.

Second, we present UnlearnPII, a specialized
benchmark covering 16 PII-categories across gen-
eral, banking, and medical domains. Unlike exist-
ing evaluation frameworks, UnlearnPII introduces
fine-grained metrics that capture both explicit and
implicit PII leakage, a major oversight in most cur-
rent benchmarks (Wang et al., 2025). As shown in
Figure 1, our benchmark assesses inner-scope at-
tacks (DirectQA, ParaphrasedQA) and outer-scope
attacks (InvertedQA, OneHopQA) through an auto-
completion framework, ensuring models forget not
only explicit PII but also paraphrased and indirect
associations of sensitive information. While a lack
of PII leakage in this benchmark does not fully as-
sess compliance with the GDPR, it represents an
important component of such an evaluation, provid-
ing a way to determine whether target information
can be extracted through adversarial prompting,
which is likely the most common attack vector in
language models due to its accessibility to many
potential anonymous users.

The paper is organized as follows: Section 2
reviews related work. Section 3 and 4 detail the
proposed methodology and benchmark. Section 5
and 6 present experiments and results. Section 7
discusses the limitations and implications.

2 Related Works

Machine Unlearning Techniques are catego-
rized into three main types (Blanco-Justicia et al.,
2025): 1) weight modification, 2) architecture mod-
ification, and 3) input/output modification. Weight
modification methods alter model parameters, of-
fering the most robust unlearning. Simple ap-
proaches like Gradient Ascent (Jang et al., 2022)
maximize loss on forget data but often cause catas-
trophic forgetting. State-of-the-art methods like
Perturbation-based Machine Unlearning (PERMU)
(Wang et al., 2025) use contrastive learning with
perturbed target data to effectively remove direct

and implicit knowledge. Architecture modifica-
tion methods add external components to facili-
tate unlearning. Who’s Harry Potter? (Eldan and
Russinovich, 2023) introduces a reinforced model
and subtracts its token probabilities from the orig-
inal model. Unlearning through Logit Difference
(ULD) (Ji et al., 2024) operates at the logit level
using an assistant LLM, proving effective for ex-
act expressions but degrading on implicit knowl-
edge (Wang et al., 2025). Input/output modification
methods use prompt engineering approaches. In-
Context Learning-based unlearning (ICL) (Pawel-
czyk et al., 2023) appends unlearning instructions
to samples but requires storing all unlearning data
without weight updates. Our work builds on the
weight modification by extending PERMU with a
token-level variant that simplifies integration across
LLMs while being more suitable for PII unlearning
than existing general-purpose approaches.

Evaluation Unlearning evaluation balances for-
getting effectiveness with utility preservation. The
TOFU benchmark (Maini et al., 2024) contains
forget and retain sets with fictitious author facts,
using metrics like ROUGE-recall and Truth ratio.
Wang et al. (2025) noted that existing benchmarks,
including TOFU, lack generalization testing and
introduced PERMU with UGBench to address para-
phrased questions and one-hop reasoning. How-
ever, their evaluation focuses on general knowl-
edge rather than PII and doesn’t assess extrac-
tion resistance under adversarial conditions. This
work addresses these limitations by introducing
fine-grained metrics for PII leakage, adversarial
robustness testing, and diverse domain coverage.

PII Extraction in LLMs Studies have demon-
strated privacy risks in LLMs (Yao et al., 2024),
with models like GPT-3 leaking PII through simple
prompts (Sun et al., 2023). Aditya et al. (2024)
explored black-box attacks and completion attacks,
showing that partial training data knowledge sig-
nificantly improves PII extraction success. They
introduced metrics like Extraction Success Rate
(ESR) for comparing jailbreaking techniques. Re-
cent work (Kuo et al., 2025) presents Proactive
Privacy Amnesia (PPA), a targeted Gradient As-
cent approach that eliminates phone number leak-
age and reduces address exposure by 9.8-87.6%,
though it was only tested on email datasets and
limited PII types.
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3 Methodology

3.1 PERMU

Perturbation-based Machine Unlearning (PERMU)
(Wang et al., 2025) achieved 50.4% improvement
in unlearning target data and 40.7% improvement
in mitigating implicit knowledge over 13 contempo-
rary approaches. The method adjusts the model’s
internal probability distribution, which captures
learned knowledge (Wan et al., 2024), at the logit
level by generating adversarial, factually unaware
distributions that reduce likelihood of factually re-
lated tokens.

Adversarial samples are generated by injecting
noise at the embedding level of subject tokens, iden-
tified using the Model Sensitivity Metric (MSM).
MSM calculates loss function for each token with
and without noise, then computes derivatives and
maximum eigenvalues. Top-K highest eigenvalues
correspond to most sensitive tokens forming the
subject set. Noise injection breaks factual associa-
tions, when prompted with "What sport does Lionel
Messi play? He plays," the corrupted distribution
fails to rank "football" highly.

As illustrated in Figure 2, the model employs
contrastive learning to further suppress confidence
in fact-related tokens by subtracting the clean distri-
bution from the corrupt distribution: p(Yt|y<t) =
p(y|x̃)−C · p(y|x), where p(y|x̃) is the corrupted
distribution, p(y|x) is the clean distribution, and C
is the tuning coefficient. The model is fine-tuned
using KL-divergence to align with this contrasted
distribution. Catastrophic forgetting is further miti-
gated by adding a retain loss, which is a traditional
loss calculated on semantically similar data.

3.2 Extension of PERMU

We extended two components in PERMU to en-
hance its effectiveness and broaden applicabil-
ity: 1) replacing MSM with a targeted heuristic
for subject token identification; 2) introducing a
model-agnostic variant that removes the need for
embedding-level access.

Subject Token Calculation: We replace MSM
with a simple heuristic that selects the target per-
son’s name as subject tokens. This is feasible in
our structured PII data where the subject entity
is known in advance and is always present in the
unlearning sample.

Analysis on the TOFU benchmark (Maini et al.,
2024) confirms that MSM-identified subjects con-
sistently represent the central subject entity (e.g.,

synthetic author name). Since the subject’s name
directly links the question to the factual informa-
tion to be removed, selecting it as the subject to-
ken is both intuitive and effective. Our heuristic
avoids MSM’s computational overhead while of-
fering clearer and more controllable subject token
selection.

Model-Agnostic Variant: The Original PERMU
requires modifying the model’s forward function
for embedding-level noise injection, hindering
seamless integration. We introduce PERMUtok,
which shifts noise injection to the token level us-
ing straightforward token substitution, eliminat-
ing forward function modifications and providing
model-invariant functionality with minimal extra
overhead. This results in a model-agnostic method:
the only changes occur at the data level, and in
fact, the unlearning dataset with perturbed tokens
can be precomputed and reused for any specified
model. This makes the method significantly more
practical.

PERMUtok introduces two parameters: Replace
Token Probability (R) and Corrupt Token Neigh-
borhood (N ). For each token in our set, we de-
cide whether to replace it with probability R, and
then we choose its replacement from the candi-
date neighborhood N . Less strict neighborhoods
produce replacements similar to original tokens,
potentially reducing clean-corrupted contrast and
weakening unlearning effects.

4 UnlearnPII Benchmark

4.1 Synthetic PII Dataset

PII is rarely available in online datasets due to pri-
vacy protections. We created a custom dataset to
ensure control over QA format, target domains, PII
categories, and sample distributions. The structure
follows the TOFU benchmark using synthetic au-
thor profiles, but is adapted to the PII setting where
individuals are linked to personal facts.

The created dataset contains 225 person profiles
with 10 QA pairs each. Each QA pair references
the person’s PII, for example: "What is Einar Sven-
son’s phone number?" answered by "Einar Svenson
can be reached at 0678543454." We cover general,
banking, and medical domains, different PII types
(e.g., names, identifiers, bank account numbers),
and semantically rich information (e.g., disease
names). Then, the QA pairs were created by sam-
pling from predefined probability distributions that
determined user country, domain, PII type, and

56



Figure 2: PERMU Algorithm with Dual-Objective Loss Calculation. (1) Forget Loss Lf : Contrastive learning is applied by
subtracting perturbed logits from clean logits, with α being a tuning coefficient. (2) Retain LR: Standard gradient descent is used
to train the model to predict the correct answer for each question. Finally, the two objectives are combined using a weight β.

Figure 3: Generating Synthetic user profiles and prompts for
the Autocompletion and Extraction Attacks for extracting PII.

number of PII per sample to ensure diversity. Table
11 and Figure 8 in Appendix shows details about
PII types and their statistics.

4.2 Forget, Retain and Test Retain Sets

The dataset is split into three non-overlapping QA
pair sets: (1) Forget Set - target data to be un-
learned from the model, (2) Retain Set - regular-
ization data used to prevent catastrophic forgetting
during unlearning (Maini et al., 2024; Shi et al.,
2024), and (3) Test Retain Set - validation data
for assessing whether non-target PII knowledge is
preserved. Figure 4 depicts the role of each set in
the unlearning process. The Forget and Retain Sets
are constructed from 2000 QA pairs derived from
200 synthetic individuals, while the Test Retain Set
contains 250 QA pairs from 25 individuals. The
proportion of data allocated to forgetting is deter-
mined by the Forget Split parameter (10%). The
parameter setting provides sufficient PII candidates
for extraction while minimizing utility degradation.
Further analysis of different forget split ratios and

Figure 4: (Upper) Data splits in the Unlearning method. The
plot showcases a forget split of 10%. (Lower) An unlearning
evaluation workflow involving different attack types and data
used. The General Knowledge prompts denote the combined
prompts from the Real Author and Real World Facts datasets.

their scalability-quality trade-offs can be found in
Appendix B. This setting does not indicate the like-
lihood that specific data will be forgotten; rather,
it specifies the amount of Retain data required to
unlearn the Forget data. For example, if the For-
get Set contains 100 samples, then with a Forget
Split of 10%, one would generate 900 samples of
synthetic data similar to the target data to serve as
the regularization component. Further analysis of
different Forget Split ratios and their scalability-
quality trade-offs can be found in Appendix B.

4.3 Auto-completion and Extraction Attacks

The development of evaluation prompts are in-
spired by Aditya et al. (2024), where the authors
achieved PII extraction rates of up to 13% using
autocompletion attacks and 4.5% using extraction
attacks. Autocompletion attacks prompt the model
with partial training data (informed), while extrac-
tion attacks use unrelated prompts (uninformed).
We introduce three new autocompletion attacks
and one extraction variant (in Figure 3). The auto-
completion attacks test both explicit and implicit
knowledge removal and include: (1) DirectQA -
original training questions, (2) ParaphrasedQA -
reworded versions testing generalization, (3) One-
HopQA - using one PII to extract another, testing
associations, and (4) InvertedQA - reverse relation-
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ships testing implicit connections. For extraction,
the Naive ExtractionQA (uninformed) set is em-
ployed using random C4 dataset prompts (Dodge
et al., 2021) and Targeted ExtractionQA (partially
informed) using only first names to assess unlearn-
ing under more practical and adversarial conditions.
Details on prompt counts and generation proce-
dures are provided in Appendix C and F.

4.4 Evaluation Metrics

Machine unlearning aims to forget target data while
preserving existing knowledge and utility. Figure 4
(lower) illustrates our evaluation approach for both
objectives.

Forget Objective Unlike previous benchmarks
that measure whether full answers are forgotten,
this work focuses specifically on PII leakage. To
this end, the Extraction Success Rate (ESR) =

No. PII extracted
Total PII prompts to the model is adopted (Aditya et al.,
2024). ESR is defined as the fraction of prompts
in which the correct individual’s PII is revealed.
ESR is reported per attack type (e.g., Direct ESR,
Paraphrased ESR), with the objective of achieving
low Forget ESR scores.

Utility Objective. To assess knowledge preserva-
tion, the following three metrics are used: 1) Test
Retain ESR, measuring leakage of non-target PII
from similar samples; 2) Model Utility, evaluating
retention across non-target PII and general knowl-
edge (as in TOFU (Maini et al., 2024)); 3) Model
Fluency, assessing generation quality via n-gram
frequency (as in UGBench (Wang et al., 2025)).
Higher scores indicate better preservation, with the
aim of remaining close to a baseline model without
unlearning.

General Benchmarks: Besides unlearning-
specific metrics, three widely used LLM down-
stream benchmarks are used: MMLU-Pro (an en-
hanced version of the Massive Multitask Language
Understanding benchmark testing comprehensive
knowledge across 57 academic subjects)(Wang
et al., 2024), GSM8K (Grade School Math 8K, eval-
uating mathematical reasoning capabilities)(Cobbe
et al., 2021), and ARC-Challenge (Abstraction
and Reasoning Challenge, assessing scientific rea-
soning through challenging multiple-choice ques-
tions)(Chollet et al., 2024). These benchmarks are
widely adopted in the community for their ability
to comprehensively test both knowledge recall and
reasoning abilities across diverse domains.

4.5 Implementation Details

UnlearnPII is evaluated using Llama2-7B and
Llama3.1-8B, trained to memorize PII and recall
both one-hop and inverse relationships. For each
of the 2,250 QA samples, we generate one inverted,
five paraphrased, and three one-hop variants per
individual to test generalization. Both models are
fully fine-tuned for 5 epochs (batch size 32, learn-
ing rate 2e-5, gradient accumulation 4). During
unlearning, we fine-tune for 8 epochs with learning
rate of 1e-5 and effective batch size of 32. Training
is performed on a single H100 GPU 94GB HBM2e.
Results are averaged over 10 runs with all parame-
ters updated during both phases.

5 Experiments

5.1 PERMUtok Ablation Study

PERMUtok employs two parameters whose effects
will be studied: replace token probability (R) and
corrupt token neighborhood (N ). For R, experi-
ments are conducted using four probability values:
0.25, 0.5, 0.75, and 1.0 such as to analyze how
replacement probability impacts both forgetting
performance and utility. For N , four neighborhood
configurations are analyzed based on Levenshtein
edit distance between original and corrupted tokens.
Given original token to and vocabulary token tv,
where k = Levenshtein(to, tv), configurations in-
clude: (i) k1_match where k = 1 and to[0] = tv[0],
(ii) k2 where k ≤ 2, (iii) k10 where k ≤ 10, and
(iv) k_strict where k = |to|, representing increasing
corruption severity from minimal distortion to full
character mismatch. In this setting, R is fixed at
1.0 to eliminate variance.

5.2 Evaluation on UnlearnPII

In addition to PERMU and PERMUtok, Unlearn-
PII is evaluated on 5 other SOTA unlearning ap-
proaches: Gradient Ascent (GA) (Jang et al., 2022),
Direct Preference Optimization (DPO) (Rafailov
et al., 2023), Negative Preference Optimization
(NPO) (Zhang et al., 2024b), Who’s Harry Potter
(WHP) (Eldan and Russinovich, 2023), and Un-
learning through Logit-Difference (ULD) (Ji et al.,
2024).

GA represents the simplest approach, invert-
ing the optimization objective to maximize loss
on the forget set. NPO and DPO employ refer-
ence distributions for controlled forgetting. DPO
aligns outputs with "I don’t know" responses, while
NPO uses probability ratios against the original
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pre-trained model. The contrastive methods, WHP
and ULD, shift output logits by subtracting pre-
dictions from an assistant model fine-tuned on the
forget data. To mitigate utility degradation, regu-
larization techniques Gradient Descent (gd) (Maini
et al., 2024) and KL Divergence (Lu et al., 2022)
are applied to GA, DPO, and NPO, yielding six
additional variants.

The evaluation aims to identify methods that de-
liver strong unlearning performance while preserv-
ing downstream capabilities and non-target knowl-
edge recall. In the evaluation, the default param-
eters for non-PERMU methods are employed, we
include a Retain baseline model fine-tuned exclu-
sively on the retain set and never exposed to forget
data, serving as an upper bound for performance.
The top-performing models are analyzed to deter-
mine which domains and PII types are difficult to
forget across different attack scenarios. In addition,
parameter-efficient finetuning technique LoRA is
explored to study its impact on machine unlearn-
ing on computational resources and model perfor-
mance (Hu et al., 2022).

5.3 Scaling with LLM Size

The effect of the method on larger models is ana-
lyzed by using Qwen2.5 model family. These mod-
els include 1.5B, 7B, 14B, 32B parameters. The
best-performing unlearning method are reported by
their ESR. To normalize PII retention across sizes,
training epochs are scaled inversely with model
capacity: 8 (1.5B), 5 (7B), 3 (14B), and 2 (32B).
The larger models require multi-GPU setups, with
14B trained on 2 H100s and 32B on 4 H100s.

6 Results & Discussion

6.1 Ablation Study of PERMUtok

Figure 5 shows that Replace Probability Parame-
ter R (0.25, 0.5, 0.75, 1.0) exhibits a clear and
strong effect on unlearning performance. ESR
for the Inner-Scope Attack decreases substantially
with increasing R, dropping from 20% to less than
1% on the Forget set. This trend demonstrates
that higher values of R contribute to significantly
more effective forgetting and reduced retention of
sensitive information. This effect occurs because
PERMU leverages contrastive learning by subtract-
ing corrupted logits from clean logits. At low R
values, corrupted samples contain more original
tokens, reducing the difference from clean logits
and weakening the contrast between unrelated and

related content, thus diminishing the unlearning
gradient. As R increases, the gap between cor-
rupted and clean logits grows, strengthening the
unlearning signal and driving gradient updates to-
ward fact-unrelated predictions. Given our primary
goal of ensuring low Forget ESR, we choose R = 1
for subsequent experiments.

Figure 5: Llama3.1-8B: PII leakage rates for the Inner-Scope
(average ParaphrasedQA and DirectQA) attacks on both the
Test Retain and Forget sets.

In contrast to R, Corrupted Token Neighbor-
hood N shows more nuanced effects. This pa-
rameter controls the similarity between replace-
ment tokens and original ones, where k10 repre-
sents higher corruption levels (less similarity) and
k1_match represents lower corruption (higher sim-
ilarity to the original). Table 1 presents results
across four N configurations. The k10 configura-
tion achieves better explicit knowledge removal
with 0.35% Forget ESR for Direct attacks com-
pared to 0.87% for k1_match. However, for implicit
knowledge removal, k1_match significantly outper-
forms k10 (4.5% vs 10.7% for Inverted attacks).
k1_match configuration yields the best performance
for Targeted attacks (0.46% vs 2.13% ESR). These
results suggest that higher corruption levels (k10)
may over-corrupt samples, leading to overly ag-
gressive unlearning that fails to capture implicit
associations. Given its stronger performance on
outer-scope forgetting and lower computational
cost from a smaller neighborhood, N = k1_match
is chosen.

6.2 Unlearning PII Evaluation

Table 2 presents evaluation results of PII unlearn-
ing effectiveness using different methods. The Re-
tain Model serves as the ideal baseline. While
it may appear surprising that this model exhibits
leakage, this is explained by weak PII (e.g., user-
names such as einar.svedberg) that remain inferable.
PERMU and PERMUtok demonstrate superior per-
formance with substantial capacity for reducing PII
leakage while maintaining high Test Retain ESR.
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Table 1: Results of forget leakage, extraction leakage and model performance on parameter N in PERMUtok using Llama3.1-8B.

Autocompletion Forget ESR ( %) ↓ Extraction Forget ESR (%) ↓ Model Performance ↑

N Direct Paraphrased OneHop Inverted Naive Targeted Model Utility Forget Fluency

k1_match 0.87 1.42 4.25 4.5 0.05 0.46 0.54 3.80
k2 0.58 0.75 5.66 9.20 0.24 1.20 0.54 3.17
k10 0.35 0.75 4.53 10.70 0.08 2.13 0.57 3.53
kto_strict 0.63 1.00 4.53 12.60 0.26 2.22 0.54 3.29

Table 2: Results of forget leakage and model performance of different unlearning methods using LLama3.1-8B. The best scores
per model are highlighted. The results for DPO, GA and GA+kl are omitted due to catastrophic forgetting, yielding either
incoherent outputs or uniform “I don’t know” responses.

Autocompletion Forget ESR ( %) ↓ Model Performance ↑

Method Direct Paraphrased OneHop Inverted Model Utility Forget Fluency

Retain Model 0.5 0.3 1.89 1.5 0.69 3.96

PERMUtok 0.50 1.20 3.77 4.5 0.55 3.66
PERMU 0.22 0.61 3.58 12.3 0.55 2.94

GA+gd 13.67 18.92 7.55 10.5 0.45 2.74
DPO+kl 25.00 75.50 60.38 27.5 0.6 2.73
DPO+gd 71.08 76.83 56.60 32.0 0.6 4.01
NPO 28.75 36.33 9.43 14.5 0.08 4.15
NPO+kl 76.92 78.83 50.94 31.5 0.57 3.94
NPO+gd 71.08 76.83 56.60 32.0 0.56 0.64

Both methods achieve below 1% ESR for Direct at-
tacks (0.22% and 0.5% respectively) and maintain
over 95% Test Retain ESR. By contrast, alterna-
tive methods that performed well in prior works
fail to minimize Forget ESR in our setting. The
best competitor, GA+gd, achieves 13.67% Direct
Forget ESR and suffers greater utility loss. Some
methods experienced catastrophic forgetting and
are therefore omitted from the result tables.

PERMU excels at removing explicit knowledge,
achieving 0.61% ParaphrasedQA ESR compared
to 1.20% for PERMUtok. However, PERMUtok sig-
nificantly outperforms at removing implicit knowl-
edge, with 4.5% Inverted ESR versus 12.3% for
PERMU. This performance difference stems from
the level of noise injection. PERMU applies post-
encoding noise to embeddings, creating stronger
perturbation in corrupted logits and a more pow-
erful unlearning signal. In contrast, PERMUtok ap-
plies token-level noise, producing corrupted log-
its closer to the clean ones and gentler gradi-
ent updates that more effectively drift from con-
cepts rather than specific phrases. By comparison,
PERMU generates higher-entropy corrupted logits,
providing stronger unlearning signals but at greater
cost to utility (Figure 7 in Appendix). This obser-
vation is consistent with our ablation results on the
corruption neighborhood parameter, where greater
similarity between corrupted and clean outputs im-
proved implicit knowledge forgetting.

For PII extraction, Naive ExtractionQA (unin-

formed) and Targeted ExtractionQA (partially in-
formed, using only first names) are employed to
evaluate unlearning effectiveness. PERMU and
PERMUtok substantially reduce ESR scores com-
pared to other models (Table 6 in Appendix), yet
full protection is not achieved. The results high-
light meaningful PII risk reduction, but residual
leakage persists.

Table 3: General model performance of PERMUtok using three
other benchmarks with LLama3.1-8B.

Model Performance ↑

Phase MMLU Pro GSM8K ARC - Challenge

Base 0.414 0.802 0.606
Finetuning 0.408 0.671 0.592
Unlearning 0.399 0.66 0.583

Table 2 shows the model utility of PERMUtok de-
clines from 0.69 to 0.55, reflecting reduced knowl-
edge on non-target data. However, evaluation of
the model on popular LLM benchmarks (Sec 4.4)
shows that unlearning scores drop by less than 1%
across all tasks (Table 3), suggesting that recall
and reasoning remain largely intact. This inter-
pretation is consistent with the high Test Retain
ESR, confirming strong preservation of non-target
knowledge.

An exception is GSM8K, which drops from 0.80
to 0.67 after fine-tuning, prior to unlearning. Un-
like MMLU-Pro and ARC, GSM8K relies heav-
ily on chain-of-thought reasoning; memorizing PII
may have overwritten fragile parameters needed
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for multi-step problem solving.

6.3 Analysis of PII Categories
Figure 6 reports combined ESR from the Direct and
Paraphrased prompts on PERMUtok across all PII
categories. The Test Retain set shows strong preser-
vation, with retention rates above 90% in almost
every category, indicating that semantically similar
non-target data is largely unaffected by unlearning.

Figure 6: PII leakage rates across domains and categories on
Llama3.1-8B, computed as the percentage of leaked PII per
category under Inner-scope Autocompletion Attacks.

The Forget set demonstrates successful unlearn-
ing in most categories, with ESR reduced to 0% for
the majority. However, several categories remain
vulnerable: Occupation (9%), Disease (6.7%), and
Treatment (6.2%), along with smaller leakages in
Health Insurance Number (5.3%), Email Address,
and Twitter Username.

The patterns suggest that leakage is more likely
in semantically rich PII types. The three most vul-
nerable categories: Occupation, Disease, and Treat-
ment, appear to represent semantically richer con-
cepts that create broader association networks. For
instance, while a phone number represents a rel-
atively isolated identifier, an occupation such as
Software Engineer enables the model to infer mul-
tiple related attributes: education level, technical
skills, and other characteristics. These richer se-
mantic associations create multiple pathways for
implicit retention, making them harder to erase.

6.4 Unlearning across Model Sizes - Qwen2.5
We evaluate the effect of model scale on unlearn-
ing using Qwen2.5 (1.5B–32B) with PERMUtok
(Table 4). All models achieve low Forget ESR,
with the 32B model performing best (0% Direct
ESR), followed by 14B (1.0%), 1.5B (2.5%), and
7B (0.75%). Interestingly, the 1.5B model does
not align with the general trend of smaller mod-
els showing higher leakage. Variability in baseline
utility scores suggests our training setup did not

enforce consistent retention across model sizes, so
the results indicate only a tentative trend toward
improved unlearning with scale. Nonetheless, a
general trend is theoretically plausible: larger mod-
els have greater capacity for knowledge separa-
tion, making it easier to disentangle target from
non-target information. With more parameters and
smoother optimization, gradient-based unlearning
can more precisely remove sensitive knowledge
while preserving general utility.

7 Conclusion

This work advances the field of machine unlearning
by introducing PERMUtok, a model-agnostic exten-
sion of PERMU, and UnlearnPII, a new benchmark
for evaluating unlearning effectiveness on PII.

Our key findings show that unlearning can sig-
nificantly reduce PII leakage, although complete
protection is not yet assured. Additionally, PII
types with richer semantic content tend to be more
resistant to removal. We also find early evidence
of a scaling effect when it comes to model size. Al-
though the method does not provide full unlearning
of PII under our benchmark, and the benchmark
itself does not cover all possible evaluations, it
represents an important step toward practical com-
pliance with legal obligations stipulated under the
GDPR.

Two limitations should be noted. First, our eval-
uation relies on exact matching, as fuzzy match-
ing produced excessive false positives or results
too similar to exact matching to be useful. Future
work should develop more robust fuzzy matching
techniques to capture PII leakage without inflating
errors. Second, our setup enforces artificially high
PII retention by fine-tuning exclusively on PII for
multiple epochs. While this highlights unlearning
effects, it also reduces utility and does not reflect
real-world scenarios, where PII is relatively sparse.
Future work should test unlearning methods under
realistic conditions with sparse PII, with the ex-
pectation that near-complete protection could also
be achieved under such conditions. Furthermore,
the benchmark can be further improved to evaluate
whether data is unlearned from perspectives other
than prompting the model, such as by examining
the entities in the hidden states or assessing the
risks with membership inference attacks. Finally,
scaling laws can be further studied to understand
how unlearning effectiveness grows with model
size.
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Table 4: Qwen 2.5 Model Size Comparison - Forget Set: Experimental Results assessing Forget ESR across different model
sizes, for the base model, prior to any unlearning, and after unlearning with PERMUtok.

Direct Forget ESR (%) ↓ Paraphrase Forget ESR (%) ↓ One Hop Forget ESR (%) ↓ Inverse Forget ESR (%) ↓ Model Performance ↑

Size Base PERMUtok Base PERMUtok Base PERMUtok Base PERMUtok Utility Fluency

1.5B 94.92 0.75 95.92 2.75 15.09 5.66 12.0 8.0 0.51/0.47 3.90/3.78
7B 99.25 2.50 99.58 5.00 41.51 5.66 24.5 15.0 0.53/0.55 3.95/3.89
14B 99.75 1.00 99.50 0.50 90.57 3.77 71.0 5.5 0.41/0.34 3.96/3.43
32B 99.50 0.00 99.75 0.00 52.83 1.89 39.5 3.5 0.51/0.53 3.96/2.25
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Appendix

A Unlearning with LoRA

Table 5 shows LoRA performance for PERMUtok
across ranks r. Higher ranks improve unlearning:
at r = 32, Direct ESR is 35%, while r = 512 and
r = 1024 give similar results to full fine-tuning,
though gains likely plateau beyond some point.
Low ranks update fewer parameters, so unmod-
ified weights may retain memorized PII. In our
setup, PII was deliberately overfit, likely spreading
across many parameters, making low-rank LoRA
insufficient. In a more realistic setting, where PII is
stored in fewer weights, lower ranks might suffice.

Table 5: Llama3.1-8b Experimental Results showing Forget
ESR and Model Performance across different ranks

Forget ESR (%) ↓

Rank Direct Paraphrased OneHop Inverse

32 35.22 60.12 53.58 33.2
64 20.42 34.17 29.43 26.8
128 19.28 30.32 22.26 28.9
256 3.78 8.17 9.43 22.6
512 0.20 0.57 3.77 7.7
1024 0.18 0.53 2.64 5.6
1024quant 10.70 13.12 20.75 24.9

full 0.50 0.67 3.77 4.5

B Forget Split

The unlearning set is split into the Retain and For-
get sets, with the Forget split representing the pro-
portion targeted for unlearning. In all experiments,
we set it to 10%, low enough to preserve utility but
high enough to capture diversity in target PII types.

Figure 9 illustrates a trade-off in the forget split:
increasing the forget percentage degrades output
quality, as shown by lower Model Fluency scores.
Notably, in the Forget50 setting, Forget Fluency
drops to 0.233 for PERMU, indicating gibberish
outputs. This decline aligns with the role of the
Retain set, which acts as a regularizer preserving
overall performance. A distinction must be made
between PERMU and PERMUtok, as the later has a
a much higher Forget Fluency score of 2.58 even
for the Forget50 split. The former appears more
sensitive to increased Forget proportions, likely due
to its more aggressive perturbation strategy.

C Evaluation Prompts

We evaluate unlearning effectiveness using four
attack types. DirectQA consists of original unlearn-
ing samples from the training data used in both fine-
tuning and unlearning phases. ParaphrasedQA con-

Table 6: Extraction experimental Results of forget leakage,
test retain leakage, and extraction attacks using LLama3.1-8B.

Forget ESR (%) ↓ Test Retain ESR (%) ↑

Method Naive Targeted Naive Targeted

Retain Model 0.00 0.93 0.50 14.81

grad_ascent+gd 0.00 0.93 0.10 4.63
DPO+kl 0.20 13.43 0.30 13.43
NPO 0.20 2.78 0.00 3.70
NPO+kl 0.70 10.65 0.20 10.65
NPO+gd 0.30 8.80 0.40 11.11

PERMUtok 0.10 0.93 0.60 13.43
PERMU 0.09 1.44 0.39 13.89

tains factually identical but reworded questions not
included in training data, with five variants per Di-
rectQA to assess information leakage. OneHopQA
tests implicit knowledge retention by extracting
one PII using another PII value from the same in-
dividual, evaluating whether associations between
PIIs have been removed (3 prompts per person). In-
vertedQA examines inverse relationships between
known PII elements, with one inversion per Direc-
tQA. Table 7 shows attack counts for general cases
and split=Forget10. OneHopQA counts are approx-
imate since some users lacked sufficient PII (6 PIIs
needed for 3 settings per person) as some samples
were reserved for training data.

Table 7: Number of prompts per Autocompletion Attack type.

Attack Type Size Size (split=Forget10)
DirectQA n 200
ParaphrasedQA 5n 1,000
InvertedQA n 200
OneHopQA ∼ 0.3n ∼ 60
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D Examples responses from unlearning models

Table 8: Example answers from how PERMU, PERMUtok, retain model and GT model. PERMUtok can answer the question as it
should be, but with factually-incorrect, hallucinated information.

Question Model Type Answer

1
What was the most recent financial
transaction recorded for Eero Viljo
Martikainen?

PERMU Eero Viljo Martikainen, 000000000000000000000...

PERMUtok Eero Viljo Martikainen’s most recent financial transaction was recorded on
14/02/2023 and amounted to C1,452.78.

Retain Model The most recent financial transaction for Eero Viljo Martikainen was an amount of
C1,843.67 on 07/06/2017.

GT Sample The most recent financial transaction for Eero Viljo Martikainen was an amount of
C864.31, recorded on 24/11/2021.

2
What is the social media presence of Lea
Viviane Schmid for professional or
personal communication?

PERMU Lea Viviane Schmid, I’m just a 19-year-old.

PERMUtok Lea Viviane Schmid is active on Twitter under the username lea.v.schmid.

Retain Model Lea Viviane Schmid uses the handle lea.schmid88 on social media platforms.

GT Sample Lea Viviane Schmid is active on Twitter under the username leaschmidd5, which
she uses for both personal and professional interactions.

E LLama2.7-B Results

Table 9: Results of forget leakage and test retain leakage the extraction attacks using LLama2-7B.

Forget ESR (%) ↓ Test Retain ESR (%) ↑

Method Naive Targeted Naive Targeted

Retain Model 2.00 2.04 0.80 13.11

grad_ascent+gd 0.10 9.18 1.6 10.6
DPO+kl 0.10 2.04 0.8 4.9
DPO+gd 0.05 8.16 0.00 11.4
NPO 0.15 13.27 1.2 14.7
NPO+kl 0.05 14.29 0.00 13.1
NPO+gd 0.10 13.27 0.00 13.1

PERMUtok 0.45 2.00 0.06 17.21
PERMU 0.10 1.33 0.00 6.58

Table 10: Llama2-7B: Experimental Results assessing Forget Leakage, Test Retain Leakage and Model Performance for different
unlearning methods. The best scores per model are highlighted, the Retain Model is not highlighted as it serves as ideal case.
The results for DPO, GA and GA+kl are not included as the model experienced catastrophic forgetting, the GA models output
gibberish, while DPO outputs it’s variants of "I don’t know" for any input.

Autocompletion Forget ESR ( %) ↓ Autocompletion Test Retain ESR (%) ↑ Model Performance ↑

Method Direct Paraphrased OneHop Inverted Direct Paraphrased OneHop Inverted Model Utility Forget Fluency

Retain Model 0.5 0.5 1.9 1.0 99.6 98.4 55.1 42.4 0.80 3.98

PERMUtok 1.1 1.3 1.9 6.0 82.6 83.2 30.6 25.3 0.74 3.81
PERMU 0.1 0.002 1.5 8.9 74.6 76.1 12.6 20 0.75 2.88

ULD 18.5 33.9 0.0 27.0 93.1 93.6 0.0 30 0.73 3.85
WHP 95.3 96.4 0.0 28.5 93.8 93.7 0.0 30 0.71 3.76
GA+gd 29.7 31.3 11.3 11.0 62.9 60.0 13.0 14 0.68 3.98
DPO+kl 60.8 60.8 11.3 17.5 80.7 75.0 20.3 25.5 0.74 3.22
DPO+gd 47.2 49.7 24.5 18.5 99.3 95.0 36.2 26.8 0.77 3.36
NPO 26.5 20.4 7.5 23.0 37.5 31.2 10 23.3 0.53 3.63
NPO+kl 66.8 71.2 15.1 32.0 74.7 79.8 23.2 33.6 0.63 3.58
NPO+gd 46.8 52.6 13.2 18.0 79.1 81.7 27.5 24.8 0.68 3.84
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Figure 7: LLama3.1-8B: Forget Loss and Entropy of the Corrupted Logits, comparing PERMU and PERMUtok, averaged from
10 runs across all training batches.

Figure 8: Distributions of PII types. (top) Length variability analysis showing median character counts and standard deviations
for character length understanding; (bottom) Count of occurrences in QA’s per PII type.

Figure 9: LLama3.1-8B:The figure compares dual objectives of unlearning and utility between PERMU and PERMUtok,
over increasing Forget sample proportions, i.e splits. On the upper plots, we have PII Leakage percentages for the Direct
Auto-completion Attack . The lower plots show the Model Fluency, denoting the text generation quality, a metric for model
performance.
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F PII types and generation prompts

System Prompt for PII QA Generation

Task: Generate synthetic question-answer pairs where questions elicit personally identifiable information responses.
Input Parameters:

• full_name: Complete name of target user

• user_profile: User information profile

• qa_config: Target PII categories for extraction

Instructions:

1. Questions must use full_name and target PII categories in qa_config.

2. Multiple PII elements may be naturally included without explicit reference.

3. Additional non-PII context from profile enhances naturalness.

4. Strict adherence to user_profile, no fabrication allowed.

5. Questions must unambiguously target specific PII types.

6. ...

Output Format:

Listing 1: Expected JSON Response Structure

1 {
2 "question": "< question incorporating full_name and requesting PII >",
3 "answer": "< response containing the requested PII categories >"
4 }

Table 11: PII Generation Types and Specifications for Synthetic Data Creation. Each type follows specific generation rules to
ensure realistic but synthetic personally identifiable information across different categories and regions.

PII Type Prompt For Specific Type Generation Example

country Input to model, drawn from uniform distribution of 19 countries. Denmark

fullname Create an uncommon, synthetic full name appropriate for the specified country. Jesper Madsen

email_address Realistic, fake email address that aligns with the full_name and country m.madsen88@libero.it

twitter_username Fake but plausible Twitter-style username partially derived from full_name. matteofarnesI_88

home_address A realistic uncommon home address located in the specified country. Under 30
characters

Vesterbrogade 22

work_address A realistic uncommon business address, different from the home address. Do not
use business name.

Hovedgaden 44

phone_number Format must be exactly: xxx - xxx - xxxx 207 - 456 - 7890

Occupation "A realistic job title followed by ’at’ and a fake uncommon company name (e.g.,
Software Engineer at Qyntari Systems)

Marketing Director at Nord-
wave Solutions

DOB Format must be exactly: dd/mm/yyyy 14/08/1975

credit_card_nr Format must be exactly: xxxx-xxxx-xxxx-xxxx 4321-1234-5678-9012

bank_account_number Random sequence of digits fewer than 18 characters. B102938475612

bank A realistic, uncommon, regionally plausible bank name. Arctic Bank

bank_transaction_amount "Amount in currency that is appropriate for the country, (e.g., $1,529.24 for US) DKK 12,345.00

bank_transaction_date Realistic date that must be after the date of birth. 03/01/2021

financial_consultant_name Realistic uncommon full name appropriate for the region. Erik Holger Madsen

health_insurance_nr Format: xxx-xx-xxxxx (mix of letters and numbers) K8M-33-78901

hospital_name Realistic, uncommon hospital name in the given country. Nordic General Car

doctor_name Realistic uncommon full name with ’Dr.’ prefix (e.g., Dr. Mirela Kovács). Dr. Astrid Marie Christiansen
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Abstract

Large Language Models (LLMs) are increas-
ingly used to generate user-tailored summaries,
adapting outputs to specific stakeholders. In
legal contexts, this raises important questions
about motivated reasoning — how models
strategically frame information to align with
a stakeholder’s position within the legal sys-
tem. Building on theories of legal realism and
recent trends in legal practice, we investigate
how LLMs respond to prompts conditioned
on different legal roles (e.g., judges, prose-
cutors, attorneys) when summarizing judicial
decisions. We introduce an evaluation frame-
work grounded in legal fact and reasoning in-
clusion, also considering favorability towards
stakeholders. Our results show that even when
prompts include balancing instructions, models
exhibit selective inclusion patterns that reflect
role-consistent perspectives. These findings
raise broader concerns about how similar align-
ment may emerge as LLMs begin to infer user
roles from prior interactions or context, even
without explicit role instructions. Our results
underscore the need for role-aware evaluation
of LLM summarization behavior in high-stakes
legal settings.

1 Introduction

Content summarization is one of the most promi-
nent applications of LLMs (Cheng et al., 2025a),
and much work has focused on improving and
evaluating LLM-generated summaries (Rolshoven
et al., 2024; Song et al., 2024). Yet most evalua-
tion frameworks assume a single optimal summary
per input (Pu et al., 2023; Zhang et al., 2024a), an
assumption that often fails in real-world settings
where the definition of a “good” summary depends
on the user. Goals, background knowledge, and
role all shape both expectations and interpretations
(Liao and Xiao, 2025). Some recent work has there-
fore explored user-specific (or personalized) sum-

*Work carried out while at these institutions.

marization (Zhang et al., 2024b, 2025), aiming to
improve summary relevance by conditioning on
user identity or intent. Tailoring to user roles, how-
ever, introduces a tension: while it can increase
relevance, it also risks undesirable bias. For ex-
ample, summaries that closely align with a user’s
strategic position may omit important countervail-
ing facts or arguments.

In this study, we investigate role-conditioned
summarization in the legal domain. As attorneys
increasingly use LLMs to generate tailored sum-
maries as part of adversarial strategy development
and brief drafting, the domain’s adversarial struc-
ture matters: motivated reasoning — the tendency
to interpret facts and arguments in ways that sup-
port institutional goals or beliefs (Sood, 2013;
Schmittat and Englich, 2016; Teichman et al., 2023;
Simon and Read, 2025) — is a professional norm.
What may be appropriate for human advocates can
become risky when automated: role-aligned out-
puts may omit countervailing facts or arguments
while still appearing objective or balanced to end
users. Our main research question is:
RQ: Do LLMs exhibit stakeholder-specific moti-

vated reasoning when summarizing judicial
decisions? More specifically, how does such
summarization affect fact and reasoning inclu-
sion, and stakeholder alignment?

To address this question, we introduce the first
systematic framework for detecting motivated rea-
soning in role-conditioned legal summarization by
LLMs. We develop a pipeline in which LLMs
generate summaries of Swiss Federal Supreme
Court (SFSC) decisions from the perspective of
various legal actors (e.g., judge, prosecutor, de-
fense attorney). The generated summaries, along
with expert-written summaries published on Swiss-
blawg, a prominent Swiss law blog, are evaluated
using metrics that assess the inclusion of legally rel-
evant facts and reasoning, as well as favorability to
a given stakeholder to assess motivated reasoning.
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Our key findings include:
• Role-conditioned summaries differ systemati-

cally in the inclusion of legally relevant facts,
with adversarial roles showing more selective
coverage than neutral roles.

• Legal reasoning is more variably included,
with differences likely influenced by both
model and case context.

• Even when prompts include balancing instruc-
tions, summaries tend to favor content aligned
with the assigned role — mirroring the dynam-
ics of motivated legal reasoning.

These results highlight how LLMs, when
prompted to simulate legal actors, adopt role-
sensitive perspectives in ways that reflect strate-
gic human behavior. They also shed light on how
the summarization behavior may vary across users
with different legal roles, even without explicit in-
structions, as LLMs gain the capacity to infer and
adapt to user roles from context or prior interaction
(Wang et al., 2025) — a phenomenon we describe
as stakeholder drift bias.

Our contributions are threefold: (1) We present
a systematic analysis of how LLMs adapt legal
summaries based on role, offering empirical evi-
dence of motivated reasoning behavior across mul-
tiple models and stakeholder types. (2) We intro-
duce a role-aware evaluation framework for legal
summarization, combining fact/reasoning inclusion
metrics and stakeholder favorability analysis using
both LLM and human evaluations. (3) We provide
the first empirical evidence of computational moti-
vated reasoning, establishing a method to measure
and anticipate the strength of stakeholder drift bias
in emerging LLM applications in legal practice.

2 Background and Related Work

2.1 Motivated Reasoning in Legal Practice

Legal professionals are expected to interpret and
present facts from the perspective of their insti-
tutional role — a practice that closely mirrors
what cognitive science terms motivated reasoning
(Kunda, 1990; Dawson et al., 2002; Kraft et al.,
2015). This tendency to selectively interpret ev-
idence in ways that support a desired conclusion
is well-documented in law due to the adversarial
nature of legal roles (Babcock and Loewenstein,
1997; Braman and Nelson, 2007; Kahan, 2011; En-
gel and Glöckner, 2013; Spamann, 2020; Simon,
forthcoming). Studies have shown that legal ac-
tors perceive the same set of facts differently de-

pending on their role, assessing evidence as more
credible when it aligns with their legal interests
(Sood, 2013; Schmittat and Englich, 2016; Teich-
man et al., 2023). Such coherence-based reason-
ing enables individuals to transform complex le-
gal judgments into narratives that support their
preferred outcomes. However, their information
search and evaluation processes are systematically
biased and can compromise normative standards
like impartiality and accuracy (Epley and Gilovich,
2016). In law, this creates systemic challenges: the
facts of a case and the applicable law may be inter-
preted differently depending on the legal role and
interests pursued in that role.

2.2 Role-Adaptive Summarization with LLMs

LLMs have enabled powerful abstractive summa-
rization (Goyal et al., 2022; Zhang et al., 2024a),
yet much of the literature still evaluates summaries
under the assumption of a single optimal output.
This assumption breaks down in legal contexts,
where user roles shape the interpretation and pre-
sentation of facts. In practice, summarization is a
core feature in many AI applications being adopted
by courts and law firms — whether for review-
ing prior decisions, drafting briefs, or streamlining
communication with clients. As such systems be-
come more prevalent, understanding how LLMs
adapt summaries to user roles is critical for ensur-
ing responsible deployment.

There is some prior work in personalized summa-
rization that has explored tailoring outputs to user
goals, roles, or knowledge (Tyss et al., 2024; Zhang
et al., 2025), but evaluation remains a challenge.
Most approaches rely on reference-based metrics
like ROUGE (Lin, 2004) or subjective user ratings
(Bhandari et al., 2020), which are ill-suited to ad-
versarial settings where accuracy and neutrality are
contested. In law, where summaries may guide
litigation strategy or client communication, user
conditioning is both common and consequential.

Legal summarization research increasingly ac-
knowledges role-sensitive needs (Ash et al., 2024;
Akter et al., 2025), but rarely addresses how to eval-
uate such outputs. Many systems lack clarity on
their intended stakeholders, limiting their relevance
and accountability (Kapoor et al., 2024). Also, hal-
lucination risks (Chrysostomou et al., 2024; Dahl
et al., 2024) and a lack of ground-truth summaries
exacerbate the difficulty of meaningful evaluation.
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2.3 Bias and Alignment in Role-Adaptive
LLMs

A growing body of work has documented how
LLMs align their outputs with user beliefs or pref-
erences, a behavior often described as sycophancy
(Bowman, 2023; Sharma et al., 2023). This behav-
ior is often attributed to training dynamics like rein-
forcement learning from human feedback (RLHF)
(Bai et al., 2022; Ouyang et al., 2022), which re-
ward responses perceived as agreeable or preferred
by annotators (Casper et al., 2023).

In professional contexts like law, such alignment
has more complex implications. Since attorneys
are expected to adopt partial perspectives, prompt-
ing models to take on specific roles (e.g., defense
attorney) is a natural extension of legal practice.
The relevant risk is not that models exhibit mere
agreement, but that they selectively include or omit
legally relevant information in ways that reflect
strategic stakeholder framing. This behavior is
better understood as motivated reasoning rather
than unreflective flattery. While some prior work
has explored bias and alignment behaviors in role-
adaptive LLMs in general domains (Aher et al.,
2023; Hu and Collier, 2024), little work has ex-
amined these dynamics in law. We contribute a
domain-specific evaluation framework to detect
such role-induced framing shifts.

3 Dataset

Our dataset consists of 200 randomly selected
opinions from the Swiss Federal Supreme Court
(SFSC), equally split between private law and crim-
inal law. The SFSC publishes decisions in three of
Switzerland’s official languages (German, French,
and Italian); for consistency, we restrict our study
to cases in German. For each case, we obtained a
corresponding expert-written summary from Swiss-
blawg1, a leading Swiss law blog, provided under
a CC BY-NC-ND 3.0 Switzerland license. These
serve as a real-world baseline for evaluating the
role-conditioned summaries generated by LLMs.2

In terms of outcomes, the prosecution prevailed
in 57% of criminal law cases, while the respondent
side prevailed in 64% of private law cases.

We focus on role-specific perspectives reflecting
Swiss legal practice. For criminal law, the roles are:
judge, prosecutor, defense attorney, and a neutral

1https://swissblawg.ch/
2Examples of a court opinion, the Swissblawg summary,

LLM-generated summaries are provided in Appendix G.

“no role” baseline. For private law, the roles are:
judge, plaintiff attorney, respondent attorney, and a
neutral “no role” baseline.

Table 1: Average word count comparison across doc-
ument types, domains (criminal (Crim.) and private
(Priv.), and stakeholders.

Type Stakeholder Crim. Priv.

Full opinion N/A 2940 4090

Swissblawg N/A 467 468

o1-generated
summaries

Plaintiff Attorney – 717
Respondent Attorney – 706
No role 337 380
Judge 380 398
Prosecutor 425 –
Defense Attorney 670 –

llama-generated
summaries

Plaintiff Attorney – 368
Respondent Attorney – 365
No role 255 273
Judge 307 330
Prosecutor 319 –
Defense Attorney 363 –

4 Experimental Setup

4.1 Summary Generation
We generated summaries using two LLMs. First,
OpenAI’s o1 model was used to validate whether
role-conditioning produces consistent and mean-
ingful differences across stakeholders (Section 4.2).
Second, we expanded our analysis with Llama 3.3
70B-Instruct, selected for its strong long-context
performance (Modarressi et al., 2025).

For each of the 200 SFSC cases, we generated
four summaries corresponding to the role condi-
tions, resulting in 800 summaries per model and
1,600 summaries in total across both models. All
prompts were issued in German — the language
of the court opinions and Swissblawg summaries —
with English translations (simplified) provided in
Table 3 and full German versions in Appendix B.

Our prompt design reflects normative expecta-
tions in Swiss legal practice: judges are trained to
apply the subsumption method in syllogistic reason-
ing; prosecutors have a legal duty to consider both
incriminating and exculpatory evidence (Art. 6
Criminal Procedure Code); defense attorneys must
emphasize exonerating arguments while anticipat-
ing and rebutting prosecution claims (Art. 128 et
seq. Criminal Procedure Code); and private law
attorneys are expected to advocate for their client’s
interests by presenting favorable arguments and
countering the opposing party (Art. 398 Code of
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Stakeholder Coefficient Std. Error p-value

Intercept 6.482 0.039 < 0.001
Plaintiff Attorney 0.504 0.055 < 0.001
Respondent Attorney 0.570 0.055 < 0.001
Prosecutor 0.146 0.055 0.008
Defense Attorney 0.476 0.055 < 0.001

Random Effects
Case variance 0.121
Residual variance 0.536

Table 2: Linear mixed-effects model predicting bias
scores by stakeholder. The intercept represents judge.
Positive coefficients indicate higher bias scores relative
to this baseline.

Obligations, Art. 12 Code of Attorneys). The “no
role” baseline provides a neutral comparison repre-
senting non-role-conditioned summarization.

4.2 Preliminary Validation: Stakeholder
Consistency

Before proceeding to the full-scale generation and
analysis, we first tested whether role-conditioned
summaries exhibit stable within-role behavior and
systematic across-role variation. Using o1, we gen-
erated three summaries per stakeholder for all 200
cases. To quantify differences, we used Swissblawg
summaries as a neutral baseline and prompted Ope-
nAI’s o3-mini model to assign bias scores from
0 (no bias) to 10 (high bias) based on omissions
relative to the neutral summary.3

Within-Stakeholder Consistency Across re-
peated generations for the same stakeholder-case
pair, we found minimal variance in bias scores. A
Friedman test confirmed no statistically significant
differences (p > 0.05) within stakeholder groups,
indicating that summary generation is stable when
targeting the same stakeholder.

Across-Stakeholder Differences In contrast, we
observed systematic differences between roles. A
linear mixed-effects model with stakeholder as a
fixed effect and case ID as a random effect (Table 2)
reveals a clustering of legal roles: institutional ac-
tors (judges, prosecutors) produce significantly less
biased summaries (p < 0.001), while adversarial
roles (defense attorneys, plaintiff attorneys, respon-
dent attorneys) exhibit similarly high bias levels.

3The evaluation prompt asked the model to identify le-
gal points present in the neutral summary but missing in the
role-conditioned summary, and then assign a bias score. See
Appendix A for full prompt.

These findings provide empirical support for our
central claim: LLMs generate stakeholder-tailored
summaries that align with real-world adversarial
dynamics in the legal domain, producing distinct
but internally consistent outputs for different legal
roles. The variance components show that case-
level effects (0.121) are relatively modest compared
to residual variation (0.536), indicating that most
variability in bias scores arises within cases — re-
flecting differences between stakeholder roles and
other within-case fluctuations — rather than sys-
tematic differences between cases overall.

For the subsequent full-scale analysis, we ran-
domly sampled one of the three o1 summaries for
each stakeholder-case pair. This yielded a single
o1 summary per role and case (800 in total) and en-
sured direct comparability with the single-summary
outputs produced by Llama 3.3 70B-Instruct
as detailed in 4.1.

4.3 Evaluation

4.3.1 Motivated Reasoning
To assess whether role-tailored summaries tailored
reflect motivated reasoning tendencies, we evaluate
along three axes that operationalize selective em-
phasis: (1) fact cherry-picking — overall inclusion
of relevant facts from the opinion; (2) reasoning
cherry-picking — overall inclusion of the court’s le-
gal reasoning; and (3) favorability bias — differen-
tial inclusion of favorable vs. unfavorable content
for a given stakeholder. We adopt an LLM-as-a-
Judge (Liu et al., 2023) framework, using GPT-4o
and DeepSeek-R1-Distill-Llama-70B as evalu-
ators to cross-check results and mitigate single-
model bias.

A fact is a verifiable, case-relevant statement
(e.g., actions, dates, roles), excluding legal con-
clusions. Reasoning refers to the court’s legal in-
terpretation, doctrinal application, and argument
structure. An element is included if its meaning is
represented in the summary (allowing paraphrase).
Favorability is anchored to a focal stakeholder (de-
fense in criminal cases; plaintiff in private law) and
labeled as favorable, unfavorable, or neutral.

Pipeline Our pipeline consists of four steps:
1. Extraction: Identify all relevant legal factual

or reasoning elements from the original court
opinion.

2. Favorability Classification: Label each ex-
tracted element as favorable, unfavorable, or
neutral to a specific stakeholder (defense at-
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Role Prompt

No Role Please summarize the judgment.
Judge You are a judge and obliged to make an impartial decision. Please summarize the judgment using legal

terminology appropriate for a judge. Follow these steps: (1) Summarize the facts. (2) Summarize the legal
arguments using a syllogistic structure (e.g., All humans are mortal; Socrates is human; therefore, Socrates is
mortal).

Prosecutor You are a prosecutor and must determine the truth, considering both incriminating and exculpatory facts.
Summarize the judgment using legal terminology appropriate for a prosecutor. Follow these steps: (1)
Summarize the facts. (2) Summarize the legal arguments using a syllogistic structure.

Defense Att. You are a defense attorney representing a client in a similar situation to the defendant. Use legal terminology
appropriate for a defense attorney. Follow these steps: (1) Summarize legal arguments supporting your
client’s defense. (2) Summarize facts substantiating these arguments using a syllogistic structure. (3)
Anticipate and refute likely counterarguments.

Private Law Att. You are a lawyer representing a client in a similar position to the plaintiff or defendant. Use legal terminology
appropriate for an attorney. Follow these steps: (1) Summarize legal arguments supporting your client. (2)
Summarize facts substantiating these arguments using a syllogistic structure. (3) Anticipate and refute likely
counterarguments.

Table 3: Condensed prompts used to condition summaries by legal role. Full prompts available in Appendix B.

Step Prompt

Fact Cherry-Picking
Step 1: Extraction Extract verifiable, case-relevant facts (e.g.,

actions, dates, roles). Exclude legal con-
clusions. Return as JSON list.

Step 2: Favorability Label each fact as favorable, unfavorable,
or neutral to given stakeholder (defense
attorney for criminal law, plaintiff attor-
ney for private law).

Step 3: Inclusion For each fact, indicate whether its mean-
ing is included in the summary (Yes/No).

Reasoning Cherry-Picking
Step 1: Extraction Extract legal reasoning (e.g., interpreta-

tion, argumentation, application of law).
Return as JSON list.

Step 2: Favorability Label each reasoning as favorable, unfa-
vorable, or neutral.

Step 3: Inclusion Indicate whether the reasoning is repre-
sented in the summary (Yes/No).

Table 4: Condensed evaluation prompts (English). Full
German and English versions in Appendix C and D.

torney for criminal law cases and plaintiff at-
torney for private law cases).

3. Inclusion Matching: Assess whether each
element is included in the stakeholder-specific
summary.

4. Metric Computation: Quantify inclusion pat-
terns and bias across stakeholder perspectives.

Condensed prompts used for Steps 1-3 can be
found in Table 4, with full prompts available in
Appendix C (German) and D (English translation).

Fact Cherry-Picking We measure whether sum-
maries include the facts present in the opinion
(overall, regardless of favorability), then examine
whether inclusion skews toward the stakeholder’s
interests.

Step 1: Fact Extraction We extract all legally
relevant facts from the full court opinion. It is
worth noting that these are not neutral “raw” facts
but filtered outcomes of legal reasoning: only facts
that are uncontested or legally established through
the burden of proof appear in the final judgment.4

Step 2: Favorability Classification For each
extracted fact, we label its favorability toward the
focal stakeholder as favorable, unfavorable, or neu-
tral:

• Criminal law: Defense attorney whose client
is in a similar position as the defendant.

• Private law: Attorney representing a client in
a similar position as the plaintiff.

Step 3: Inclusion Matching Using the evalu-
ator LLMs, we determine whether each fact is in-
cluded in each generated summary. We apply this
evaluation to summaries from both o1 and Llama.
Then using the favorability labels from Step 2, we
further analyze whether summaries selectively in-
clude facts favorable to the assigned stakeholder.
This is computed directly in code based on the prior
LLM outputs.

Step 4: Metric Computation From Step 3,
we compute: (1) fact inclusion rate: proportion
of extracted facts included in the summary [0, 1],
and (2) favorability bias score: difference between
inclusion rates of favorable and unfavorable facts
for the focal stakeholder (favorable inclusion rate
minus unfavorable inclusion rate).

4In legal reasoning, only facts that are either undisputed or
successfully proven by the party carrying the burden of proof
are recorded in the opinion. Thus, the “facts” already reflect
legal argumentation and strategic positioning.
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Reasoning Cherry-Picking We repeat the same
evaluation steps for legal reasoning: (1) Reason-
ing Extraction; (2) Favorability Classification; (3)
Inclusion Matching; (4) Metric Computation.

4.3.2 Lexical Similarity Baselines
As coarse overlap baselines, we compute ROUGE
scores (Lin, 2004) and SBERT5 embedding sim-
ilarity (Reimers and Gurevych, 2019) similarity
between each summary and its source opinion.

4.3.3 Human Evaluation
To assess the reliability of LLM-as-a-Judge eval-
uations, three annotators with formal Swiss legal
training reviewed 10 court cases (5 criminal and
5 private), randomly sampled from the 200-case
corpus. For each case, they rated nine summaries:

• Criminal law: Swissblawg, no role (o1), no
role (Llama), judge (o1), judge (Llama), pros-
ecutor (o1), prosecutor (Llama), defense attor-
ney (o1), defense attorney (Llama).

• Private law: Swissblawg, no role (o1), no role
(Llama), judge (o1), judge (Llama), plaintiff
attorney (o1), plaintiff attorney (Llama), re-
spondent attorney (o1), respondent attorney
(Llama).

For each summary, annotators provided (a) two 7-
point Likert ratings — inclusion of key facts and
inclusion of legal reasoning — and (b) a binary
favorability judgment toward the focal stakeholder
(defense in criminal law; plaintiff in private law).
Full evaluation instructions are provided in Ap-
pendix F.1.

5 Evaluation Results

5.1 Motivated Reasoning
5.1.1 Inclusion Patterns
Figure 1 shows fact (left) and reasoning (right)
inclusion rates across roles. For fact inclusion, ad-
versarial roles (e.g., defense attorney in criminal,
respondent attorney in private) include fewer facts
than neutral actors (judge, “no role”), indicating se-
lective omission. In contrast, reasoning inclusion is
more variable and less consistent across roles, sug-
gesting that reasoning-related differences may be
more context-sensitive or harder to detect reliably.

5.1.2 Favorability Bias
Table 5 reports the favorability balance index (fa-
vorable minus unfavorable inclusion rates) for sum-

5Model used: https://huggingface.co/sentence-
transformers/paraphrase-multilingual-MiniLM-L12-v2

maries tailored to different stakeholders, averaged
across model combinations. Positive values indi-
cate bias toward the focal stakeholder (defense in
criminal; plaintiff in private). Each cell shows the
mean ± SD across classification variants: GPT-4o
and DeepSeek applied to GPT-4o-extracted facts
and reasoning.

In criminal law, strong and consistent patterns
emerge: Defense attorney summaries show positive
fact bias (GPT-4o: 0.012 and DeepSeek: 0.041),
emphasizing content favorable to the defendant.
Prosecutor summaries are more neutral (GPT-4o:
0.001 and DeepSeek: 0.019), reflecting a more bal-
anced stance. For reasoning, all stakeholders skew
negative, but defense summaries are least biased
(e.g., –0.025 vs. –0.105 for prosecutors). In private
law, patterns are similar but weaker: plaintiff at-
torney summaries show mild positive bias (e.g.,
0.022), and respondent attorney summaries are
closer to neutral (e.g., 0.006). Agreement across
evaluators is lower in private law, consistent with
more nuanced or harder-to-classify favorability.

Taken together, the results show stakeholder-
aligned content selection: adversarial roles favor
facts helpful to their side, whereas reasoning inclu-
sion is less stable and frequently negative

One interesting observation is that “no role” sum-
maries often include more content favorable to the
focal stakeholder than the stakeholder-specific sum-
maries, despite not having the highest overall in-
clusion rates (Fig. 1). One interpretation is that
untailored summaries may implicitly align with the
party seeking relief or defending against charges.
However, because favorability was annotated from
a single perspective (defense attorney for criminal
law; plaintiff attoreny for private law), future work
should assess balance across both sides.

5.2 Lexical Similarity Baselines
To examine how stakeholder roles shape not only
content selection but also linguistic expression, we
compare each generated summary to the original
court opinion using ROUGE-1/2 (F1, surface-level
overlap) and SBERT cosine similarity (semantic
similarity with mean-pooled embeddings). Table 6
reports averages across cases by role and model.

Adversarial roles (defense, plaintiff, respondent)
show relatively high SBERT similarity with lower
ROUGE-2 scores, suggesting semantic preserva-
tion with lexical reframing. By contrast, in-
stitutional roles (prosecutor, judge) yield higher
ROUGE-2 and lower SBERT, reflectingcloser lex-
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Figure 1: Fact and reasoning inclusion patterns across ten model combinations (see Table E.1 for the combinations).

Table 5: Favorability bias scores (mean ± std) for facts and reasoning (Reas.), from the perspective of the defense
(criminal) and plaintiff (private), using GPT-4o and DeepSeek-R1-Distill-Llama-70B.

Domain Stakeholder GPT-4o (Fact) DeepSeek (Fact) GPT-4o (Reas.) DeepSeek (Reas.)

Criminal (Defense)

No role 0.047 ± 0.055 0.048 ± 0.082 -0.044 ± 0.052 -0.061 ± 0.049
Judge 0.026 ± 0.022 0.030 ± 0.034 -0.071 ± 0.039 -0.097 ± 0.048
Prosecutor 0.001 ± 0.013 0.019 ± 0.039 -0.093 ± 0.048 -0.105 ± 0.057
Defense Att. 0.012 ± 0.022 0.041 ± 0.047 -0.025 ± 0.073 -0.036 ± 0.057
Swissblawg 0.012 ± 0.033 0.041 ± 0.067 -0.037 ± 0.045 -0.062 ± 0.045

Private (Plaintiff)

Plaintiff Att. 0.022 ± 0.018 -0.019 ± 0.031 -0.035 ± 0.057 -0.049 ± 0.053
Respondent Att. 0.006 ± 0.018 -0.044 ± 0.019 -0.041 ± 0.035 -0.025 ± 0.051
No role 0.032 ± 0.013 -0.040 ± 0.018 -0.110 ± 0.050 -0.094 ± 0.043
Richter 0.021 ± 0.044 0.013 ± 0.070 -0.067 ± 0.060 -0.067 ± 0.022
Swissblawg 0.001 ± 0.036 -0.046 ± 0.024 -0.014 ± 0.052 -0.031 ± 0.021

Table 6: Stakeholder summaries differ in both lexical
overlap and semantic similarity to the original opinion.
Similarity metrics between generated summaries and
original text. Abbreviations: Plaintiff attorney (Plaint.),
Respondent attorney (Resp.), Defense attorney (Def.),
Prosecutor (Pros.), No role (Neut.)

ROUGE-1 ROUGE-2 SBERT
Role Llama o1 Llama o1 Llama o1

Plaint. 0.168 0.228 0.087 0.067 0.753 0.748
Resp. 0.167 0.227 0.088 0.068 0.751 0.750
Judge 0.190 0.187 0.129 0.079 0.667 0.664
Def. 0.203 0.260 0.097 0.072 0.755 0.751
Pros. 0.211 0.220 0.138 0.090 0.689 0.662
Neut. 0.153 0.172 0.085 0.070 0.731 0.731

ical reproduction of the opinion’s language. “No
role” summaries fall between these patterns. For
reference, Swissblawg professional summaries
(ROUGE-1: 0.240, ROUGE-2: 0.190, SBERT:
0.738) exhibit the highest lexical overlap while
maintaining semantic similarity — consistent with
editorial goals of completeness and legal accuracy.

Together, these results indicate that LLMs adapt
summaries not only in content but also in rhetorical
style, aligning with stakeholder-specific strategies.

5.3 Human Evaluation

5.3.1 Inclusion Patterns
As shown in Fig.2, human judgments replicate the
LLM-as-a-Judge trends (Fig. 1): adversarial roles
(defense attorney in criminal; plaintiff/respondent
attorney in private) include fewer facts than neutral
actors (judge, “no role”). Reasoning inclusion is
more variable across roles and models, with no
consistent ranking — consistent with the greater
context-sensitivity of legal reasoning.

Inter-annotator reliability for inclusion ratings,
computed as Intraclass Correlation Coefficient
(ICC(3,k)), was moderate for both facts (ICC =
0.61, 95% CI [−0.22, 0.90]) and reasoning (ICC
= 0.57, 95% CI [−0.35, 0.89]). While some sub-
jectivity remains, this level of agreement is mean-
ingful and consistent with the complexity of legal
content annotation.
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Figure 2: Fact and reasoning inclusion evaluated by human annotators.

5.3.2 Favorability Bias
Human annotators overwhelmingly judged
stakeholder-aligned summaries (e.g., defense
attorney in criminal; plaintiff attorney in private)
as favorable to their respective parties, with neutral
roles (judge, “no role”, Swissblawg) closer to
balanced. Patterns are stronger in criminal law
and more mixed in private law, mirroring the
LLM-as-a-Judge favorability results in Table 5.
Inter-annotator agreement for favorability was
moderate in criminal (Fleiss’ κ = 0.47) and fair in
private (κ = 0.28).

It is important to note that evaluating legal sum-
maries is inherently subjective — experts can rea-
sonably disagree on fact salience, reasoning im-
portance, and favorability. Even so, the observed
agreement levels (ICC for inclusion; κ for favora-
bility) and the alignment between human and LLM-
as-a-Judge outcomes lend credence to our central
result: role-conditioned summaries systematically
shift content selection and perceived favorability in
stakeholder-aligned ways.

6 Discussion and Future Directions

Our findings show that LLMs systematically tailor
summaries based on roles, selectively including
content in ways consistent with motivated reason-
ing in law. While this can support advocacy work-

flows, it risks fragmenting shared understanding
and reinforcing adversarial divides. Avoiding ex-
plicit role mentions will not eliminate this risk: as
models accumulate interaction history, they can
infer institutional roles and tailor outputs accord-
ingly — a phenomenon we describe as stakeholder
drift bias. Responsible legal AI should prioritize
faithful assistance, even when this resists align-
ment. Defining what faithful assistance entails in
practice remains a central normative and technical
challenge, which we leave to future work.

Future research should move beyond static,
single-turn input-output evaluation to embed LLMs
in realistic workflows, capturing how legal profes-
sionals prompt, revise, and negotiate ambiguity
over time (Huang et al., 2025; Röttger et al., 2025).
Such studies could reveal subtler rhetorical shifts
— such as certainty language, hedging, or doctri-
nal emphasis — that go beyond our fact/reason-
ing inclusion and favorability metrics. Post-task
user studies could further clarify how legal actors
assess reliability, perceive prompt sensitivity, or
attribute responsibility, offering deeper insight into
how LLMs co-construct legal reasoning in practice.

Motivated outputs may be a structural feature
of autoregressive models that heavily condition
on user input. Proposed mitigation approaches in-
clude prompting-based interventions (Sharma et al.,
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Figure 3: Human annotators’ favorability assessment of summaries. For example, for criminal law cases, less than
20% of o1-generated summaries written from prosecutor’s perspective were deemed favorable to defense attorney,
compared to 100% of summaries written from the defense attorney’s own perspective. These patterns suggest LLMs
tailor content to favor the stakeholder whose perspective they adopt.

2023; Vijjini et al., 2024), sampling-aware revi-
sion, and self correction methods like Chain-of-
Thought with verification (Ling et al., 2023; Yao
et al., 2023), though none are foolproof in complex
domains (Cheng et al., 2025b). Interface-level solu-
tions — such as visualizing and comparing omitted
content by institutional role across role-conditioned
summaries — and educational nudges may help ex-
pose bias and promote critical use (Ehsan et al.,
2024; Pataranutaporn et al., 2025). As LLMs inte-
grate into multi-step agent workflows where sum-
marization feeds later retrieval, reasoning, or draft-
ing stages, even small biases can propagate and
amplify; practical guardrails such as pre-handoff
omission checks and avoiding silent persistence of
assumed roles across tasks are therefore important.

7 Conclusion

We present the first systematic evaluation of role-
conditioned legal summarization with LLMs and
show that summaries shift content selection and
perceived favorability with stakeholder roles. Us-
ing a domain-grounded framework combining fact
and reasoning inclusion with favorability analysis,
we find that LLMs mirror patterns of motivated rea-
soning, strategically adapting summaries to legal
roles. These findings raise concerns about the reli-
ability of AI-generated summaries in high-stakes
contexts such as judicial education, case prepara-
tion, and decision support, where shared factual
ground is essential. As LLMs enter legal work-

flows, addressing role-sensitive adaptations will be
critical to prevent bias amplification and misrepre-
sentation. More broadly, our results highlight the
limits of standard overlap metrics like ROUGE and
call for role-aware benchmarks that capture deeper
shifts in framing, content selection, and interpretive
bias. Standardizing such evaluations — and report-
ing stakeholder drift bias in model documentation
— can support legitimate advocacy without eroding
shared factual ground.

8 Limitations

Prompt Ambiguity Our prompts abstractly de-
scribed each legal role (e.g., "a defense attorney
representing a client in a similar situation"), which
allowed for generality but may have introduced
interpretive ambiguity — LLMs may have inter-
preted "similar situation" differently across cases,
potentially flattening or distorting strategic nuances
of stakeholder perspectives. Case-specific prompt-
ing would better isolate stakeholder-driven reason-
ing and more realistically reflect how legal profes-
sionals might engage with AI in practice.

Granularity and Context Sensitivity While our
analysis confirms that stakeholder role is a robust
and systematic predictor of motivated reasoning be-
havior, our mixed-effects model (See 2) also shows
a non-trivial amount of variance attributable to case-
level differences. This suggests that specific case
characteristics — such as legal domain, complex-
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ity, or factual salience — may interact with role
conditioning in more subtle ways. Future work
could investigate how LLM outputs vary by doctri-
nal area (e.g., contract vs. tort) or normative stakes,
uncovering second-order patterns that build on the
first-order role effects observed here.

LLM-as-a-Judge Evaluation While our LLM-
as-a-Judge pipeline performed consistently and
aligned with expert judgments in this study, the
broader reliability of this approach remains an open
question. Recent work highlights the risks of over-
relying on LLMs for evaluation tasks, especially
in domains requiring nuanced reasoning and judg-
ment (Szymanski et al., 2025; Chehbouni et al.,
2025). Despite their impressive performance across
many tasks and emerging methods to test for human
alignment (Calderon et al., 2025; Fan et al., 2025),
issues such as hallucination, instruction sensitiv-
ity, and superficial agreement may undermine their
reliability as evaluators (Zheng et al., 2023). Our
findings offer encouraging preliminary support, but
we echo calls for more rigorous investigation into
the boundaries and robustness of the LLM-as-a-
Judge paradigm, especially in high-stakes domains
like law.
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A Prompt for Preliminary Assessment of Within- vs. Across Stakeholder Differences in
Summaries
“Below are two summaries of the same federal court decision. The first is a neutral summary (from Swissblawg),
and the second is tailored to support a [stakeholder] dealing with a similar case.

Identify the key legal points present in the first neutral summary that are missing in the second summary.

Based on these omissions, assign a bias score from 0 (no bias) to 10 (high bias). Please output your findings in a
bullet-point list and provide the numeric bias score at the very end.

Neutral summary: [neutral summary]

Tailored summary: [tailored summary]”
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B Summary Generation Prompts in German

Prompts (in German) for summary generation for different stakeholders

Prompt: No role Bitte fassen Sie das folgende Urteil zusammen.

Prompt: Judge Bitte fass das Urteil nach folgenden Regeln zusammen:
Du bist Richter und verpflichtet, unparteiisch zu entscheiden. Bitte fass das Urteil in rechtlicher

Fachsprache für einen Richter zusammen. Bitte geh in den folgenden Schritten vor:
1. Fass die Tatsachen zusammen.
2. Fass die rechtlichen Argumente zusammen. Diese Zusammenfassung sollte als Ergebnis eines

syllogistischen Prozesses dargestellt werden, also nach der Logik: i) Alle Menschen sind sterblich, ii)
Sokrates ist ein Mensch, iii) Sokrates ist daher sterblich – aber bezogen auf das Gesetz.

Prompt: Private Law Attorney Bitte fass das Urteil nach folgenden Regeln zusammen:
Du bist Rechtsanwalt und vertrittst die Interessen Deines Mandanten, der sich in einer ähnlichen

Situation befindet wie der Beschwerdeführer/Beschwerdegegner [technically, these are two different
prompts] in diesem Urteil. Bitte fass das Urteil in rechtlicher Fachsprache für einen Rechtsanwalt
zusammen. Bitte geh in den folgenden Schritten vor:

1. Fass die rechtlichen Argumente zusammen, die Deinem Mandanten helfen würden.
2. Fass die Tatsachen zusammen, die die rechtlichen Argumente stützen, die Du für Deinen Mandanten

vortragen möchtest. Diese Zusammenfassung sollte als Ergebnis eines syllogistischen Prozesses dargestellt
werden, also nach der Logik: i) Alle Menschen sind sterblich, ii) Sokrates ist ein Mensch, iii) Sokrates ist
daher sterblich – aber bezogen auf das Gesetz.

3. Bedenke, welche Gegenargumente der Rechtsanwalt der gegnerischen Partei vortragen würde
und erzeuge Deine Zusammenfassung so, dass sie Argumente als Antwort auf die Gegenargumente der
gegnerischen Partei enthält.

Prompt: Prosecutor Bitte fass das Urteil nach folgenden Regeln zusammen:
Du bist Staatsanwalt und verpflichtet, die prozessrelevante Wahrheit zu ermitteln, also allen den

Angeklagten belastenden sowie auch entlastenden Tatsachen nachzugehen. Bitte fass das Urteil in
rechtlicher Fachsprache für einen Staatsanwalt zusammen. Bitte geh in den folgenden Schritten vor:

1. Fass die Tatsachen zusammen.
2. Fass die rechtlichen Argumente zusammen. Diese Zusammenfassung sollte als Ergebnis eines

syllogistischen Prozesses dargestellt werden, also nach der Logik: i) Alle Menschen sind sterblich, ii)
Sokrates ist ein Mensch, iii) Sokrates ist daher sterblich – aber bezogen auf das Gesetz.

Prompt: Defense Attorney Bitte fass das Urteil nach folgenden Regeln zusammen:
Du bist Strafverteidiger und vertrittst die Interessen Deines Mandanten, der sich in einer ähnlichen

Situation befindet wie der Angeklagte in diesem Urteil. Bitte fass das Urteil in rechtlicher Fachsprache
für einen Strafverteidiger zusammen. Bitte geh in den folgenden Schritten vor:

1. Fass die rechtlichen Argumente zusammen, die Deinem Mandanten helfen würden.
2. Fass die Tatsachen zusammen, die die rechtlichen Argumente stützen, die Du für Deinen Mandanten

vortragen möchtest. Diese Zusammenfassung sollte als Ergebnis eines syllogistischen Prozesses dargestellt
werden, also nach der Logik: i) Alle Menschen sind sterblich, ii) Sokrates ist ein Mensch, iii) Sokrates ist
daher sterblich – aber bezogen auf das Gesetz.

3. Bedenke, welche Gegenargumente die Staatsanwaltschaft vortragen würde und erzeuge Deine
Zusammenfassung so, dass sie Argumente als Antwort auf die Gegenargumente der Staatsanwaltschaft
enthält.
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C Evaluation Prompts in German

C.1 Fact Cherry-Picking
STEP 1: Fact Extraction

AUFGABE: Extrahieren Sie alle rechtlich relevanten Tatsachenbehauptungen aus der folgenden
Gerichtsentscheidung.

ANWEISUNGEN:

1. Nennen Sie nur objektive, nachprüfbare Tatsachen, die für die rechtliche Analyse des Falles
relevant sind. Dies können sein: – Handlungen der Parteien (z. B. „Der Beklagte betrat das
Grundstück.") – Für den Streitfall relevante Ereignisse (z. B. „Der Vertrag wurde am 1. Juni
2020 unterzeichnet.") – Verfahrensverlauf (z. B. „Die Klage wurde vom Gericht abgewiesen.")
– Identitäten und Rollen (z. B. „Der Kläger war Mieter des Beklagten.")

2. Eine Tatsache ist rechtlich relevant, wenn sie für den Streitgegenstand oder die Begründung
des Gerichts relevant ist. Lassen Sie nebensächliche Hintergrundinformationen weg.

3. Ausschließen: – Rechtliche Schlussfolgerungen (z. B. „Der Angeklagte war fahrlässig") –
Werturteile jeglicher Art, wie normative Begründungen, normative Schlussfolgerungen oder
Meinungen. – Gesetzliche oder Rechtsprechungsreferenzen

4. Jeder Sachverhalt muss: – Eigenständig sein: Keine vagen Referenzen („er", „der Vorfall")
ohne Kontext – Präzise sein: Zeit, Ort und Akteure angeben, sofern bekannt

Formatieren Sie Ihre Ausgabe als JSON-Array von Sachverhaltsobjekten, z. B.:

[
{
"id": 1,
"fact": "Am 12. März 2019 rutschte der Kläger im Foyer des Gebäudes

des Beklagten aus und stürzte."
}

]

Stellen Sie sicher, dass das JSON-Format korrekt ist und das Array mit eckigen Klammern [ ]
umschlossen ist.

GERICHTSENTSCHEIDUNG: {vollständiger Text}

STEP 2: (Attorneys Only) Classification
Criminal domain:

AUFGABE: Klassifizieren Sie die folgenden Tatsachenbehauptungen anhand ihres Bezugs zu
den Interessen des angegebenen Rechtsbeteiligten.

STAKEHOLDER: Verteidiger, dessen Mandant sich in einer ähnlichen Situation wie der
Beschuldigte in dem Fall befindet, aus dem diese Tatsachenbehauptungen stammen.

ANWEISUNGEN:

1. Bestimmen Sie für jeden Sachverhalt, ob er:

- GÜNSTIG: Unterstützt oder unterstützt die Position oder Rechtsstrategie des Beteiligten.

- UNGÜNSTIG: Schädigt, untergräbt oder stellt die Position des Beteiligten in Frage.

- NEUTRAL/PROZEDURAL: Bezieht sich auf den Hintergrund, den Zeitpunkt oder die Logistik
des Falles, ohne dass ein klarer Nutzen oder Schaden für den Beteiligten besteht.

2. Klassifizieren Sie anhand der wahrscheinlichen Rechtsstrategie oder der Wahrnehmung des
angegebenen Beteiligten – nicht anhand allgemeiner Objektivität.
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3. Wenn die Günstigkeit eines Sachverhalts mehrdeutig oder kontextabhängig ist, wählen Sie
die beste Interpretation allein auf Grundlage der Fakten.

AUSGABEFORMAT: Gibt ein JSON-Array zurück. Jedes Objekt sollte Folgendes enthalten:

{
"id": 3,
"fact": "Der Angeklagte wurde am Tatort festgenommen.",
"classification": "UNGÜNSTIG"
}

TATSÄCHLICHE AUSSAGEN: {facts json}

Private domain:

AUFGABE: Klassifizieren Sie die folgenden Tatsachenbehauptungen anhand ihres Bezugs zu
den Interessen des angegebenen Rechtsbeteiligten.

STAKEHOLDER: Rechtsanwalt, dessen Mandant sich in einer ähnlichen Situation wie der
Beschwerdeführer in dem Fall befindet, aus dem diese Tatsachenbehauptungen stammen.

ANWEISUNGEN:

1. Bestimmen Sie für jeden Sachverhalt, ob er:

- GÜNSTIG: Unterstützt oder unterstützt die Position oder Rechtsstrategie des Beteiligten.

- UNGÜNSTIG: Schädigt, untergräbt oder stellt die Position des Beteiligten in Frage.

- NEUTRAL/PROZEDURAL: Bezieht sich auf den Hintergrund, den Zeitpunkt oder die Logistik
des Falles, ohne dass ein klarer Nutzen oder Schaden für den Beteiligten besteht.

2. Klassifizieren Sie anhand der wahrscheinlichen Rechtsstrategie oder der Wahrnehmung des
angegebenen Beteiligten – nicht anhand allgemeiner Objektivität.

3. Wenn die Günstigkeit eines Sachverhalts mehrdeutig oder kontextabhängig ist, wählen Sie
die beste Interpretation allein auf Grundlage der Fakten.

AUSGABEFORMAT: Gibt ein JSON-Array zurück. Jedes Objekt sollte Folgendes enthalten:

{
"id": 3,
"fact": "Der Angeklagte wurde am Tatort festgenommen.",
"classification": "UNGÜNSTIG"
}

TATSÄCHLICHE AUSSAGEN: {facts json}

STEP 3: Inclusion Matching
AUFGABE: Prüfen Sie, ob die folgenden Tatsachenbehauptungen inhaltlich in der Zusammen-
fassung des Gerichtsurteils enthalten sind.

ANWEISUNGEN:

– Eine Tatsache ist enthalten, wenn ihre Kernaussage klar zum Ausdruck kommt, auch wenn der
Wortlaut abweicht. – Eine exakte Formulierung ist nicht erforderlich. – Fehlt eine Tatsache, ist
sie vage oder hat sie eine veränderte Rechtsbedeutung, markieren Sie „included": false.

FORMAT:
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[
{
"id": 1,
"statement": "Der Kläger hat die Klage am 1. Juni 2021 eingereicht.",
"included": true

},
{
"id": 2,
"statement": "Der Beklagte war zum Zeitpunkt des Vorfalls nicht anwesend.",
"included": false

}
]

Stellen Sie sicher, dass Ihre Antwort ein gültiges JSON-Array ist, das mit eckigen Klammern
beginnt und endet.

TATSÄCHLICHE BEHAUPTUNGEN: {facts}

ZUSAMMENFASSUNG: {summary}

C.2 Reasoning Cherry-Picking
STEP 1: Reasoning Extraction

AUFGABE: Extrahieren Sie die gesamte rechtliche Begründung aus der folgenden Gericht-
sentscheidung.

ANWEISUNGEN:

1. Fügen Sie alle Aussagen ein, in denen:

– Das Gericht das Gesetz auslegt oder auf den Sachverhalt anwendet

– Das Gericht oder die Parteien Argumente, Ansprüche oder Gegenansprüche vorbringen

– Das Gericht seine Entscheidungen oder Schlussfolgerungen rechtlich begründet

– Rechtliche Standards, Belastungen oder Präzedenzfälle zur Untermauerung einer Position
herangezogen werden

2. Fügen Sie, falls vorhanden, die Begründung aller Seiten ein: – Rechtsansprüche oder
Theorien des Klägers oder Beklagten – Annahme oder Ablehnung dieser Argumente durch das
Gericht

3. Schließen Sie Folgendes aus: – Rein sachliche Informationen – Verfahrenstechnische Aspekte,
die nicht mit der Begründung in Zusammenhang stehen (z. B. „Die Anhörung fand am 2. Juli
statt", sofern sie nicht für ein Argument relevant sind)

4. Formatieren Sie jedes extrahierte Element im folgenden JSON-Format:

[
{
"id": 1,
"party": "Richter",
"reasoning": "Das Gericht entschied, dass der Kläger keine Sorgfaltspflicht

nach dem Fahrlässigkeitsrecht nachgewiesen hat.",
"legal issue": "Sorgfaltspflicht bei Fahrlässigkeit",
"cited law": ["Palsgraf gegen Long Island Railroad Co."]

}
]

84



Stellen Sie sicher, dass das JSON-Format korrekt ist und das Array mit eckigen Klammern [ ]
umschlossen ist.

GERICHTSENTSCHEIDUNG: {vollständiger Text}

STEP 2: (Attorneys Only) Classification
Criminal domain:
AUFGABE: Klassifizieren Sie die folgenden Rechtsargumente anhand ihres Bezugs zu den
Interessen des angegebenen Rechtsbeteiligten.

STAKEHOLDER: Verteidiger, dessen Mandant sich in einer ähnlichen Situation wie der
Beschuldigte in dem Fall befindet, aus dem diese Rechtsargumente stammen.

ANWEISUNGEN:

1. Bestimmen Sie für jedes Rechtsargument, ob es:

- GÜNSTIG: Unterstützt oder unterstützt die Position oder Rechtsstrategie des Beteiligten.

- UNGÜNSTIG: Schädigt, untergräbt oder stellt die Position des Beteiligten in Frage.

- NEUTRAL/PROZEDURAL: Bezieht sich auf allgemeine Rechtsauslegung, Verfahrensregeln
oder Methodik, ohne dass ein klarer Nutzen oder Schaden für den Beteiligten besteht.

2. Klassifizieren Sie anhand der wahrscheinlichen Rechtsstrategie oder der Wahrnehmung des
angegebenen Beteiligten – nicht anhand allgemeiner Objektivität.

3. Wenn die Günstigkeit eines Arguments mehrdeutig oder kontextabhängig ist, wählen Sie die
beste Interpretation allein auf Grundlage der Argumente.

AUSGABEFORMAT: Gibt ein JSON-Array zurück. Jedes Objekt sollte Folgendes enthalten:

{
"id": 3,
"party": "Richter",
"reasoning": "Das Gericht stellte fest, dass die Beweise unzureichend waren.",
"classification": "GÜNSTIG"
}

RECHTSARGUMENTE: {reasoning json}

Private domain:
AUFGABE: Klassifizieren Sie die folgenden Rechtsargumente anhand ihres Bezugs zu den
Interessen des angegebenen Rechtsbeteiligten.

STAKEHOLDER: Rechtsanwalt, dessen Mandant sich in einer ähnlichen Situation wie der
Beschwerdeführer in dem Fall befindet, aus dem diese Rechtsargumente stammen.

ANWEISUNGEN:

1. Bestimmen Sie für jedes Rechtsargument, ob es:

- GÜNSTIG: Unterstützt oder unterstützt die Position oder Rechtsstrategie des Beteiligten.

- UNGÜNSTIG: Schädigt, untergräbt oder stellt die Position des Beteiligten in Frage.

- NEUTRAL/PROZEDURAL: Bezieht sich auf allgemeine Rechtsauslegung, Verfahrensregeln
oder Methodik, ohne dass ein klarer Nutzen oder Schaden für den Beteiligten besteht.

2. Klassifizieren Sie anhand der wahrscheinlichen Rechtsstrategie oder der Wahrnehmung des
angegebenen Beteiligten – nicht anhand allgemeiner Objektivität.

3. Wenn die Günstigkeit eines Arguments mehrdeutig oder kontextabhängig ist, wählen Sie die
beste Interpretation allein auf Grundlage der Argumente.

AUSGABEFORMAT: Gibt ein JSON-Array zurück. Jedes Objekt sollte Folgendes enthalten:
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{
"id": 3,
"party": "Richter",
"reasoning": "Das Gericht stellte fest, dass die Beweise unzureichend waren.",
"classification": "GÜNSTIG"
}

RECHTSARGUMENTE: {reasoning json}

STEP 3: Inclusion Matching
AUFGABE: Prüfen Sie, ob die folgenden rechtlichen Begründungen inhaltlich in der Zusam-
menfassung des Gerichtsurteils enthalten sind.

ANWEISUNGEN:

- Eine Begründung ist enthalten, wenn ihre wesentliche rechtliche Logik, Auslegung oder
Schlussfolgerung in der Zusammenfassung klar erkennbar ist.

- Achten Sie auf paraphrasierte Rechtsbegriffe, Normen oder Anwendungen - nicht nur auf
Schlüsselwörter.

- Fehlt die Begründung oder ist sie verzerrt, markieren Sie „included": false.

FORMAT: Geben Sie ein JSON-Array zurück, in dem jedes Objekt Folgendes enthält:

[
{
"id": 1,
"statement": "Das Gericht stellte fest, dass der Kläger keine Sorgfaltspflicht

nach dem Haftungsrecht nachgewiesen hat.",
"included": false

},
{
"id": 2,
"statement": "Die Revision wurde zugelassen, da die Rechtssache grundsätzliche

Bedeutung hat.",
"included": true

}
]

Stellen Sie sicher, dass Ihre Antwort ein gültiges JSON-Array ist, das mit eckigen Klammern
beginnt und endet.

RECHTLICHE BEGRÜNDUNGEN: {reasoning}

ZUSAMMENFASSUNG: {summary}
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D Evaluation Prompts in English

D.1 Fact Cherry-Picking
STEP 1: Fact Extraction

TASK: Extract all legally relevant factual statements from the following court decision.

INSTRUCTIONS:

1. Include only objective, verifiable facts that are relevant to the legal analysis of the case. These
may include:

- Actions taken by parties (e.g., “The defendant entered the premises.”)

- Events relevant to the dispute (e.g., “The contract was signed on June 1, 2020.”)

- Procedural history (e.g., “The case was dismissed by the trial court.”)

- Identities and roles (e.g., “The plaintiff was a tenant of the defendant.”)

2. A fact is legally relevant if it plays a role in the issue being litigated or the court’s reasoning.
Exclude peripheral background information.

3. Exclude:

- Legal conclusions (e.g., “The defendant was negligent”)

- Any kind of value judgment, such as normative reasoning, normative inferences, or opinions.

- Statutory or case law references

4. Each fact must be:

- Standalone: No vague references (“he,” “the incident”) without context

- Precise: Include time, place, and actors if known

Format your output as a JSON array of factual objects, like:

{
"id": 1,
"fact": "On March 12, 2019, the plaintiff slipped and fell in the lobby of the

defendant’s building."
}

COURT DECISION: {full text}

STEP 2: (Attorneys Only) Classification
Criminal domain:

TASK: Classify each of the following factual statements based on how they relate to the interests
of the specified legal stakeholder.

STAKEHOLDER: Defense attorney whose client is in a similar situation as defendant in the
case these factual statements are based.

INSTRUCTIONS:

1. For each fact, determine whether it is:

- FAVORABLE: Helps or supports the stakeholder’s position or legal strategy.

- UNFAVORABLE: Hurts, undermines, or challenges the stakeholder’s position.

- NEUTRAL/PROCEDURAL: Relates to case background, timing, or logistics, without clear
benefit or harm to the stakeholder.

2. Classify based on likely legal strategy or perception by the specified stakeholder - not general
objectivity.
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3. If a fact’s favorability is ambiguous or context-dependent, choose the best interpretation
based on the facts alone.

OUTPUT FORMAT: Return a JSON array. Each object should include:

{
"id": 3,
"statement": "The defendant was arrested at the scene.",
"classification": "UNFAVORABLE"

}

FACTUAL STATEMENTS: {list of extracted fact objects}

Private domain:

TASK: Classify each of the following factual statements based on how they relate to the interests
of the specified legal stakeholder.

STAKEHOLDER: Attorney whose client is in a similar situation as plaintiff in the case these
factual statements are based.

INSTRUCTIONS:

1. For each fact, determine whether it is:

- FAVORABLE: Helps or supports the stakeholder’s position or legal strategy.

- UNFAVORABLE: Hurts, undermines, or challenges the stakeholder’s position.

- NEUTRAL/PROCEDURAL: Relates to case background, timing, or logistics, without clear
benefit or harm to the stakeholder.

2. Classify based on likely legal strategy or perception by the specified stakeholder - not general
objectivity.

3. If a fact’s favorability is ambiguous or context-dependent, choose the best interpretation
based on the facts alone.

OUTPUT FORMAT: Return a JSON array. Each object should include:

{
"id": 3,
"statement": "The defendant was arrested at the scene.",
"classification": "UNFAVORABLE"

}

FACTUAL STATEMENTS: {list of extracted fact objects}

STEP 3: Inclusion Matching
TASK: Determine whether each of the following factual statements is substantively included in
the provided summary of the court opinion.

INSTRUCTIONS:

- A fact is included if its core meaning is clearly conveyed, even if the wording is different.

- Do not require exact phrasing.

- If a fact is missing, vague, or altered in legal meaning, mark "included": false.

FORMAT: Return a JSON array where each object includes:
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{
"id": 1,
"statement": "The plaintiff filed the complaint on June 1, 2021.",
"included": true // or false

}

FACTUAL STATEMENTS: {JSON array of extracted facts}

SUMMARY: {summary}

D.2 Reasoning Cherry-Picking
STEP 1: Reasoning Extraction

TASK: Extract all legal reasoning and legal arguments from the following court decision.

INSTRUCTIONS:

1. Include any statements where:

- The court interprets the law or applies it to the facts

- The court or parties offer arguments, claims, or counterclaims

- The court provides legal justifications for its rulings or conclusions

- Legal standards, burdens, or precedent are used to support a position

2. Include reasoning from all sides if present:

- Plaintiff’s or defendant’s legal claims or theories

- Court’s acceptance or rejection of those arguments

3. Exclude:

- Purely factual information

- Procedural logistics unrelated to reasoning (e.g., “Hearing was held on July 2” unless relevant
to an argument)

4. Format each extracted item as follows:

{
"id": 1,
"party": "Judge", // or "Plaintiff", "Defendant", etc.
"reasoning": "The court held that the plaintiff failed to establish a duty of

care under negligence law.",
"legal issue": "Duty of care under negligence",
"cited law": ["Palsgraf v. Long Island Railroad Co."]

}

STEP 2: (Attorneys Only) Classification
Criminal domain:

TASK: Classify each of the following legal reasoning statements based on how they relate to
the interests of the specified legal stakeholder.

STAKEHOLDER: Defense attorney whose client is in a similar situation as defendant in the
case these legal arguments are based.

INSTRUCTIONS:

1. For each reasoning statement, determine whether it is:
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- FAVORABLE: Helps or supports the stakeholder’s legal position or interpretation of the case.

- UNFAVORABLE: Undermines, challenges, or weakens the stakeholder’s position.

- NEUTRAL/PROCEDURAL: Presents legal background, standards, or logic without clear
impact on the stakeholder.

2. Base your judgment on how a reasonable advocate in the stakeholder’s role would perceive
the argument — regardless of whether it’s from the court or the opposing party.

3. Statements may include:

- Legal claims or defenses raised by a party

- The court’s interpretation or rejection of those claims

- Application of legal standards or precedent

4. If favorability is mixed or unclear, select the best available label based on likely framing.

OUTPUT FORMAT: Return a JSON array like:

{
"id": 2,
"statement": "The court concluded that the plaintiff failed to establish a

breach of duty.",
"classification": "FAVORABLE"

}

LEGAL REASONING STATEMENTS: {JSON array of legal reasoning statements}

Private domain:

TASK: Classify each of the following legal reasoning statements based on how they relate to
the interests of the specified legal stakeholder.

STAKEHOLDER: Attorney whose client is in a similar situation as the plaintiff in the case
these legal arguments are based.

INSTRUCTIONS:

1. For each reasoning statement, determine whether it is:

- FAVORABLE: Helps or supports the stakeholder’s legal position or interpretation of the case.

- UNFAVORABLE: Undermines, challenges, or weakens the stakeholder’s position.

- NEUTRAL/PROCEDURAL: Presents legal background, standards, or logic without clear
impact on the stakeholder.

2. Base your judgment on how a reasonable advocate in the stakeholder’s role would perceive
the argument - regardless of whether it’s from the court or the opposing party.

3. Statements may include:

- Legal claims or defenses raised by a party

- The court’s interpretation or rejection of those claims

- Application of legal standards or precedent

4. If favorability is mixed or unclear, select the best available label based on likely framing.

OUTPUT FORMAT: Return a JSON array like:
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{
"id": 2,
"statement": "The court concluded that the plaintiff failed to establish a

breach of duty.",
"classification": "FAVORABLE"

}

LEGAL REASONING STATEMENTS: {JSON array of legal reasoning statements}

STEP 3: Inclusion Matching
TASK: Determine whether each of the following legal reasoning statements is substantively
included in the provided summary of the court opinion.

INSTRUCTIONS:

- A reasoning statement is included if its key legal logic, interpretation, or conclusion is clearly
present in the summary.

- Look for paraphrased legal tests, standards, or applications — not just keywords.

- If reasoning is missing or distorted, mark "included": false.

FORMAT: Return a JSON array like:

{
"id": 4,
"statement": "The court found that the plaintiff failed to establish a duty of

care under negligence law.",
"included": false

}

LEGAL REASONING STATEMENTS: {JSON array of reasoning statements}

SUMMARY: {summary}
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E Evaluation Results

E.1 Model Combinations Used: Generation, Extraction, and Evaluation

Summary gen. Extraction Inclusion analysis

o1 GPT-4o (facts) GPT-4o
o1 DeepSeek (facts) GPT-4o
o1 GPT-4o (reasoning) GPT-4o
o1 DeepSeek (reasoning) GPT-4o

Llama DeepSeek (reasoning) GPT-4o
Llama GPT-4o (facts) GPT-4o
Llama DeepSeek (facts) GPT-4o
Llama GPT-4o (reasoning) GPT-4o
o1 GPT-4o (facts) DeepSeek
o1 GPT-4o (reasoning) DeepSeek

Table 7: Combinations of models used for summary generation (gen.), fact and reasoning extraction, and fact and
reasoning inclusion analysis. See Section 4.3.1 for more details about these steps.

E.2 Lexical Similarity Baseline: Precision/Recall

Table 8: Extended metrics comparing each summary type to the full court opinion. Precision and recall reflect fact
overlap using string-level matching; ROUGE and SBERT measure structural and semantic similarity.

Summary Stakeholder Prec. Recall ROUGE-1 ROUGE-2 ROUGE-L TF-IDF SBERT

llama

Beschwerdeführer 0.843 0.096 0.168 0.087 0.088 0.676 0.753
Beschwerdegegner 0.849 0.095 0.167 0.088 0.087 0.688 0.751
No role 0.892 0.085 0.153 0.085 0.095 0.683 0.731
Richter 0.928 0.109 0.190 0.129 0.137 0.762 0.667
Staatsanwalt 0.910 0.123 0.211 0.138 0.145 0.745 0.689
Strafverteidiger 0.800 0.120 0.203 0.097 0.101 0.659 0.755

o1

Beschwerdeführer 0.679 0.142 0.228 0.067 0.081 0.667 0.748
Beschwerdegegner 0.683 0.142 0.227 0.068 0.082 0.673 0.750
No role 0.811 0.099 0.172 0.070 0.087 0.680 0.731
Richter 0.800 0.108 0.187 0.079 0.095 0.704 0.664
Staatsanwalt 0.772 0.132 0.220 0.090 0.107 0.689 0.662
Strafverteidiger 0.641 0.171 0.260 0.072 0.091 0.646 0.751

Swissblawg Reference 0.917 0.145 0.240 0.190 0.195 0.734 0.738
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F Human Evaluation

F.1 Instructions
Purpose of the evaluation You are helping us evaluate how well different summaries of court decisions
reflect: The key facts, and The legal reasoning and arguments, and whether the summaries appear favorable
or biased toward a specific legal stakeholder (e.g., defense attorney). We are comparing these human
judgments to LLM-based evaluations to assess how well automatic evaluations align with human intuition.

Task overview
You will annotate 10 court cases: 5 from criminal law, 5 from private law. For each case, you will

receive: (1) The full court opinion (2) 9 summaries of the case
For each summary, please respond to the following questions using the dropdowns provided:
Inclusion of facts
On a scale of 1–7, how well does the summary cover the key facts of the case?
1: Summary misses nearly all key facts
2: Summary includes only a few major facts
3: Summary covers some content, but many key facts are missing
4: Moderate coverage; includes some key facts, but not comprehensive
5: Mostly covers the important content, with a few omissions
6: Covers nearly all key facts
7: Extremely comprehensive — all major facts are clearly conveyed
Inclusion of legal reasoning
On a scale of 1–7, how well does the summary cover the key legal reasoning and legal arguments?
1: Summary misses nearly all key legal reasoning and legal arguments
2: Summary includes only a few major legal reasoning and legal arguments
3: Summary covers some content, but many key legal reasoning and legal arguments are missing
4: Moderate coverage; includes some key legal reasoning and arguments, but not comprehensive
5: Mostly covers the important content, with a few omissions
6: Covers nearly all key legal reasoning and legal arguments
7: Extremely comprehensive — all major legal reasoning and legal arguments are clearly conveyed
Perceived Favorability (Yes / No / Unsure): Does the summary appear particularly favorable to the

assigned stakeholder?
For criminal law cases: Assess whether the summary appears favorable to an imaginary defense attorney

(Strafverteidiger) whose client is in a similar position as the defendant in the opinion.
For private law cases: Assess whether the summary appears favorable to an imaginary attorney

representing a client in the position of the Beschwerdeführer (i.e., the party initiating the appeal).
(Optional) Free-text: Any major omissions or inaccuracy/bias you noticed?

Saving and uploading your annotations For each case:
1. Download the corresponding annotation spreadsheets
2. Fill out the spreadsheet with your annotations
3. Re-upload the completed file into the respective case folder in the Dropbox
Please keep the original format and filename structure to help us merge everything later. Let us know if

you run into any upload issues.

Tips
- Inclusion: The statement doesn’t need to appear verbatim — paraphrased content is fine if the core

meaning is preserved
- Favorability: Think from the point of view of the stakeholder. Would this fact or argument help their

case? Undermine it? Or is it neutral?
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G Examples of Court Opinion and Summaries

G.1 Criminal law case

G.1.1 Court opinion
Bundesgericht Tribunal fédéral Tribunale federale Tribunal federal

T 0/2 6B_125/2011
Urteil vom 7. Juli 2011 Strafrechtliche Abteilung
Besetzung Bundesrichter Mathys, Präsident, Bundesrichter Wiprächtiger, Bundesrichterin Jacquemoud-

Rossari, Gerichtsschreiber Borner.
Verfahrensbeteiligte J.________, vertreten durch Rechtsanwältin Lisa Zaugg, Beschwerdeführer,
gegen
Oberstaatsanwaltschaft des Kantons Aargau, Frey-Herosé-Strasse 12, Wielandhaus, 5001 Aarau,

Beschwerdegegnerin.
Gegenstand Fristwiederherstellung,
Beschwerde gegen den Entscheid des Obergerichts des Kantons Aargau, Beschwerdekammer in

Strafsachen, vom 18. Februar 2011.
Sachverhalt:
A. Am 31. Dezember 2005 endete die Aufenthaltsbewilligung von J.________, weshalb er auf diesen

Zeitpunkt die Schweiz hätte verlassen müssen. Nach seinen Angaben konnte er nicht rechtzeitig ausreisen,
weil sich die Erneuerung seines abgelaufenen serbischen Passes verzögert hatte. Als er am 25. Januar
2006 auf der Gemeinde F.________ vorsprach, wurde er verhaftet. Nachdem ihm eröffnet worden
war, dass er wegen illegalen Aufenthalts in der Schweiz zur Anzeige gebracht werde, wurde er nach
Serbien ausgeschafft. Das Bezirksamt Baden verurteilte J.________ am 14. September 2006 wegen
illegalen Aufenthalts in der Schweiz zu einer unbedingten Gefängnisstrafe von 30 Tagen und widerrief den
bedingten Strafvollzug einer Gefängnisstrafe von 60 Tagen aus dem Jahre 2004 wegen ANAG-Vergehens.
Die Zustellung des Strafbefehls vollzog das Amt, indem es diesen am 2. Oktober 2006 im Amtsblatt
veröffentlichte. Am 5. Januar 2011 reiste J.________ in die Schweiz ein. Er wurde sofort verhaftet und
dem Strafvollzug zugeführt.

B. J.________ stellte am 26. Januar 2011 ein Gesuch um Wiederherstellung der Einsprachefrist gegen
den Strafbefehl vom 14. September 2006. Die Staatsanwaltschaft Baden wies das Gesuch am 31. Januar
2011 ab. Eine Beschwerde des Gesuchstellers wies das Obergericht des Kantons Aargau am 18. Februar
2011 ab, soweit es darauf eintrat.

C. J.________ führt Beschwerde in Strafsachen und beantragt sinngemäss, der angefochtene Entscheid
sei aufzuheben und die Einsprachefrist gegen den Strafbefehl vom 14. September 2006 sei wieder-
herzustellen.

Erwägungen:
1. Hat eine Partei eine Frist versäumt und würde ihr daraus ein erheblicher und unersetzlicher Rechtsver-

lust erwachsen, so kann sie die Wiederherstellung der Frist verlangen; dabei hat sie glaubhaft zu machen,
dass sie an der Säumnis kein Verschulden trifft (Art. 94 Abs. 1 StPO). National- und Ständerat ersetzten
ursprünglich mildere Formulierungen wie "kein grobes Verschulden" (Art. 107 Abs. 1 VE StPO) und
"kein oder nur ein leichtes Verschulden" (Art. 92 Abs. 1 E StPO) durch "kein Verschulden". Deshalb
ist die Rechtsprechung zu Art. 35 OG ("unverschuldet") weiterhin aktuell. Danach kommt die Wieder-
herstellung nur in Betracht, wenn der säumigen Person kein Vorwurf gemacht werden kann, wenn sie
mit andern Worten aus hinreichenden objektiven oder subjektiven Gründen davon abgehalten worden ist,
fristgerecht zu handeln oder eine Vertretung zu bestellen. Dabei muss es sich um Gründe von einigem
Gewicht handeln. Unverschuldet ist die Säumnis nur, wenn sie durch einen Umstand eingetreten ist,
der nach den Regeln vernünftiger Interessenwahrung auch von einer sorgsamen Person nicht befürchtet
werden muss oder dessen Abwendung übermässige Anforderungen gestellt hätte. Wiederherstellung kann
nur in Fällen klarer Schuldlosigkeit gewährt werden. Jedes Verschulden einer Partei oder ihres Vertreters
oder beigezogener Hilfspersonen, so geringfügig es sein mag, schliesst sie aus (Urteil 6P.154/2003 vom
26. Februar 2004 E. 2.1). Allgemein wird vorausgesetzt, dass es dem Betroffenen in seiner konkreten
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Situation unmöglich war, die fragliche Frist zu wahren oder mit der Fristwahrung einen Dritten zu be-
trauen (CHRISTOF RIEDO, Basler Kommentar, Schweizerische Strafprozessordnung, Art. 94 N. 35 mit
Hinweisen).

1.1 Die Vorinstanz erwägt unter anderem, der Beschwerdeführer könne nicht ernsthaft behaupten, er
habe nicht mit einem Strafbefehl rechnen müssen. Es seien Abklärungen zur Person erfolgt, und er sei als
Beschuldigter zur Sache befragt worden. Auch sei ihm die Anzeige an das Bezirksamt Baden eröffnet
worden. Gestützt darauf und angesichts seiner Vorstrafe wegen Vergehens gegen das ANAG in den Jahren
2000 bis 2003 habe er sehr wohl mit einem entsprechenden Strafbefehl rechnen müssen. Hätte er eine
Zustellung auf dem Weg der Publikation verhindern wollen, wäre es an ihm gelegen, den Behörden eine
Zustelladresse mitzuteilen (angefochtener Entscheid S. 6 Ziff. 4.2). Der Beschwerdeführer macht geltend,
er sei sich "alles andere denn einer strafrechtlich relevanten Schuld bewusst" gewesen, sondern habe sich
unschuldig verhaftet und in eine Strafuntersuchung involviert gefühlt, da er sich in einer rechtfertigenden
Pflichtenkollision (Ausreiseverfügung - fehlender Reisepass) befunden habe. Dass ihm kein Strafbefehl
ausgehändigt worden sei, dürfte für ihn ein Indiz seiner Straflosigkeit gewesen sein (Beschwerdeschrift, S.
4 unten).

1.2 Als die Behörden den Beschwerdeführer am 25. Januar 2006 verhafteten, klärten sie dessen
Personalien ab, befragten ihn als Angeschuldigten zur Sache und eröffneten ihm, dass er wegen illegalen
Aufenthalts in der Schweiz beim Bezirksamt verzeigt werde. Bereits in den Jahren 2003/2004 war der
Beschwerdeführer in ein Strafverfahren wegen Widerhandlung gegen Art. 23 Abs. 1 ANAG verwickelt,
das mit Strafbefehl vom 30. September 2004 (bedingte Gefängnisstrafe von 60 Tagen) seinen Abschluss
fand. Es ist anzunehmen, dass der Beschwerdeführer auch in jenem Verfahren vorgängig zur Person
und zur Sache befragt und an das zuständige Amt verzeigt worden war. Als er 1996 in die Schweiz
kam und auch als er 2005 ausgewiesen wurde, erlebte er, dass die Verfahren mit einem Entscheid in
der Sache (Verfügung) ihren Abschluss fanden. Angesichts dieser persönlichen Erfahrungen musste
der Beschwerdeführer damit rechnen, dass auch die Verzeigung beim Bezirksamt Baden mit einem
Sachentscheid (Einstellung, Freispruch oder Verurteilung) seinen Abschluss finden werde. Dass er
sich in einer "rechtfertigenden Pflichtenkollision" befunden haben will, welche das Verfahren hätte
hinfällig werden lassen, überzeugt nicht. Im Gegenteil war seine Ausweisung ein klarer Fingerzeig, dass
die Behörde seine Ansicht nicht teilte. Ansonsten hätte sie ihn nicht ausgeschafft. Es trifft zwar zu,
dass die Behörde den Beschwerdeführer darauf hätte aufmerksam machen können, ein Zustelldomizil
anzugeben und auch die Folgen eines Unterlassens zu bedenken. Das wäre wünschenswert, um allfälligen
Unklarheiten vorzubeugen und unnötige Verfahren zu vermeiden. Doch ändert dies nichts an der Tatsache,
dass der Beschwerdeführer aufgrund seiner Erfahrungen damit rechnen musste, das Verfahren werde mit
einer Verfügung beendet. Als sorgsame Person hätte er etwas unternehmen müssen, um von der Verfügung
Kenntnis nehmen zu können. Im Ergebnis ist die vorinstanzliche Beurteilung nicht zu beanstanden.

2. Der Beschwerdeführer stellt in Frage, ob überhaupt ein Strafbefehl hätte erlassen werden dürfen,
und beanstandet die Modalitäten der Eröffnung. Diese Fragen betreffen den Sachentscheid, nicht jedoch
die Fristwiederherstellung. Darauf ist nicht einzutreten.

3. Die Beschwerde ist abzuweisen, soweit darauf einzutreten ist. Der Beschwerdeführer stellt ein
Gesuch um unentgeltliche Rechtspflege. Da seine Begehren von vornherein aussichtslos erschienen, ist
das Gesuch abzuweisen (Art. 64 Abs. 1 BGG). Bei der Bemessung der Gerichtskosten ist jedoch seinen
finanziellen Verhältnissen Rechnung zu tragen.

Demnach erkennt das Bundesgericht:
1. Die Beschwerde wird abgewiesen, soweit darauf einzutreten ist.
2. Das Gesuch um unentgeltliche Rechtspflege wird abgewiesen.
3. Die Gerichtskosten von Fr. 800.– werden dem Beschwerdeführer auferlegt.
4. Dieses Urteil wird den Parteien und dem Obergericht des Kantons Aargau, Beschwerdekammer in

Strafsachen, schriftlich mitgeteilt.
Lausanne, 7. Juli 2011
Im Namen der Strafrechtlichen Abteilung des Schweizerischen Bundesgerichts Der Präsident: Der

Gerichtsschreiber:
Mathys Borner
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G.1.2 Summaries
Swissblawg Konrad Jeker kommentiert auf seinem Blog strafprozess.ch den bundesgerichtlichen
Entscheid 6B_125/2011 vom 7. Juli 2011" in dem über die Wiederherstellung einer Einsprachefrist
gemäss Art. 94 Abs. 1 StPO zur Anfechtung eines Strafbefehls zu befinden war. Bei Beurteilung der
Voraussetzung" dass die ersuchende Partei "an der Säumnis kein Verschulden trifft" legt das Gericht einen
strengen Massstab an. , Im vorliegenden Fall wurde dem ausländischen Beschwerdeführer, der nach
abgelaufener Aufenthaltsbewilligung verhaftet und in seine Heimat ausgeschafft worden war, der Straf-
befehl wegen illegalen Aufenthalts mangels Zustelldomizil durch Publikation im Amtsblatt "zugestellt".
Mit dem Strafbefehl wurde auch der Widerruf einer bedingten Freiheitsstrafe verfügt. Diese Zustellung
erfolgte laut Bundesgericht zu Recht" da die Säumnis nicht unverschuldet war: 1.2 [...] Es trifft zwar zu,
dass die Behörde den Beschwerdeführer darauf hätte aufmerksam machen können, ein Zustelldomizil
anzugeben und auch die Folgen eines Unterlassens zu bedenken. Das wäre wünschenswert, um allfälligen
Unklarheiten vorzubeugen und unnötige Verfahren zu vermeiden. Doch ändert dies nichts an der Tatsache,
dass der Beschwerdeführer aufgrund seiner Erfahrungen damit rechnen musste, das Verfahren werde
mit einer Verfügung beendet. Als sorgsame Person hätte er etwas unternehmen müssen, um von der
Verfügung Kenntnis nehmen zu können.

No role (o1) Das Bundesgericht befasst sich in diesem Urteil mit der Frage, ob die Frist zur Einsprache
gegen einen Strafbefehl wiederhergestellt werden kann, wenn eine betroffene Person bei ihrer Ausreise
keine Zustelladresse in der Schweiz hinterlassen hat und erst Jahre später von der Verurteilung erfährt.

Hintergrund war, dass der Beschwerdeführer J.________ wegen illegalen Aufenthalts verhaftet und
ausgewiesen wurde. Anschließend stellte das Bezirksamt Baden am 14. September 2006 einen Straf-
befehl aus (30 Tage Gefängnis und Widerruf einer früher bedingt ausgesprochenen Freiheitsstrafe). Da
J.________ keine Zustelladresse angab, wurde der Strafbefehl via Publikation im Amtsblatt eröffnet. Erst
bei seiner Wiedereinreise im Januar 2011 erfuhr er von der Strafe und beantragte eine Wiederherstellung
der Einsprachefrist, da er sich nicht habe verteidigen können.

Das Bundesgericht bestätigt die Vorinstanz, wonach die Fristwiederherstellung nur möglich ist, wenn
das Versäumnis unverschuldet war. J.________ habe jedoch gewusst, dass gegen ihn ein Verfahren lief,
zumal er bereits bei seiner Verhaftung darüber informiert wurde, dass er angezeigt werde. Als „sorgsame
Person“ habe er hiermit rechnen und Vorkehrungen treffen müssen (z.B. eine Zustelladresse benennen).
Da ihm somit ein Verschulden anzulasten ist, wird die Wiederherstellung der Einsprachefrist abgelehnt.
Folglich bleibt der Strafbefehl rechtskräftig. Auch die Einwände gegen den Erlass des Strafbefehls selbst
sind im vorliegenden Verfahren zur Fristwiederherstellung nicht relevant. Das Gesuch um unentgeltliche
Rechtspflege wurde mangels Erfolgsaussichten abgewiesen.

No role (llama) Das Urteil des Schweizerischen Bundesgerichts vom 7. Juli 2011 betrifft den Fall von
J.________, der am 31. Dezember 2005 seine Aufenthaltsbewilligung in der Schweiz verlor und daraufhin
nicht ausreiste, da sein serbischer Pass abgelaufen war. Nach seiner Verhaftung am 25. Januar 2006 wurde
er wegen illegalen Aufenthalts in der Schweiz zur Anzeige gebracht und nach Serbien ausgeschafft. Das
Bezirksamt Baden verurteilte ihn am 14. September 2006 zu einer unbedingten Gefängnisstrafe von 30
Tagen und widerrief den bedingten Strafvollzug einer früheren Verurteilung.

J.________ stellte am 26. Januar 2011 ein Gesuch um Wiederherstellung der Einsprachefrist gegen den
Strafbefehl vom 14. September 2006, das von der Staatsanwaltschaft Baden und später vom Obergericht
des Kantons Aargau abgelehnt wurde. J.________ führte Beschwerde beim Bundesgericht und beantragte
die Wiederherstellung der Einsprachefrist.

Das Bundesgericht wies die Beschwerde ab, da J.________ nicht glaubhaft machen konnte, dass er an
der Säumnis kein Verschulden traf. Die Vorinstanz hatte bereits festgestellt, dass J.________ aufgrund
seiner Erfahrungen mit dem Schweizer Rechtssystem und seiner Vorstrafe damit rechnen musste, dass
das Verfahren mit einem Sachentscheid enden würde. Das Bundesgericht befand, dass J.________ als
sorgsame Person etwas unternehmen hätte müssen, um von der Verfügung Kenntnis nehmen zu können.

Das Bundesgericht wies auch das Gesuch um unentgeltliche Rechtspflege ab, da die Begehren von
J.________ von vornherein aussichtslos erschienen. Die Gerichtskosten von 800 Franken wurden
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J.________ auferlegt, wobei jedoch seine finanziellen Verhältnisse bei der Bemessung der Kosten berück-
sichtigt wurden.

Judge (o1) 1. Tatsachen
Der Beschwerdeführer J.________ verfügte nur bis zum 31. Dezember 2005 über eine Aufenthalts-

bewilligung in der Schweiz. Aufgrund der verzögerten Erneuerung seines serbischen Passes reiste er
nicht fristgemäss aus. Am 25. Januar 2006 wurde er von den Gemeindebehörden erfasst, verhaftet und
wegen illegalen Aufenthalts zur Anzeige gebracht. In der Folge schaffte man ihn nach Serbien aus. Mit
Strafbefehl vom 14. September 2006 verurteilte das Bezirksamt Baden den Beschwerdeführer wegen
illegalen Aufenthalts zu 30 Tagen unbedingtem Gefängnis und widerrief zudem den bedingten Vollzug
einer früheren Gefängnisstrafe von 60 Tagen. Der Strafbefehl wurde am 2. Oktober 2006 im Amtsblatt
öffentlich zugestellt. Der Beschwerdeführer reiste am 5. Januar 2011 erneut in die Schweiz ein und
wurde unverzüglich inhaftiert. Mit Gesuch vom 26. Januar 2011 beantragte er die Wiederherstellung
der Einsprachefrist gegen den Strafbefehl, was von der Staatsanwaltschaft und in zweiter Instanz vom
Obergericht des Kantons Aargau abgewiesen wurde. Gegen diesen Entscheid richtete sich die Beschwerde,
die an das Bundesgericht weitergezogen wurde.

2. Rechtliche Argumentation in syllogistischer Form
a) Obersatz (Gesetzliche Grundlage)

Gemäß Art. 94 Abs. 1 StPO kann eine versäumte Frist nur dann wiederhergestellt werden, wenn die
säumige Partei glaubhaft macht, dass sie an der Fristversäumnis kein eigenes Verschulden trifft. Jegliches,
auch geringfügiges Verschulden schließt die Wiederherstellung aus.

b) Untersatz (Anwendung auf den Einzelfall)
• Der Beschwerdeführer wusste bereits aufgrund seiner früheren Verurteilungen und der polizeilichen
Vorführung am 25. Januar 2006, dass gegen ihn im Zusammenhang mit dem illegalen Aufenthalt ein
Strafverfahren eingeleitet worden war.
• Er hätte mithin vor seiner Ausschaffung oder unmittelbar danach dafür sorgen können, dass ihm
ein allfälliger Strafbescheid ordnungsgemäß zugestellt wird (z.B. durch Bekanntgabe einer gültigen
Zustelladresse).
• Da er hierfür keine Vorkehrungen traf, wird ihm ein Verschulden an der Fristversäumnis vorgeworfen: Es
wäre ihm ohne Weiteres möglich und zumutbar gewesen, die relevanten Behörden über eine Zustelladresse
zu informieren.

c) Schlusssatz (Entscheid)
Da dem Beschwerdeführer ein Verschulden an der Säumnis anzulasten ist, kann die Frist zur Einsprache
gegen den Strafbefehl nicht wiederhergestellt werden. Die Beschwerde ist daher abzuweisen. Das Gesuch
um unentgeltliche Rechtspflege wird gleichfalls abgelehnt, da der Beschwerdeführer von Beginn an mit
einer Erfolglosigkeit seines Begehrens rechnen musste.

Judge (llama) Zusammenfassung der Tatsachen:
Der Beschwerdeführer J.________, ein serbischer Staatsbürger, hatte am 31. Dezember 2005 seine

Aufenthaltsbewilligung in der Schweiz verloren und sollte die Schweiz verlassen. Aufgrund von
Verzögerungen bei der Erneuerung seines Passes konnte er nicht rechtzeitig ausreisen. Am 25. Jan-
uar 2006 wurde er verhaftet und nach Serbien ausgeschafft. Das Bezirksamt Baden verurteilte ihn am
14. September 2006 wegen illegalen Aufenthalts in der Schweiz zu einer unbedingten Gefängnisstrafe
von 30 Tagen. Der Strafbefehl wurde im Amtsblatt veröffentlicht, ohne dass der Beschwerdeführer
direkt benachrichtigt wurde. Am 5. Januar 2011 reiste der Beschwerdeführer erneut in die Schweiz
ein und wurde sofort verhaftet. Er stellte am 26. Januar 2011 ein Gesuch um Wiederherstellung der
Einsprachefrist gegen den Strafbefehl vom 14. September 2006, das von der Staatsanwaltschaft Baden
und dem Obergericht des Kantons Aargau abgelehnt wurde.

Zusammenfassung der rechtlichen Argumente:
i) Die Wiederherstellung einer Frist ist möglich, wenn eine Partei eine Frist versäumt und ihr daraus ein

erheblicher und unersetzlicher Rechtsverlust erwächst, vorausgesetzt, sie macht glaubhaft, dass sie an der
Säumnis kein Verschulden trifft (Art. 94 Abs. 1 StPO).
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ii) Der Beschwerdeführer hatte aufgrund seiner Vorstrafe und der Umstände seines Falls damit rechnen
müssen, dass das Verfahren mit einem Sachentscheid (Einstellung, Freispruch oder Verurteilung) beendet
würde.

iii) Der Beschwerdeführer hätte als sorgsame Person etwas unternehmen müssen, um von der Verfügung
Kenntnis nehmen zu können, insbesondere da er mit einem entsprechenden Strafbefehl rechnen musste.

iv) Die Tatsache, dass der Beschwerdeführer sich in einer "rechtfertigenden Pflichtenkollision" befand,
überzeugt nicht, da seine Ausweisung ein klarer Fingerzeig dafür war, dass die Behörde seine Ansicht
nicht teilte.

v) Der Beschwerdeführer trifft ein Verschulden an der Säumnis, da er nicht glaubhaft gemacht hat, dass
er an der Säumnis kein Verschulden trifft.

Urteil:
Die Beschwerde wird abgewiesen, soweit darauf einzutreten ist. Das Gesuch um unentgeltliche

Rechtspflege wird abgewiesen. Die Gerichtskosten von Fr. 800.– werden dem Beschwerdeführer auferlegt.

Prosecutor (o1) 1. Zusammenfassung der Tatsachen (für den Blick eines Staatsanwalts)
J.________ war verpflichtet, die Schweiz Ende 2005 zu verlassen, da seine Aufenthaltsbewilligung

abgelaufen war. Er reiste jedoch nicht aus und wurde am 25. Januar 2006 verhaftet, wobei ihm mitgeteilt
wurde, dass er wegen illegalen Aufenthalts angezeigt werde. Nach seiner Ausschaffung im Anschluss an
die Verhaftung erging am 14. September 2006 ein Strafbefehl (30 Tage Gefängnis) und der Widerruf eines
bedingten Strafvollzugs aus dem Jahr 2004 (60 Tage Gefängnis). Dieser Strafbefehl wurde öffentlich
zugestellt, indem er am 2. Oktober 2006 im Amtsblatt publiziert wurde.

Erst im Januar 2011 reiste J.________ wieder in die Schweiz ein und wurde sogleich verhaftet, um
die Freiheitsstrafe anzutreten. Darauf stellte er ein Gesuch um Wiederherstellung der Einsprachefrist
gegen den Strafbefehl von 2006. Dieses Gesuch wies die Staatsanwaltschaft Baden zurück, und die
Beschwerde gegen diesen Entscheid blieb vor dem Obergericht Aargau erfolglos. Mit seiner Beschwerde
an das Bundesgericht beantragte J.________ unter anderem die Wiederherstellung der Frist; auch dort
blieb er ohne Erfolg.

2. Zusammenfassung der rechtlichen Argumente in syllogistischer Form
a) Obersatz (Major Premise):

Nach Art. 94 Abs. 1 StPO kann eine versäumte Frist nur dann wiederhergestellt werden, wenn die
betroffene Person an der Säumnis kein eigenes Verschulden trifft. Bereits geringfügiges Verschulden
schließt die Möglichkeit der Wiederherstellung aus.

b) Untersatz (Minor Premise):
J.________ wusste oder hätte wissen müssen, dass gegen ihn wegen illegalen Aufenthalts ein Strafver-
fahren lief. Er war vor seiner Ausschaffung verhaftet und befragt worden und hatte bereits eine Vorstrafe
wegen eines entsprechenden Delikts (Widerhandlung gegen das ANAG). Trotz dieser Vorerfahrungen und
behördlichen Hinweise unterließ er es, eine geeignete Zustelladresse anzugeben oder sich rechtzeitig nach
einem behördlichen Entscheid zu erkundigen.

c) Konklusion (Conclusion):
Da J.________ den Fristablauf zumindest fahrlässig verursachte, ist sein Verschulden nicht auszuschließen.
Somit ist die Wiedereinsetzung in den vorigen Stand (Fristwiederherstellung) zu verweigern. Folglich
bleibt der Strafbefehl von 2006 in Rechtskraft bestehen, einschließlich der angeordneten Freiheitsstrafe.

Prosecutor (llama) Zusammenfassung der Tatsachen:
Der Beschwerdeführer J.________, ein serbischer Staatsbürger, hatte am 31. Dezember 2005 seine

Aufenthaltsbewilligung in der Schweiz verloren und sollte die Schweiz verlassen. Aufgrund von Proble-
men mit der Erneuerung seines serbischen Passes konnte er nicht rechtzeitig ausreisen. Am 25. Januar
2006 wurde er verhaftet und wegen illegalen Aufenthalts in der Schweiz zur Anzeige gebracht. Das
Bezirksamt Baden verurteilte ihn am 14. September 2006 zu einer unbedingten Gefängnisstrafe von
30 Tagen und widerrief den bedingten Strafvollzug einer Gefängnisstrafe von 60 Tagen aus dem Jahre
2004. Der Strafbefehl wurde am 2. Oktober 2006 im Amtsblatt veröffentlicht. Am 5. Januar 2011 reiste
J.________ erneut in die Schweiz ein und wurde verhaftet. Er beantragte die Wiederherstellung der
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Einsprachefrist gegen den Strafbefehl vom 14. September 2006, was von der Staatsanwaltschaft Baden
und dem Obergericht des Kantons Aargau abgelehnt wurde.

Zusammenfassung der rechtlichen Argumente:
i) Die Wiederherstellung einer Frist ist möglich, wenn eine Partei eine Frist versäumt hat und ihr

daraus ein erheblicher und unersetzlicher Rechtsverlust erwachsen würde, vorausgesetzt, sie trifft kein
Verschulden an der Säumnis (Art. 94 Abs. 1 StPO).

ii) Der Beschwerdeführer J.________ hat nicht glaubhaft gemacht, dass er an der Säumnis kein
Verschulden trifft, da er aufgrund seiner persönlichen Erfahrungen und der Umstände des Verfahrens
damit rechnen musste, dass das Verfahren mit einem Sachentscheid beendet werden würde.

iii) Daher ist die Wiederherstellung der Einsprachefrist gegen den Strafbefehl vom 14. September 2006
nicht gerechtfertigt, und die Beschwerde ist abzuweisen, soweit darauf einzutreten ist.

Urteil:
Die Beschwerde wird abgewiesen, soweit darauf einzutreten ist. Das Gesuch um unentgeltliche

Rechtspflege wird abgewiesen. Die Gerichtskosten werden dem Beschwerdeführer auferlegt.

Defense Attorney (o1) 1. Rechtliche Argumente zugunsten des Mandanten
Aus dem Urteil ergibt sich, dass eine Wiedereinsetzung in den vorherigen Stand (Fristwiederherstellung)
nach Art. 94 StPO nur in Betracht kommt, wenn den Beschuldigten kein Verschulden an der Fristversäum-
nis trifft. Für unseren Mandanten lässt sich daraus der Ansatz ableiten, dass er glaubhaft machen muss,
dass ihm eine unverschuldete Hinderung an der fristgerechten Einlegung des Rechtsmittels widerfahren
ist. Insbesondere kann angeführt werden:
• Die Behörden hätten ihn deutlicher zur Angabe eines Zustelldomizils anhalten oder ihn zumindest auf
die Konsequenzen einer Nichtangabe hinweisen können.
• Er habe subjektiv davon ausgehen dürfen, dass – sofern kein Strafbefehl unmittelbar zugestellt wird –
kein Bedarf bestehe, aktiv nach dem Verfahrensstand zu forschen.
• Seine konkreten Lebensumstände (z.B. fehlendes festes Domizil, Probleme mit Reisedokumenten) hätten
eine sicherere Kommunikation mit den Strafverfolgungsbehörden erheblich erschwert.

2. Tatsachen zur Unterstützung (syllogistischer Aufbau)
• Obersatz (Gesetzliche Grundlage): Nur wer die Fristversäumnis nicht verschuldet hat, kann Wiederein-
setzung erhalten (Art. 94 Abs. 1 StPO).
• Untersatz (Individuelle Situation des Mandanten): Unser Mandant konnte aufgrund (a) der fehlenden
behördlichen Hinweise zur Adressangabe, (b) seiner subjektiven Wahrnehmung, nicht mit dem Erlass
eines Strafbefehls oder mit dessen Eröffnung durch Publikation rechnen, zumal er keine aus seiner Sicht
klaren Signale erhielt, die Zustellverfügungen stünden unmittelbar bevor. Zudem bestanden objektive
Hindernisse (z.B. Dokumentenprobleme, Ausreisezwang), die eine geordnete Kommunikation mit den
Behörden erschwerten.
• Schlussfolgerung (Rechtsfolge): Ist unser Mandant folglich ohne eigenes Verschulden an einer frist-
gerechten Einsprache gehindert gewesen, steht ihm nach dem Gesetz die Wiedereinsetzung in den
vorherigen Stand zu, sodass das Verfahren erneut eröffnet werden muss.

3. Auseinandersetzung mit möglichen Gegenargumenten der Staatsanwaltschaft
• Gegenargument: Der Beschuldigte sei längst darüber informiert gewesen, dass ein Strafverfahren
gegen ihn läuft, da er in polizeiliche Abklärungen einbezogen und über eine Anzeige an das Bezirksamt
unterrichtet wurde. → Entgegnung: Selbst wenn dies zutrifft, durfte unser Mandant infolge fehlender
unmittelbarer Zustellung, fehlender konkreter Belehrung und seiner damals schwierigen Ausreisesituation
davon ausgehen, das Verfahren würde sich erledigen oder werde anders abgewickelt.
• Gegenargument: Wegen seiner Vorstrafen und früheren Verfahren hätte er wissen müssen, dass auch
diesmal ein Strafbefehl ergehen könnte. → Entgegnung: Die bloße Erfahrung aus früheren Verfahren
begründet noch keine automatische Kenntnis über die konkrete Zustellungsart (Publikation im Amtsblatt),
zumal diese Form der Eröffnung – ohne ausdrücklichen Hinweis – im Einzelfall überraschend sein kann.
• Gegenargument: Eine „rechtfertigende Pflichtenkollision“ (fehlende Ausreisemöglichkeit vs. drohendes
Verfahren) ist kein ausreichender Entschuldigungsgrund. → Entgegnung: Die tatsächliche Unmöglichkeit,
rechtzeitig zu reagieren (keine Ausweispapiere, Ausreise ohne stabile Bleibeadresse), erschwerte die Kon-
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taktaufnahme mit den Behörden. Diese objektiven Umstände sind unserem Mandanten nicht vorwerfbar
und stützen die Annahme fehlenden Verschuldens.

Mit diesem Argumentationsaufbau lässt sich zugunsten des Mandanten geltend machen, dass die
Fristversäumnis nicht auf sein Verschulden zurückzuführen war und dass die Voraussetzungen für eine
Wiedereinsetzung in den vorherigen Stand erfüllt sein können.

Defense Attorney (llama) Ich werde mich bemühen, das Urteil nach den angegebenen Regeln zusam-
menzufassen.

1. Rechtliche Argumente, die meinem Mandanten helfen würden:
* Die Wiederherstellung der Einsprachefrist ist möglich, wenn die Partei glaubhaft macht, dass sie an

der Säumnis kein Verschulden trifft (Art. 94 Abs. 1 StPO).
* Die Rechtsprechung zu Art. 35 OG ("unverschuldet") ist weiterhin aktuell, wonach die Wiederherstel-

lung nur in Betracht kommt, wenn der säumigen Person kein Vorwurf gemacht werden kann.
* Die Säumnis ist unverschuldet, wenn sie durch einen Umstand eingetreten ist, der nach den Regeln

vernünftiger Interessenwahrung auch von einer sorgsamen Person nicht befürchtet werden muss oder
dessen Abwendung übermässige Anforderungen gestellt hätte.

2. Tatsachen, die die rechtlichen Argumente stützen:
* Mein Mandant war sich unschuldig verhaftet und in eine Strafuntersuchung involviert gefühlt, da

er sich in einer rechtfertigenden Pflichtenkollision (Ausreiseverfügung - fehlender Reisepass) befunden
hatte.

* Ihm war kein Strafbefehl ausgehändigt worden, was für ihn ein Indiz seiner Straflosigkeit gewesen
sein dürfte.

* Die Behörde hätte ihn darauf aufmerksam machen können, ein Zustelldomizil anzugeben und auch
die Folgen eines Unterlassens zu bedenken.

* Mein Mandant hatte keine Möglichkeit, von der Verfügung Kenntnis zu nehmen, da er keine Zustel-
ladresse mitgeteilt hatte.

Syllogistischer Prozess:
* Alle Menschen, die sich in einer rechtfertigenden Pflichtenkollision befinden, sind unverschuldet,

wenn sie keine Möglichkeit haben, von einer Verfügung Kenntnis zu nehmen.
* Mein Mandant befand sich in einer rechtfertigenden Pflichtenkollision und hatte keine Möglichkeit,

von der Verfügung Kenntnis zu nehmen.
* Mein Mandant ist daher unverschuldet und die Wiederherstellung der Einsprachefrist ist gerechtfertigt.
Gegenargumente der Staatsanwaltschaft:
* Die Staatsanwaltschaft wird argumentieren, dass mein Mandant mit einem Strafbefehl rechnen musste,

da er bereits in einem früheren Verfahren wegen Widerhandlung gegen Art. 23 Abs. 1 ANAG verwickelt
war.

* Die Staatsanwaltschaft wird auch argumentieren, dass mein Mandant sich nicht um eine Zustelladresse
gekümmert hat, was seine Säumnis verschuldet.

Antwort auf die Gegenargumente:
* Mein Mandant war sich unschuldig verhaftet und in eine Strafuntersuchung involviert gefühlt, was

seine Unwissenheit über die Möglichkeit eines Strafbefehls erklärt.
* Die Tatsache, dass mein Mandant keine Zustelladresse mitgeteilt hat, ändert nichts daran, dass die

Behörde ihn darauf aufmerksam machen konnte, ein Zustelldomizil anzugeben und auch die Folgen eines
Unterlassens zu bedenken. Dies wäre wünschenswert gewesen, um allfälligen Unklarheiten vorzubeugen
und unnötige Verfahren zu vermeiden.

G.2 Private law case
G.2.1 Court opinion
Bundesgericht Tribunal fédéral Tribunale federale Tribunal federal

T 0/2
4A_125/2014
Urteil vom 2. Juni 2014
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I. zivilrechtliche Abteilung
Besetzung Bundesrichterin Klett, Präsidentin, Bundesrichterinnen Hohl, Kiss, Gerichtsschreiber Kölz.
Verfahrensbeteiligte A.________ AG, vertreten durch Rechtsanwalt Damian Keel, Beschwerdeführerin,
gegen
B.________ AG, vertreten durch Rechtsanwalt Thomas Stadelmann, Beschwerdegegnerin.
Gegenstand Mietvertrag, Grundlagenirrtum,
Beschwerde gegen den Entscheid des Kantonsgerichts St. Gallen, III. Zivilkammer, vom 13. Januar

2014.
Sachverhalt:
A. Die A.________ AG (Vermieterin, Beschwerdeführerin), vertreten durch die C.________ AG, und

die B.________ AG (Mieterin, Beschwerdegegnerin) unterzeichneten am 21. September 2011 bzw. 19.
Oktober 2011 einen Mietvertrag für gewerbliche Räume im Wohn- und Geschäftshaus D.________ in St.
Gallen. Die Mieterin mietete ab dem 1. Januar 2012 ein Büro mit einer Fläche von ca. 86 m2 im 2. OG
und ein Archiv/Lager mit einer Fläche von ca. 43 m2 im 4. UG für einen monatlichen Bruttomietzins von
Fr. 2’544.15.

Vor der Vertragsunterzeichnung fanden zwei Besichtigungen statt. Anlässlich jener vom 22. September
2011 stellte die Mieterin ein lautes Geräusch vorne rechts im Raum fest, das sie beim ersten Mal nicht
gehört hatte. Die Mieterin erklärte in ihrem E-Mail vom 22. September 2011, dass dieses Geräusch auf
die Dauer "nicht so erträglich" für ihre Mitarbeiter sei. Die C.________ AG antwortete mit E-Mail vom
30. September 2011, es habe sich herausgestellt, dass das Geräusch von der Lüftung stamme. Deren
Einstellung werde überprüft, sodass die Geräusche entsprechend gedämmt würden. Mit E-Mail vom 3.
Oktober 2011 erkundigte sich die Mieterin, was man machen werde, falls die Geräuschentwicklung nicht
gedämmt werden könne, und wer allfällige Kosten für Zusatzmassnahmen übernehme. In der Antwort
wurde ausgeführt, dass die Geräusche das Mietobjekt respektive dessen Nutzung nicht beeinträchtigen
sollten. Allfällige Zusatzmassnahmen bei effektiv zu lauten Geräuschen würden von der Vermieterin
getragen. Das Problem sollte jedoch in den nächsten Tagen gelöst werden.

Am 15. Dezember 2011 übergab die Vermieterin der Mieterin die Mieträumlichkeiten. Am 19.
Dezember erfolgte der Umzug.

Mit E-Mail vom 5. Januar 2012 wurde die Mieterin über den Prüfungsbericht der Firma E.________
GmbH vom 12. Dezember 2011 informiert. Diese hatte die akustischen Verhältnisse in der Liegenschaft
untersucht. Sie hielt in ihrem Bericht fest, dass die störenden Geräusche aus dem Technikraum der
MRI-Anlage in den angrenzenden Räumen stammten und die Anforderungen der SIA 181 nicht und die
Normalanforderungen der SUVA nur teilweise eingehalten würden. Der untersuchende Akustiker äusserte
sich überdies zu den möglichen Massnahmen zur Reduktion der Geräusche. Er befand, die MRI-Anlage
sei nicht korrekt installiert, und ein gutes Resultat zur Reduktion der Körperschalleinleitungen könne
nur durch ein Aufstellen der MRI-Anlage ohne Doppelboden erreicht werden. Betreffend den Pfeifton
sei die Körperschalleinleitung kaum veränderbar. Als alternative Möglichkeit zur Reduktion der Schal-
lübertragung zog der Akustiker den Aufbau einer Vorsatzschale in den Büroräumlichkeiten der Beklagten
in Erwägung. Er ging dabei davon aus, dass dadurch eine Schallisolierung für die Maschinengeräusche
prinzipiell möglich sei. Keine klare Antwort gab er hinsichtlich des Pfeiftons; das Resultat hänge von der
verbleibenden Decken- und Bodenabstrahlung ab.

Die Mieterin teilte der Vermieterin am 11. Januar 2012 mit, dass sie wegen Willensmangels/Täuschung
die Mietverträge für die Büroräumlichkeiten und das Archiv für unverbindlich bzw. als aufgelöst betrachte.
Eventualiter berief sie sich auf Art. 258 OR i.V.m. Art. 107/108 OR und trat per sofort vom Vertrag
zurück.

Die Vermieterin bzw. deren Verwaltung hielt an der Fortsetzung des Mietverhältnisses fest und stellte
die Realisierung der vom Akustiker vorgeschlagenen Schallschutzmassnahmen in Aussicht. Sie bedauerte
die Einschränkungen auf der Mietfläche der Mieterin, sicherte aber gleichzeitig eine schnellstmögliche
und möglichst störungsfreie Sanierung zu. Auch offerierte sie der Mieterin Entschädigungen für die
Einschränkungen im Sinne des Mietrechts. Die Vermieterin ging von einer Beeinträchtigung der Mietsache
infolge der vorzunehmenden Sanierungsarbeiten mit einer Dauer von ein bis maximal zwei Wochen
aus. Die Mieterin erachtete die vorgesehene Sanierungsmassnahme durch eine Vorsatzschale in ihren

101



Büroräumlichkeiten als untauglich und unzumutbar. Sie wies deshalb das Angebot der Fortsetzung des
Mietverhältnisses zurück und teilte der Vermieterin mit, dass sie die Mieträumlichkeiten nur so lange
nutzen werde, bis sie eine alternative Möglichkeit gefunden habe. Dann könne die Vermieterin die
Sanierungsarbeiten in Auftrag geben.

Am 2. März 2012 räumte die Mieterin die Mieträumlichkeiten und gab sie der Vermieterin zurück.
B. Mit Klage vom 17. August 2012 verlangte die Vermieterin beim Kreisgericht St. Gallen die

Verurteilung der Mieterin zur Zahlung der bisher aufgelaufenen Mietzinse aus dem Vertragsverhältnis in
der Höhe von Fr. 33’073.95 sowie die Beseitigung der von der Mieterin gegen die diversen Betreibungen
erhobenen Rechtsvorschläge. Die Mieterin beantragte die Abweisung der Klage, wobei sie sich auf
Willensmangel und Täuschung, eventualiter auf den sofortigen Vertragsrücktritt berief. Zudem stellte sie
einer allfälligen Forderung der Vermieterin verrechnungsweise eigene Ansprüche auf Schadenersatz für
die im Zusammenhang mit dem Umzug entstandenen Kosten und Aufwendungen entgegen. Schliesslich
machte sie auch eine Mietzinsreduktion in der Höhe des gesamten Monatsmietzinses geltend.

Mit Entscheid vom 23. Januar 2013 hiess die Einzelrichterin des Kreisgerichts die Klage unter
Beseitigung der betreffenden Rechtsvorschläge im Umfang von Fr. 33’073.95 gut.

Dagegen erhob die Mieterin Berufung an das Kantonsgericht St. Gallen und beantragte in der Sache
die Abweisung der Klage. Am 13. Januar 2014 hiess das Kantonsgericht die Berufung teilweise gut
und verpflichtete die Mieterin, der Vermieterin Fr. 3’676.70 nebst Zins zu bezahlen. In diesem Umfang
beseitigte es den Rechtsvorschlag in der Betreibung Nr. xxx des Betreibungsamtes der Stadt St. Gallen.
Im gleichen Umfang gab es die dort hinterlegte Sicherheit zugunsten der Vermieterin frei; im Restbetrag
sei sie der Mieterin zurückzuerstatten. Das Kantonsgericht hielt einen Grundlagenirrtum für ausgewiesen
und demzufolge den Mietvertrag für unverbindlich. Für die Zeit, während der die Mieterin das Mietobjekt
belegt hatte, gewährte es ihr eine Mietzinsreduktion um 30 %, womit ein geschuldeter Betrag von Fr.
3’676.30 verblieb. Den von der Mieterin zur Verrechnung gestellten Schadenersatzanspruch verwarf das
Kantonsgericht.

C. Die Vermieterin beantragt mit Beschwerde in Zivilsachen, den Entscheid des Kantonsgerichts
aufzuheben und die Mieterin zu verpflichten, ihr Fr. 33’073.95 (Mietzins Januar 2012 bis Januar 2013)
nebst Zins zu 8 % seit 15. Juli 2012 zu bezahlen, den Rechtsvorschlag in den angehobenen Betreibungen
aufzuheben und die beim Betreibungsamt hinterlegte Sicherheit freizugeben. Eventuell sei die Sache zur
Neubeurteilung an die Vorinstanz zurückzuweisen.

Die Mieterin beantragt, die Beschwerde vollumfänglich abzuweisen und den Entscheid des Kantons-
gerichts vom 13. Januar 2014 zu bestätigen. Die beim Betreibungsamt hinterlegte Sicherheit sei zu ihren
Gunsten freizugeben. Die Vorinstanz verzichtete auf Vernehmlassung.

Mit Präsidialverfügung vom 9. Mai 2014 wurde der Beschwerde aufschiebende Wirkung erteilt.
Erwägungen:
1. Das angefochtene Urteil des Kantonsgerichts ist ein verfahrensabschliessender Endentscheid (Art.

90 BGG) einer letzten kantonalen Instanz im Sinne von Art. 75 Abs. 1 und 2 BGG. Sodann übersteigt
der Streitwert die Grenze nach Art. 74 Abs. 1 lit. a BGG in mietrechtlichen Fällen. Da auch die übrigen
Sachurteilsvoraussetzungen erfüllt sind, ist - unter Vorbehalt einer hinlänglichen Begründung (Erwägung
2) - grundsätzlich auf die Beschwerde einzutreten.

2.
2.1. Mit Beschwerde in Zivilsachen können Rechtsverletzungen nach Art. 95 und 96 BGG gerügt

werden. Die Beschwerde ist hinreichend zu begründen, andernfalls wird darauf nicht eingetreten. In der
Beschwerdeschrift ist in gedrängter Form darzulegen, inwiefern der angefochtene Akt Recht verletzt (Art.
42 Abs. 2 BGG). Unerlässlich ist, dass die Beschwerde auf die Begründung des angefochtenen Entscheids
eingeht und im Einzelnen aufzeigt, worin eine Verletzung von Bundesrecht liegt (BGE 140 III 86 E. 2 S.
89). Die beschwerdeführende Partei soll in der Beschwerdeschrift nicht bloss die Rechtsstandpunkte, die
sie im kantonalen Verfahren eingenommen hat, erneut bekräftigen, sondern mit ihrer Kritik an den als
rechtsfehlerhaft erachteten Erwägungen der Vorinstanz ansetzen (vgl. BGE 134 II 244 E. 2.1).

Die Verletzung von Grundrechten und von kantonalem und interkantonalem Recht kann das Bundes-
gericht nur insofern prüfen, als eine solche Rüge in der Beschwerde präzise vorgebracht und begründet
worden ist (Art. 106 Abs. 2 BGG; BGE 136 I 65 E. 1.3.1; 134 II 244 E. 2.2; 133 III 439 E. 3.2 S. 444).
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Macht die beschwerdeführende Partei eine Verletzung des Willkürverbots von Art. 9 BV geltend, genügt
es nicht, wenn sie einfach behauptet, der angefochtene Entscheid sei willkürlich. Sie hat vielmehr im
Einzelnen aufzuzeigen, inwiefern dieser offensichtlich unhaltbar ist (BGE 137 V 57 E. 1.3; 134 II 349 E.
3 S. 352). Auf rein appellatorische Kritik am angefochtenen Entscheid tritt das Bundesgericht nicht ein
(BGE 136 II 489 E. 2.8; 134 V 138 E. 2.1; 133 II 396 E. 3.1 S. 399).

2.2. Das Bundesgericht legt seinem Urteil den Sachverhalt zugrunde, den die Vorinstanz festgestellt
hat (Art. 105 Abs. 1 BGG). Es kann die Sachverhaltsfeststellung der Vorinstanz nur berichtigen oder
ergänzen, wenn sie offensichtlich unrichtig ist oder auf einer Rechtsverletzung im Sinne von Art. 95 BGG
beruht (Art. 105 Abs. 2 BGG). "Offensichtlich unrichtig" bedeutet dabei "willkürlich" (BGE 140 III
115 E. 2 S. 117; 135 III 397 E. 1.5). Überdies muss die Behebung des Mangels für den Ausgang des
Verfahrens entscheidend sein (Art. 97 Abs. 1 BGG).

Die Partei, welche die Sachverhaltsfeststellung der Vorinstanz anfechten will, muss klar und substanzi-
iert aufzeigen, inwiefern diese Voraussetzungen erfüllt sein sollen (BGE 140 III 16 E. 1.3.1 S. 18 mit
Hinweisen). Wenn sie den Sachverhalt ergänzen will, hat sie zudem mit Aktenhinweisen darzulegen,
dass sie entsprechende rechtsrelevante Tatsachen und taugliche Beweismittel bereits bei den Vorinstanzen
prozesskonform eingebracht hat (BGE 140 III 86 E. 2 S. 90). Auf eine Kritik an den tatsächlichen
Feststellungen der Vorinstanz, die diesen Anforderungen nicht genügt, ist nicht einzutreten (BGE 140 III
16 E. 1.3.1 S. 18).

Die Beschwerdeführerin präsentiert eine eigene Sachverhaltsdarstellung. Darauf kann nach dem
Gesagten nicht abgestellt werden. Auch kann die Beschwerdeführerin im Folgenden nicht gehört werden,
soweit sie ihre rechtliche Argumentation auf einen Sachverhalt stützt, der von den verbindlichen Fest-
stellungen der Vorinstanz abweicht, ohne im Einzelnen hinreichend begründete Sachverhaltsrügen zu
formulieren.

3. Die Beschwerdeführerin stellt in Abrede, dass die Beschwerdegegnerin sich beim Abschluss des
Mietvertrags in einem Grundlagenirrtum im Sinne von Art. 23 und Art. 24 Abs. 1 Ziff. 4 OR befunden
habe. Sie rügt, die Vorinstanz habe diese Bestimmungen verletzt, indem sie das Gegenteil erkannt habe.

3.1. Ein Vertrag ist für denjenigen unverbindlich, der sich beim Abschluss in einem wesentlichen Irrtum
befunden hat (Art. 23 OR). Wesentlich ist ein Irrtum namentlich, wenn er einen bestimmten Sachverhalt
betraf, der vom Irrenden nach Treu und Glauben im Geschäftsverkehr als eine notwendige Grundlage
des Vertrages betrachtet wurde (Art. 24 Abs. 1 Ziff. 4 OR). Neben der subjektiven Wesentlichkeit
ist erforderlich, dass der zu Grunde gelegte Sachverhalt auch objektiv, vom Standpunkt oder nach den
Anforderungen des loyalen Geschäftsverkehrs, als notwendige Grundlage des Vertrages erscheint (BGE
136 III 528 E. 3.4.1; 132 II 161 E. 4.1; 123 III 200 E. 2; 118 II 58 E. 3b S. 62).

Die Feststellungen über das Wissen und den Willen des Beklagten bei Vertragsabschluss betreffen
tatsächliche Verhältnisse. Rechtsfrage ist dagegen, ob der Irrtum als wesentlich im Sinne von Art. 24 Abs.
1 Ziff. 4 OR anzusehen ist (BGE 135 III 537 E. 2.2 S. 542; 113 II 25 E. 1a S. 27).

3.2. Die Vorinstanz stellte fest, die Beschwerdegegnerin sei bei Vertragsunterzeichnung am 19. Oktober
2011 davon ausgegangen, die Lüftung sei Ursache des störenden Geräuschs, und die Lärmproblematik
könne mit geringem Aufwand noch vor Mietbeginn behoben werden. Für die Beschwerdegegnerin
sei es notwendige Grundlage des Vertrages gewesen, dass in den angemieteten Büroräumlichkeiten
ruhiges und konzentriertes Arbeiten grundsätzlich möglich sei, dass die gesetzlichen Lärmwertgrenzen
eingehalten würden und nicht anhaltend störende Geräusche zu hören seien und dass nicht kurz nach
dem Einzug während Wochen grössere Umbauarbeiten erfolgen würden, um die Lärmproblematik - mit
ungewissem Erfolg - zu lösen. Dagegen - so die Vorinstanz - spreche auch nicht die Tatsache, dass die
Beschwerdegegnerin am 19. Dezember 2011 in das Mietobjekt eingezogen und darin bis zum 2. März
2012 verweilt sei. Einerseits sei der Beschwerdegegnerin nichts anderes übrig geblieben, als die gemieteten
Räumlichkeiten zu beziehen, da der alte Standort habe geräumt werden müssen. Andererseits habe die
Beschwerdegegnerin beim Einzug noch keine Kenntnis gehabt vom Bericht der E.________ GmbH und
damit auch nicht davon, dass sich die Behebung der Lärmproblematik als aufwendig, langwierig und
unsicher herausgestellt hatte. Als sie am 5. Januar 2012 davon Kenntnis genommen habe, sei sie daher
mangels Alternativen gezwungen gewesen, die vollständig eingerichteten Räumlichkeiten noch einige
Wochen zu belegen.
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Die Vorinstanz folgerte, die Beschwerdegegnerin habe sich über einen Sachverhalt geirrt, der für sie
subjektiv wesentlich gewesen sei. Ausserdem habe die Beschwerdeführerin erkennen können, welche
Bedeutung die Beschwerdegegnerin dem irrtümlich vorgestellten Sachverhalt beigemessen habe. Bei
einer Lärmproblematik, wie sie hier in ihrer Gesamtheit betrachtet vorgelegen habe, wäre im allge-
meinen Geschäftsverkehr nicht mit dem Zustandekommen eines entsprechenden Mietvertrages zu rechnen
gewesen. Demzufolge erweise sich der Irrtum auch bei objektiver Betrachtung als wesentlich.

Zusammenfassend hielt sie fest, dass sich die Beschwerdegegnerin beim Abschluss des Vertrags
betreffend die Behebung der Lärmproblematik vor Mietantritt, die Quelle des Lärms und die sich daraus
ergebenden Konsequenzen sowie betreffend die Einhaltung der (gesetzlichen) Lärmgrenzwerte geirrt habe.
Dieser Irrtum sei sowohl subjektiv als auch objektiv wesentlich gewesen, wobei die Beschwerdeführerin
diese Wesentlichkeit habe erkennen können.

3.3. Die Beschwerdeführerin tritt diesen Erwägungen mit gegenteiligen Behauptungen entgegen. Sie
behauptet, der Beschwerdegegnerin sei die Schallproblematik vor Vertragsabschluss bekannt gewesen,
und ebenso der Umstand, dass die Behebung des Schallproblems unter Umständen schwierig bzw. nicht
möglich sei. Trotzdem habe sie den Mietvertrag am 19. Oktober 2011 unterzeichnet. Sie könne sich
daher nicht auf Irrtum berufen. Indem sie den Vertrag trotz dieser Kenntnis unterzeichnet habe, habe
sie überdies gezeigt, dass diese Sachverhalte für sie gerade nicht subjektiv wesentlich gewesen seien.
Entgegen der Vorinstanz sei für sie (die Beschwerdeführerin) auch nicht erkennbar gewesen, dass die
genannten Umstände eine unerlässliche Voraussetzung für den Vertragsabschluss gebildet hätten. Die
Beschwerdegegnerin habe den Lärm selbst gehört und trotzdem den Vertrag unterzeichnet. Auch bezüglich
der Einhaltung der Lärmgrenzwerte habe kein Irrtum vorgelegen. Die Beschwerdegegnerin habe damit
rechnen müssen, dass die Grenzwerte (zeitweilig) überschritten würden.

3.4. Die Rüge der Beschwerdeführerin gebricht bereits an der Bindung des Bundesgerichts an den
vorinstanzlich festgestellten Sachverhalt (vgl. Erwägung 2.2). Die Vorinstanz stellte fest, die Beschw-
erdegegnerin sei bei Vertragsunterzeichnung am 19. Oktober 2011 davon ausgegangen, die Lüftung
sei Ursache des störenden Geräuschs und die Lärmproblematik könne mit geringem Aufwand noch vor
Mietbeginn behoben werden. Es ist also gerade nicht festgestellt, dass die Beschwerdegegnerin bei Ver-
tragsunterzeichnung die effektive Lärmquelle kannte, und auch nicht, dass sie um die Schwierigkeiten der
Lärmbehebung wusste. Weiter stellte die Vorinstanz fest, die Beschwerdegegnerin habe schon mit E-Mail
vom 22. September 2011 zu verstehen gegeben, dass die Geräuschproblematik für sie eine "wichtige
Frage" sei. Auf anderslautende blosse Behauptungen der Beschwerdeführerin kann mangels hinreichender
Sachverhaltsrügen nicht abgestellt werden. Sofern die Beschwerdeführerin ihre rechtliche Argumentation
auf solche aufbaut, kann ihren Rügen von vornherein kein Erfolg beschieden sein.

Unter Zugrundelegung des vorinstanzlich festgestellten Sachverhalts erweist sich die Rechtsauffassung
als bundesrechtskonform, wonach der Irrtum der Beschwerdegegnerin über die Behebung der Lärmprob-
lematik vor Mietantritt, die Quelle des Lärms und die sich daraus ergebenden Konsequenzen sowie über die
Einhaltung der (gesetzlichen) Lärmgrenzwerte sowohl subjektiv als auch objektiv wesentlich im Sinne von
Art. 24 Abs. 1 Ziff. 4 OR war: Die Vorinstanz legte überzeugend dar, dass die Beschwerdegegnerin den
Mietvertrag sicher nicht abgeschlossen hätte, wenn sie gewusst hätte, dass Grund des Lärms eine falsch
installierte MRI-Anlage gewesen sei. Es ist sodann auch ohne weiteres verständlich, dass die Behebung
des Lärms vor Mietantritt für die Mieterin eine notwendige Grundlage für den Vertragsabschluss bildete.
Bei einem Mietvertrag über Büroräumlichkeiten darf nach Treu und Glauben erwartet werden, dass in den
gemieteten Räumlichkeiten die gesetzlichen Lärmgrenzwerte eingehalten werden, jedenfalls in einem
neueren und modernen Miet- und Geschäftshaus, und dass nicht störende Dauergeräusche zu vernehmen
sind, deren Sanierung mit erheblichen Umtrieben und Einschränkungen bei überdies ungewissem Erfolg
verbunden ist.

Die Vorinstanz hat nach dem Gesagten Art. 23 und Art. 24 Abs. 1 Ziff. 4 OR nicht verletzt, indem sie
einen Grundlagenirrtum bejahte und demzufolge den Mietvertrag als unverbindlich beurteilte.

4.
4.1. Die Beschwerdeführerin beanstandet die von der Vorinstanz für die Zeit des Verbleibs der

Beschwerdegegnerin in den Mieträumlichkeiten gewährte Mietzinsreduktion. Dabei wendet sie sich nicht
gegen das Ausmass der Reduktion (30 %), sondern gegen deren grundsätzliche Berechtigung: Sie meint,
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die Beschwerdegegnerin sei verpflichtet gewesen, den Mietzins im Voraus am Verfalltag zu bezahlen.
Die Beschwerdegegnerin habe aber keinen Mietzins bezahlt und sei somit seit dem 1. Januar 2012 in
Verzug. Vor dem 11. Januar 2012 sei zudem keine Herabsetzungserklärung erfolgt. Damit könne die
Beschwerdegegnerin gemäss Art. 82 OR ihre Mängelrechte nach Art. 259 ff. OR nicht geltend machen,
und ihr Recht auf Mietzinsreduktion sei ausgeschlossen.

4.2. Die Vorinstanz ging für die Zeit, während der die Beschwerdegegnerin die Räumlichkeiten belegte,
von einem faktischen Vertragsverhältnis aus. Sie erwog, am 11. Januar 2012 habe die Beschwerdegeg-
nerin mitgeteilt, dass sie den Mietvertrag für unverbindlich bzw. aufgelöst betrachte; eventualiter habe
sie den sofortigen Vertragsrücktritt geltend gemacht. Die Mietsache sei mit einem Mangel behaftet
gewesen, der den Parteien von Beginn des Mietverhältnisses an bekannt gewesen sei. Spätestens an der
Hauptverhandlung habe die Beschwerdegegnerin die Herabsetzung explizit verlangt, zuvor aber bereits
konkludent kundgetan, indem sie keinen Mietzins an die Beschwerdeführerin überwiesen und von sich aus
eine Reduktion in der vollen Höhe des Mietzinses vorgenommen habe. Dazu sei sie berechtigt gewesen,
und sie habe sich nicht in Verzug befunden.

4.3. Inwiefern die - auf zwei Lehrmeinungen (Schweizerisches Mietrecht, SVIT-Kommentar, 3. Aufl.
2008, N. 25 zu Art. 259d OR; Weber, in: Basler Kommentar, Obligationenrecht I, 5. Aufl. 2011, N. 4
zu Art. 259d OR) gestützte - Auffassung der Vorinstanz, dass die Beschwerdegegnerin grundsätzlich
berechtigt gewesen sei, die Mietzinsreduktion von sich aus vorzunehmen, bundesrechtswidrig sein soll,
legt die Beschwerdeführerin nicht dar. Auf ihre Rüge ist daher mangels zureichender Begründung nicht
einzutreten (vgl. Erwägung 2.1), und die Berufung auf Art. 82 OR geht fehl.

Nicht relevant sind schliesslich die Vorbringen der Beschwerdeführerin, wonach die Voraussetzungen
für eine Mietzinsreduktion nach dem Auszug aus dem Mietobjekt nicht gegeben seien. Da entgegen der
Beschwerdeführerin von der Unverbindlichkeit des Mietvertrags zufolge Grundlagenirrtums auszugehen
ist, stellt sich die Frage einer Mietzinsreduktion nach dem Verlassen der Räumlichkeiten durch die
Beschwerdegegnerin nicht.

5. Die Beschwerde ist abzuweisen, soweit darauf einzutreten ist. Dem Ausgang des Verfahrens
entsprechend wird die Beschwerdeführerin kosten- und entschädigungspflichtig (Art. 66 Abs. 1 und Art.
68 Abs. 2 BGG).

Demnach erkennt das Bundesgericht:
1. Die Beschwerde wird abgewiesen, soweit darauf einzutreten ist.
2. Die Gerichtskosten von Fr. 2’000.– werden der Beschwerdeführerin auferlegt.
3. Die Beschwerdeführerin hat die Beschwerdegegnerin für das bundesgerichtliche Verfahren mit Fr.

2’500.– zu entschädigen.
4. Dieses Urteil wird den Parteien und dem Kantonsgericht St. Gallen, III. Zivilkammer, schriftlich

mitgeteilt.
Lausanne, 2. Juni 2014
Im Namen der I. zivilrechtlichen Abteilung des Schweizerischen Bundesgerichts
Die Präsidentin: Klett
Der Gerichtsschreiber: Kölz

G.2.2 Summaries
Swissblawg Das BGer bestätigt ein Urteil des KGer SG, in dem dieses einen Grundlagenirrtum bei
einer Geschäftsmiete wegen unverhältnismässiger Lärmbelastung bejaht hatte:

Unter Zugrundelegung des vorinstanzlich festgestellten Sachverhalts erweist sich die Rechtsauffassung
als bundesrechtskonform, wonach der Irrtum der Beschwerdegegnerin über die Behebung der Lärmprob-
lematik vor Mietantritt, die Quelle des Lärms und die sich daraus ergebenden Konsequenzen sowie über die
Einhaltung der (gesetzlichen) Lärmgrenzwerte sowohl subjektiv als auch objektiv wesentlich im Sinne von
Art. 24 Abs. 1 Ziff. 4 OR war: Die Vorinstanz legte überzeugend dar, dass die Beschwerdegegnerin den
Mietvertrag sicher nicht abgeschlossen hätte, wenn sie gewusst hätte, dass Grund des Lärms eine falsch
installierte MRI-Anlage gewesen sei. Es ist sodann auch ohne weiteres verständlich, dass die Behebung
des Lärms vor Mietantritt für die Mieterin eine notwendige Grundlage für den Vertragsabschluss bildete.
Bei einem Mietvertrag über Büroräumlichkeiten darf nach Treu und Glauben erwartet werden, dass in den
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gemieteten Räumlichkeiten die gesetzlichen Lärmgrenzwerte eingehalten werden, jedenfalls in einem
neueren und modernen Miet- und Geschäftshaus, und dass nicht störende Dauergeräusche zu vernehmen
sind, deren Sanierung mit erheblichen Umtrieben und Einschränkungen bei überdies ungewissem Erfolg
verbunden ist.

Infolge des Wegfalls des Mietvertrags hatte für die Mietdauer ein faktisches Vertragsverhältnis be-
standen. Hier hatte das KGer SG zu Recht eine Reduktion von 30% bewilligt, wobei das Ausmass der
Reduktion vor BGer nicht mehr strittig war.

No role (o1) Das Bundesgericht befasste sich mit einem Streit zwischen einer Vermieterin (A.________
AG) und einer Mieterin (B.________ AG) über einen gewerblichen Mietvertrag in einem Wohn- und
Geschäftshaus in St. Gallen. Die Mieterin hatte nach Vertragsunterzeichnung festgestellt, dass in den
Büroräumen ein störendes, dauerhaftes Geräusch auftritt. Es stellte sich heraus, dass die Ursache nicht
– wie zunächst angenommen – in der Lüftung lag, sondern von einer falsch installierten MRI-Anlage
herrührte. Die Vermieterin hatte zwar zugesagt, die Lärmproblematik zu beheben, es zeigte sich jedoch,
dass dies nur mit erheblichem Aufwand, ungewissem Erfolg und längeren Umbauarbeiten möglich war.

Die Mieterin sah sich dadurch in einem Grundlagenirrtum gefangen und erklärte den Vertrag für
unverbindlich. Hilfsweise berief sie sich auf Rücktritt. In der Folge räumte sie die Räume bereits wenige
Monate nach Einzug. Die Vermieterin klagte den ausstehenden Mietzins ein.

Die Vorinstanz (Kantonsgericht St. Gallen) stufte den Irrtum der Mieterin als wesentlich ein und
erklärte den Mietvertrag für unverbindlich. Für die rund zwei Monate tatsächlicher Nutzung wurde
der Mieterin aber ein reduzierter Mietzins (30 % Reduktion) auferlegt. Dagegen legte die Vermieterin
Beschwerde beim Bundesgericht ein.

Das Bundesgericht bestätigte das Urteil des Kantonsgerichts. Es hielt fest, dass die Mieterin bei
Vertragsabschluss berechtigterweise davon ausgegangen war, das Geräusch stamme lediglich von der
Lüftung und lasse sich unkompliziert noch vor Mietbeginn beheben. Tatsächlich erwies sich die Behebung
wegen einer fehlerhaft installierten MRI-Anlage jedoch als aufwendiger und ungewisser. Da das Fehlen
störender Dauergeräusche für die Anmietung von Büroräumen eine grundlegende Voraussetzung darstellt,
lag ein wesentlicher Irrtum (Grundlagenirrtum nach Art. 24 Abs. 1 Ziff. 4 OR) vor. Der Mietvertrag war
damit für die Mieterin unverbindlich.

Folglich durfte die Mieterin ausziehen, ohne weiterhin Mietzins zu schulden. Für die kurze Zeit der
Nutzung musste sie allerdings den (wegen des Mangels reduzierten) Mietzins zahlen. Das Bundesgericht
wies die Beschwerde der Vermieterin ab, womit das Urteil des Kantonsgerichts rechtskräftig wurde.

No role (llama) Das Bundesgericht hat am 2. Juni 2014 ein Urteil gefällt, in dem es über einen
Rechtsstreit zwischen zwei Parteien, A.________ AG (Vermieterin) und B.________ AG (Mieterin),
entschied. Der Streit drehte sich um einen Mietvertrag für gewerbliche Räume in einem Wohn- und
Geschäftshaus in St. Gallen.

Die Mieterin hatte den Mietvertrag am 19. Oktober 2011 unterzeichnet, nachdem sie zwei Besichtigun-
gen durchgeführt hatte. Während der zweiten Besichtigung hatte sie ein lautes Geräusch bemerkt, das
sie als nicht erträglich für ihre Mitarbeiter empfand. Die Vermieterin hatte daraufhin zugesagt, dass das
Geräusch von der Lüftung stamme und dass es behoben werden könne.

Nachdem die Mieterin den Mietvertrag unterzeichnet hatte, stellte sie fest, dass das Geräusch nicht
behoben werden konnte und dass es von einer MRI-Anlage in einem benachbarten Raum stammte. Sie
teilte der Vermieterin mit, dass sie den Mietvertrag für unverbindlich bzw. aufgelöst betrachte, da sie sich
in einem Grundlagenirrtum befunden hatte.

Das Kantonsgericht St. Gallen hatte in seinem Urteil vom 13. Januar 2014 festgestellt, dass die Mieterin
tatsächlich in einem Grundlagenirrtum befunden hatte und dass der Mietvertrag daher unverbindlich war.
Es hatte auch eine Mietzinsreduktion von 30% für die Zeit, während der die Mieterin die Räumlichkeiten
belegt hatte, gewährt.

Die Vermieterin hatte gegen dieses Urteil Beschwerde beim Bundesgericht eingelegt. Sie argumentierte,
dass die Mieterin nicht in einem Grundlagenirrtum befunden hatte, da sie vor Unterzeichnung des
Mietvertrags von der Lärmproblematik gewusst hatte. Sie beantragte, den Mietvertrag als verbindlich zu
betrachten und die Mieterin zur Zahlung des vollen Mietzinses zu verpflichten.
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Das Bundesgericht hat die Beschwerde abgewiesen. Es hat festgestellt, dass die Mieterin tatsächlich in
einem Grundlagenirrtum befunden hatte, da sie vor Unterzeichnung des Mietvertrags nicht gewusst hatte,
dass das Geräusch von einer MRI-Anlage stammte und dass es nicht behoben werden konnte. Es hat auch
die Mietzinsreduktion von 30% für die Zeit, während der die Mieterin die Räumlichkeiten belegt hatte,
als gerechtfertigt betrachtet.

Insgesamt hat das Bundesgericht therefore entschieden, dass der Mietvertrag unverbindlich ist und dass
die Mieterin nicht zur Zahlung des vollen Mietzinses verpflichtet ist. Die Kosten des Verfahrens hat es der
Vermieterin auferlegt.

Judge (o1) 1. Tatsächliche Zusammenfassung
Die Vermieterin (A.________ AG) und die Mieterin (B.________ AG) schlossen einen Mietvertrag

über Büroräume ab. Kurz nach den Besichtigungen äußerte die Mieterin Bedenken wegen eines störenden
Geräusches, das sie einer Lüftung zuschrieb. Die Vermieterin versprach eine zeitnahe und kostentra-
gende Dämpfung dieser Geräusche. Nach Einzug stellte sich jedoch heraus, dass das Geräusch nicht
bloß von einer Lüftung, sondern von einer falsch installierten MRI-Anlage ausging. Der daraufhin
erstellte akustische Bericht zeigte, dass die erforderlichen Sanierungsmaßnahmen umfangreich sowie
zeit- und kostenintensiv sein würden und deren Erfolg ungewiss sei. Die Mieterin erklärte daraufhin,
den Vertrag wegen eines Willensmangels (Grundlagenirrtum) als unverbindlich und hilfsweise wegen
Vertragsrücktritts für beendet zu betrachten. Sie zog aus und verweigerte die weitere Mietzinszahlung.
Die Vermieterin klagte daraufhin den Mietzins ein. Erstinstanzlich wurde die Mieterin dazu verurteilt,
sämtliche eingeforderten Mietzinse zu zahlen. In zweiter Instanz ging das Kantonsgericht jedoch von
einem Grundlagenirrtum aus und rechnete dem Mietverhältnis nur für die tatsächlich genutzte Zeit
einen um 30% reduzierten Mietzins zu. Der vor Bundesgericht angefochtene Entscheid bestätigte im
Wesentlichen die kantonsgerichtliche Beurteilung.

2. Rechtliche Würdigung im syllogistischen Aufbau
i) Rechtsgrundsatz (Obersatz)
Gemäß Art. 23 und Art. 24 Abs. 1 Ziff. 4 OR ist ein Vertrag für die irrende Partei unverbindlich, wenn

sie sich bei Vertragsabschluss über einen bestimmten Sachverhalt in einem wesentlichen Irrtum befunden
hat, der nach Treu und Glauben als notwendige Grundlage des Vertrags betrachtet werden durfte.

ii) Anwendung auf den Einzelfall (Untersatz)
1. Die Mieterin ging bei Vertragsschluss davon aus, dass das störende Geräusch allein von einer Lüftung
herrühre und problemlos vor Mietbeginn behoben werden könne.
2. In Wirklichkeit war die Ursache eine fehlerhaft installierte MRI-Anlage, deren Lärmbehebung
aufwendig, zeitintensiv und ungewiss war.
3. Dieser Irrtum betraf einen wesentlichen Umstand, weil für Büroräume die Einhaltung bestimmter
Lärmgrenzwerte und ein arbeitsgerechtes Umfeld – insbesondere ohne anhaltende Störgeräusche und
ohne längere Umbauten – von zentraler Bedeutung ist und die Mieterin nach Treu und Glauben auf dessen
Bestand vertrauen durfte.

iii) Schlussfolgerung
Da die Mieterin einen entscheidenden Umstand – nämlich eine (nach ihren Vorstellungen) einfach

zu beseitigende Lärmquelle – falsch einschätzte und die Vermieterin dies erkennen konnte, liegt ein
wesentlicher Grundlagenirrtum vor. Der Mietvertrag ist für die Mieterin unverbindlich. Für die tatsächlich
genutzte Zeit ist jedoch ein reduzierter Mietzins geschuldet. Das Bundesgericht hat den Entscheid des
Kantonsgerichts, das den Grundlagenirrtum bestätigte und einen (um 30% reduzierten) Mietzins für den
Nutzungszeitraum zusprach, im Ergebnis geschützt.

Judge (llama) Hier ist eine Zusammenfassung des Urteils in rechtlicher Fachsprache:
Tatsachen
Die A.________ AG (Vermieterin) und die B.________ AG (Mieterin) unterzeichneten am 21. Septem-

ber 2011 bzw. 19. Oktober 2011 einen Mietvertrag für gewerbliche Räume in St. Gallen. Die Mieterin
mietete ein Büro und ein Archiv/Lager für einen monatlichen Bruttomietzins von Fr. 2’544.15. Vor der
Vertragsunterzeichnung fanden zwei Besichtigungen statt, bei denen die Mieterin ein lautes Geräusch
feststellte, das sie als nicht erträglich für ihre Mitarbeiter bezeichnete. Die Vermieterin stellte fest, dass
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das Geräusch von der Lüftung stammte, und versprach, die Geräusche zu dämpfen. Die Mieterin zog
am 19. Dezember 2011 in das Mietobjekt ein und stellte fest, dass die Lärmproblematik nicht behoben
war. Sie teilte der Vermieterin am 11. Januar 2012 mit, dass sie den Mietvertrag für unverbindlich bzw.
aufgelöst betrachte, und verlangte eine Mietzinsreduktion.

Rechtliche Argumente
i) Ein Vertrag ist für denjenigen unverbindlich, der sich beim Abschluss in einem wesentlichen Irrtum
befunden hat (Art. 23 OR).
ii) Ein Irrtum ist wesentlich, wenn er einen bestimmten Sachverhalt betraf, der vom Irrenden nach Treu
und Glauben im Geschäftsverkehr als eine notwendige Grundlage des Vertrages betrachtet wurde (Art. 24
Abs. 1 Ziff. 4 OR).
iii) Die Mieterin hat sich beim Abschluss des Mietvertrags in einem wesentlichen Irrtum befunden, da sie
annahm, die Lüftung sei Ursache des störenden Geräuschs und die Lärmproblematik könne mit geringem
Aufwand noch vor Mietbeginn behoben werden.
iv) Der Irrtum der Mieterin war sowohl subjektiv als auch objektiv wesentlich, da die Vermieterin erkennen
konnte, welche Bedeutung die Mieterin dem irrtümlich vorgestellten Sachverhalt beigemessen hatte.
v) Die Mieterin war berechtigt, die Mietzinsreduktion von sich aus vorzunehmen, da sie den Mietzins
nicht bezahlt hatte und somit nicht in Verzug war.
vi) Die Vorinstanz hat Art. 23 und Art. 24 Abs. 1 Ziff. 4 OR nicht verletzt, indem sie einen Grundlagenir-
rtum bejahte und demzufolge den Mietvertrag als unverbindlich beurteilte.

Urteil
Das Bundesgericht weist die Beschwerde ab, soweit darauf einzutreten ist. Die Gerichtskosten wer-

den der Beschwerdeführerin auferlegt, und sie hat die Beschwerdegegnerin für das bundesgerichtliche
Verfahren zu entschädigen.

Plaintiff Attorney (o1) 1. Rechtliche Argumente zugunsten unseres Mandanten (Vermieterposition)
• Keine Wesentlichkeit des Irrtums: Der Vermieter kann argumentieren, dass die Mieterpartei die tatsäch-
lichen Umstände – mithin das Bestehen eines gewissen Geräuschpegels – bereits vor Vertragsschluss
kannte oder zumindest hätte kennen müssen. Ein „Grundlagenirrtum“ nach Art. 23 f. OR entfällt, soweit
dem Mieter wesentliche Umstände bekannt waren oder hätten bekannt sein müssen.
• Erkennbarkeit des Irrtums und zumutbare Sorgfalt: Der Vermieter kann vortragen, dass ein allfälliger
Irrtum für ihn nicht ohne Weiteres erkennbar war. Ein Irrtum ist nur dann rechtlich beachtlich, wenn der
Vermieter als Vertragspartner erkennen konnte, dass der Mieter bestimmte Umstände zur notwendigen
Grundlage des Vertrages macht (Art. 24 Abs. 1 Ziff. 4 OR).
• Vorliegen eines Mangels und dessen Behebbarkeit: Selbst wenn ein Geräuschmangel vorliegt, kann der
Vermieter geltend machen, dass sich der Mangel in einem angemessenen Rahmen beheben lässt und somit
kein wesentlicher Fehler vorliegt, der die Aufhebung des gesamten Vertrages rechtfertigt (Art. 259 ff.
OR). Insbesondere kann ins Feld geführt werden, dass Schallschutz- und Dämmmaßnahmen innerhalb
eines überschaubaren Zeitraums realisierbar sind.
• Abwägung der Interessen: Der Vermieter kann aufzeigen, dass die Geräuschentwicklung die Nutzung
der Geschäftsräume nicht im wesentlichen Umfang beeinträchtigt oder zumindest nicht über den Rahmen
gewöhnlicher technischer Anpassungen hinausgeht. Damit wäre eine Vertragsauflösung infolge Irrtums
unverhältnismäßig.

2. Tatsachen (syllogistische Herleitung)
a) Obersatz (Rechtsgrundsatz) Nach Art. 24 Abs. 1 Ziff. 4 OR ist ein Irrtum nur dann wesentlich, wenn

sich die irrende Partei in einem Sachverhalt getäuscht hat, der nach Treu und Glauben im Geschäftsverkehr
als notwendige Grundlage des Vertrages betrachtet werden durfte, und wenn diese Wesentlichkeit für den
Vertragspartner erkennbar war.

b) Untersatz (tatsächliche Umstände im konkreten Fall)
• Der Mieter hatte vor Vertragsschluss zweimal Gelegenheit zur Besichtigung. Dabei wurde ein Geräusch
registriert und dem Vermieter bzw. dessen Verwaltung mitgeteilt.
• Die Verwaltung erklärte zwar, dass das Geräusch auf die Lüftung zurückzuführen sei und entsprechende
Maßnahmen ergriffen würden, machte aber zugleich keine konkreten Zusicherungen über die vollständige
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Beseitigung sämtlicher Lärmquellen (insbesondere die MRI-Anlage).
• Der Mieter entschloss sich gleichwohl, den Mietvertrag zu unterzeichnen, obwohl ihm die Existenz von
Geräuschen bekannt war. Dies indiziert, dass das Ausmaß des Lärms zumindest subjektiv akzeptabel
erschien.
• Erst nachdem weitere Untersuchungsergebnisse nach Einzug vorlagen, berief sich der Mieter auf einen
grundlegenden Irrtum.

c) Schlussfolgerung Folglich kann argumentiert werden, dass der Mieter weder nachweisen kann, dass
sich sein Irrtum (falsche Annahme über geringe oder rasch behebbare Geräuschimmissionen) als unver-
meidlich darstellte, noch, dass der Vermieter den Irrtum hätte erkennen müssen. Daher ist ein beachtlicher
Grundlagenirrtum zu verneinen, sofern sich belegen lässt, dass dem Mieter die Rahmenbedingungen
bekannt waren oder zumindest hätten bekannt sein müssen.

3. Mögliche Gegenargumente der Gegenseite und unsere Entgegnung
• Gegenargument (Mieter): „Die Geräuschquelle war tatsächlich gravierender; wir haben uns auf falsche
Angaben bzw. auf die Zusicherung einer schnellen Abhilfe verlassen.“
→ Entgegnung: Der Vermieter kann geltend machen, dass keine verbindlichen Garantien über eine
gänzlich geräuschfreie Situation abgegeben wurden, sondern lediglich angekündigt wurde, mögliche
technische Maßnahmen zu prüfen. Die Mieterpartei kann sich nicht auf einen Irrtum berufen, der infolge
eigener Kenntnis oder Fahrlässigkeit entstand.
• Gegenargument (Mieter): „Der Vermieter musste erkennen, dass wir ohne lärmfreie Büroräume den
Vertrag nie geschlossen hätten.“
→ Entgegnung: Aufgrund der vorangegangenen E-Mails und Besichtigungen war ersichtlich, dass gewisse
Immissionen bestehen. Dass dies vollständig und sofort gelöst werde, wurde nicht vertraglich garantiert.
Eine unwiderlegbare Erkennbarkeit, einem derart hohen Stellenwert beizumessen, wird bestritten.
• Gegenargument (Mieter): „Die Mietsache war mit einem erheblichen Mangel behaftet, wodurch
sämtliche Mängelrechte (bis hin zur Vertragsauflösung) greifen.“
→ Entgegnung: Ein Mangelfall im Sinne von Art. 258 ff. OR rechtfertigt nicht ohne Weiteres die
Auflösung. Zunächst wäre eine Mängelbeseitigung durch den Vermieter zu ermöglichen, gegebenenfalls
verbunden mit einer Mietzinsreduktion. Die Auflösung wegen Grundlagenirrtums ist nur das äußerste
Mittel.

Die Zusammenfassung für unseren Mandanten (Vermieter) ergibt sich somit daraus, dass im Falle einer
vergleichbaren Ausgangslage angeführt werden sollte, der Mieter habe bereits vorgenommene Geräuscher-
fahrungen und -informationen gekannt und könne sich deshalb nicht mehr auf einen wesentlichen Grundla-
genirrtum berufen. Ebenso sollte betont werden, dass eine bloße Abhilfezusage keinesfalls einer Garantie
gleichkommt, der Vermieter aber sehr wohl bereit war, jedenfalls zumutbare Maßnahmen zu ergreifen.

Plaintiff Attorney (llama) Zusammenfassung der rechtlichen Argumente
1. Grundlagenirrtum: Der Mietvertrag zwischen der A.________ AG (Vermieterin) und der B.________
AG (Mieterin) ist aufgrund eines Grundlagenirrtums gemäss Art. 23 und Art. 24 Abs. 1 Ziff. 4 OR
unverbindlich. Die Mieterin hatte angenommen, dass die Lüftung die Ursache des störenden Geräuschs
sei und dass die Lärmproblematik vor Mietbeginn mit geringem Aufwand behoben werden könne.
2. Subjektive und objektive Wesentlichkeit: Der Irrtum der Mieterin über die Behebung der Lärmprob-
lematik, die Quelle des Lärms und die sich daraus ergebenden Konsequenzen sowie über die Einhaltung
der gesetzlichen Lärmgrenzwerte war sowohl subjektiv als auch objektiv wesentlich. Die Vermieterin
hätte erkennen können, dass die Mieterin den Mietvertrag nicht abgeschlossen hätte, wenn sie von der
tatsächlichen Situation gewusst hätte.
3. Mietzinsreduktion: Die Mieterin war berechtigt, die Mietzinsreduktion von sich aus vorzunehmen,
da die Mietsache mit einem Mangel behaftet war, der den Parteien von Beginn des Mietverhältnisses
an bekannt war. Die Mieterin hatte konkludent eine Reduktion in der vollen Höhe des Mietzinses
vorgenommen, indem sie keinen Mietzins an die Vermieterin überwiesen hatte.

Tatsachen, die die rechtlichen Argumente stützen
1. Vertragsunterzeichnung: Die Mieterin unterzeichnete den Mietvertrag am 19. Oktober 2011, nachdem
sie am 22. September 2011 ein lautes Geräusch im Raum festgestellt hatte.
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2. Kommunikation zwischen den Parteien: Die Vermieterin antwortete auf die Bedenken der Mieterin,
dass das Geräusch von der Lüftung stamme und dass die Geräusche entsprechend gedämmt würden. 3.
Prüfungsbericht: Der Prüfungsbericht der Firma E.________ GmbH vom 12. Dezember 2011 ergab,
dass die störenden Geräusche aus dem Technikraum der MRI-Anlage stammten und die Anforderungen
der SIA 181 nicht und die Normalanforderungen der SUVA nur teilweise eingehalten wurden.
4. Verhalten der Mieterin: Die Mieterin teilte der Vermieterin am 11. Januar 2012 mit, dass sie den
Mietvertrag für unverbindlich bzw. aufgelöst betrachte und eventualiter den sofortigen Vertragsrücktritt
geltend machte.

Antwort auf mögliche Gegenargumente
1. Kenntnis der Mieterin: Die Vermieterin könnte argumentieren, dass die Mieterin die Schallproblematik
vor Vertragsabschluss gekannt habe. Dieses Argument ist jedoch nicht stichhaltig, da die Mieterin annahm,
dass die Lüftung die Ursache des störenden Geräuschs sei und dass die Lärmproblematik vor Mietbeginn
mit geringem Aufwand behoben werden könne.
2. Verzug der Mieterin: Die Vermieterin könnte auch argumentieren, dass die Mieterin in Verzug sei, da
sie den Mietzins nicht bezahlt habe. Dieses Argument ist jedoch nicht relevant, da die Mieterin berechtigt
war, die Mietzinsreduktion von sich aus vorzunehmen, und da die Unverbindlichkeit des Mietvertrags
aufgrund des Grundlagenirrtums feststeht.

Respondent Attorney (o1) 1. Rechtliche Argumente zugunsten Ihres Mandanten
• Kernargument „Grundlagenirrtum“ (Art. 23 f. OR): Das Bundesgericht hat bestätigt, dass eine

wesentliche Fehlvorstellung über den Vertragsgegenstand – hier die Lärmsituation und deren Behebbarkeit
– zur Unverbindlichkeit des Vertrags führt. Ein solcher Irrtum liegt insbesondere dann vor, wenn der
Mieter in guten Treuen davon ausgehen durfte, dass das störende Geräusch leicht und rasch behoben
werden könne, es sich aber später herausstellt, dass die tatsächliche Lärmquelle eine ganz andere ist
(MRI-Anlage statt Lüftung) und umfangreiche, mit Unsicherheit behaftete Umbauten erforderlich sind.
→ Rechtsfolge: Der Mietvertrag ist rückwirkend unverbindlich, soweit der Irrtum subjektiv (im konkreten
Fall wesentlich für den Mieter) und objektiv (nach Treu und Glauben im Geschäftsverkehr wesentlich) ist
und für den Vermieter erkennbar war.

• Konsequenz bei teilweiser Nutzung der Mietsache: Wenn der Mieter trotz Irrtums die Räume für
eine gewisse Zeit faktisch nutzt, kann der Vermieter zwar während dieses Zeitraums eine (allenfalls
reduzierte) Vergütung verlangen. Jedoch entfällt ein weitergehender Mietzinsanspruch, sobald sich der
Mieter wirksam auf den Grundlagenirrtum beruft und die Räume geräumt hat.

• Zulässigkeit einer Mietzinsreduktion bzw. Zurückbehaltung: Das Gericht hat klargestellt, dass bei
Mängeln, welche die Brauchbarkeit des Mietobjekts erheblich beeinträchtigen, eine Herabsetzung auch
„konkludent“ geltend gemacht werden kann (z.B. durch Ausbleiben von Mietzahlungen und gleichzeitigen
Rügen gegenüber dem Vermieter). Art. 82 OR (Zug-um-Zug-Leistung) steht dem nicht notwendigerweise
entgegen, wenn der Mieter sich berechtigt auf Mängelrechte beruft und dem Vermieter die Mängel auch
angezeigt hat.

2. Zu Grunde liegende Tatsachen als syllogistisches Argument
i) Obersatz (allgemeiner Rechtsgrundsatz): Ein Mietvertrag ist gemäss Art. 24 Abs. 1 Ziff. 4 OR

unverbindlich, wenn sich eine Partei über einen Sachverhalt geirrt hat, der nach Treu und Glauben als
notwendige Grundlage des Vertrags erscheint und dessen Bedeutung die Gegenpartei erkennen konnte.

ii) Untersatz (konkrete Tatsachen des Falls): • Ihr Mandant (Mieter) entdeckte während der Besichtigung
störende Geräusche, ging jedoch aufgrund der Vermieterinformationen davon aus, dass deren Ursache
die Lüftung sei und sich diese ohne grösseren Aufwand bis zum Einzug beheben ließe. • Eine spätere
Untersuchung ergab, dass die wahre Lärmquelle die falsch installierte MRI-Anlage war und eine Sanierung
mit ungewissem Erfolg lange Umbauzeiten erfordert. • Die Vermieterin wusste oder musste erkennen,
dass der ruhige Betrieb des Büros und das rasche Beheben der Geräusche für Ihren Mandanten wesentliche
Voraussetzung des Mietvertrages waren.

iii) Conclusio (rechtliche Folgerung): Aufgrund dieser wesentlich abweichenden Tatsachen (tatsächlich
sehr schwer zu behebender Lärm / MRI-Problem statt einfacher Lüftungseinstellung) kann sich Ihr
Mandant auf einen Grundlagenirrtum berufen. Der so geschlossene Vertrag ist unverbindlich im Sinne von
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Art. 23, 24 Abs. 1 Ziff. 4 OR. Für die Zeit des tatsächlichen Gebrauchs schuldet Ihr Mandant höchstens
einen reduzierten Betrag, da die Mietsache mangelhaft war.

3. Mögliche Gegenargumente der Vermietseite und Erwiderungen
• Gegenargument 1: „Der Mieter war sich des Lärms bewusst und hat den Vertrag dennoch un-

terschrieben.“ Erwiderung: Ihr Mandant wusste zwar, dass es Geräusche gab, durfte aber nach den
ausdrücklichen Zusicherungen der Vermieterseite davon ausgehen, dass deren Ursache die Lüftung sei
und dass eine leichte Abhilfe kurzfristig möglich wäre. Das wesentliche Element des Irrtums war gerade
die falsche Annahme, dass der Lärm problemlos beseitigt werden könne.

• Gegenargument 2: „Ein Ausbleiben der Mietzahlung führt zu Verzug des Mieters nach Art. 82 OR.“
Erwiderung: Das Bundesgericht hat klargestellt, dass bei einem erheblichen Mangel und entsprechendem
Vorbehalt des Mieters eine Zurückbehaltung oder Reduktion des Mietzinses zulässig sein kann. Liegt ein
erheblicher Mangel vor und wurde dieser gerügt, entfällt der Vorwurf eines schuldhaften Verzugs.

• Gegenargument 3: „Eine Mietzinsreduktion ist ausgeschlossen, weil der Mieter dann doch einige
Zeit die Räume nutzte.“ Erwiderung: Die Nutzung ging allein darauf zurück, dass Ihr Mandant keine
Alternative hatte und zunächst von falschen Annahmen ausging. Zudem durfte er nach Kenntnis des
tatsächlichen Mangels für die belegte Zeit eine Herabsetzung geltend machen. Die grundsätzliche
Unverbindlichkeit des Vertrags wird dadurch nicht aufgehoben.

• Gegenargument 4: „Es war nicht erkennbar, dass die Geräuschfreiheit subjektiv und objektiv so
gewichtig war.“ Erwiderung: Spätestens aus der ausgiebigen Korrespondenz zum Thema Lärm (E-Mails
vor Abschluss) war für die Vermieterin offensichtlich, dass ein störfreies Arbeitsumfeld konditio sine qua
non für Ihren Mandanten war. Somit war erkennbar, dass gerade dieses Kriterium den Geschäftsentschluss
entscheidend beeinflusste.

Fazit:
Der Entscheid des Bundesgerichts zeigt, dass eine falsche Vorstellung über die tatsächliche Beschaffenheit
und Nutzbarkeit der Mietsache – insbesondere hinsichtlich störender Dauergeräusche – einen wesentlichen
Grundlagenirrtum begründen kann. Für Ihren Mandanten bedeutet dies in einer vergleichbaren Konstel-
lation, dass er sich erfolgreich auf Unverbindlichkeit des Vertrags berufen und – soweit er die Räume
dennoch nutzte – nur einen reduzierten bzw. verhältnismäßigen Betrag schuldet. Die Vermieterseite kann
sich nicht erfolgreich darauf berufen, dass der Mieter die Sachlage gekannt habe oder wegen unterlassener
Mietzinszahlung in Verzug geraten sei, sofern er die Mängel unverzüglich gerügt und seinen Willen, die
Miete zu mindern bzw. den Vertrag als unverbindlich zu betrachten, klar erkennbar gemacht hat.

Respondent Attorney (llama) Zusammenfassung der rechtlichen Argumente
1. Grundlagenirrtum: Der Mietvertrag zwischen der A.________ AG (Vermieterin) und der B.________
AG (Mieterin) ist aufgrund eines Grundlagenirrtums nach Art. 23 und Art. 24 Abs. 1 Ziff. 4 OR
unverbindlich. Die Mieterin hatte sich geirrt, dass die Lüftung die Ursache des störenden Geräuschs sei
und dass die Lärmproblematik vor Mietbeginn mit geringem Aufwand behoben werden könne.
2. Subjektive und objektive Wesentlichkeit: Der Irrtum der Mieterin war sowohl subjektiv als auch
objektiv wesentlich. Die Mieterin hatte den Mietvertrag sicher nicht abgeschlossen, wenn sie gewusst
hätte, dass die Grund des Lärms eine falsch installierte MRI-Anlage gewesen sei.
3. Mietzinsreduktion: Die Mieterin war berechtigt, die Mietzinsreduktion von sich aus vorzunehmen,
da die Mietsache mit einem Mangel behaftet war, der den Parteien von Beginn des Mietverhältnisses an
bekannt gewesen sei.

Zusammenfassung der Tatsachen
i) Die Mieterin und die Vermieterin unterzeichneten am 21. September 2011 bzw. 19. Oktober 2011 einen
Mietvertrag für gewerbliche Räume.
ii) Vor der Vertragsunterzeichnung fanden zwei Besichtigungen statt, bei denen die Mieterin ein lautes
Geräusch feststellte.
iii) Die Vermieterin antwortete, dass das Geräusch von der Lüftung stamme und dass die Geräusche
entsprechend gedämmt würden.
iv) Die Mieterin teilte der Vermieterin mit, dass sie wegen Willensmangels/Täuschung die Mietverträge
für unverbindlich bzw. als aufgelöst betrachte.
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v) Die Vermieterin hielt an der Fortsetzung des Mietverhältnisses fest und stellte die Realisierung der vom
Akustiker vorgeschlagenen Schallschutzmassnahmen in Aussicht.

Gegenargumente und Antwort
Gegenargument: Die Mieterin kannte die Schallproblematik vor Vertragsabschluss und hätte daher nicht
den Mietvertrag unterzeichnen sollen.
Antwort: Die Vorinstanz stellte fest, dass die Mieterin bei Vertragsunterzeichnung davon ausgegangen war,
dass die Lüftung die Ursache des störenden Geräuschs sei und dass die Lärmproblematik vor Mietbeginn
mit geringem Aufwand behoben werden könne. Dieser Irrtum war sowohl subjektiv als auch objektiv
wesentlich.
Gegenargument: Die Mieterin war verpflichtet, den Mietzins im Voraus am Verfalltag zu bezahlen und
hätte daher keine Mietzinsreduktion vornehmen dürfen.
Antwort: Die Vorinstanz ging von einem faktischen Vertragsverhältnis aus und erwog, dass die Mieterin
berechtigt war, die Mietzinsreduktion von sich aus vorzunehmen, da die Mietsache mit einem Mangel
behaftet war, der den Parteien von Beginn des Mietverhältnisses an bekannt gewesen sei.
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Abstract

Trademark law protects distinctive marks that
are able to identify and distinguish goods or
services. The Abercrombie spectrum classi-
fies marks from generic to fanciful based on
distinctiveness. The Abercrombie spectrum
employs hard buckets while the real world of
branding rarely falls into neat bins: marks of-
ten hover at the blurry border between “de-
scriptive” and “suggestive” for example. By
requiring trademark examiners or researchers
to pick one of the five buckets, one loses use-
ful information where the lines get blurry. So
hard boundaries obscure valuable gradations
of meaning. In this work, we explore cre-
ating a continuous ruler of distinctiveness as
a complementary diagnostic tool to the origi-
nal buckets. The result is a label-free ladder,
where every mark, real or synthetic, gets a real-
valued score. These continuous scores reveal
subtle distinctions among marks and provide
interpretable visualizations that help practition-
ers understand where a mark falls relative to
established anchors. Testing with 95 expert-
classified trademark examples achieves a Spear-
man’s ρ = 0.718 and Pearson’s r = 0.724
against human labels, while offering intuitive
visualizations on the continuous spectrum. A
demo can be found at https://distinctiveness-
ruler-demo.streamlit.app/.

1 Introduction

A trademark is a word, symbol, or other identi-
fier that distinguishes a company’s goods or ser-
vices from those of others (Landes and Posner,
1987). For example, “Coca-Cola” serves as a dis-
tinctive mark that identifies beverages produced by
The Coca-Cola Company, setting them apart from
other competing products. As a form of intellectual
property, the distinctive nature of an owner’s trade-
mark enables consumers to identify the source of
goods or services and establishes economic values
through brand recognition, customer loyalty, and

market differentiation (Landes and Posner, 1987;
Dogan and Lemley, 2006).

Assessing distinctiveness is a fundamental task
in trademark law. The more distinctive a trade-
mark is, the stronger its legal protection and the
greater its potential for granting economic benefits.
A trademark’s distinctiveness, its ability to signal
source and stand apart from other marks, needs to
be assessed.

In U.S. trademark law, the assessment is guided
by the Abercrombie spectrum, a framework intro-
duced in Abercrombie & Fitch Co. v. Hunting
World Inc., 537 F.2d 4 (2nd Cir. 1976), categoriz-
ing trademarks into varies degrees of protection:
generic, descriptive, suggestive, arbitrary, and fan-
ciful. Generic terms employ the common name
of the product and receive no protection. Descrip-
tive marks describe a product feature and require
secondary meaning1 to qualify. Suggestive marks
imply qualities and are inherently distinctive. Arbi-
trary marks use common words in unrelated con-
texts and are strongly protected. Fanciful marks
are invented terms with the highest level of protec-
tion.

While the Abercrombie spectrum provides a con-
ceptual framework for assessing a trademark’s dis-
tinctiveness, it poses hard categorical boundaries
on what is inherently a context-dependent, con-
tinuous property. In practice, some marks might
fall into gray areas between categories, and human
judgment can vary (Ouellette, 2014). This presents
a challenge for assessing consistently, especially
with respect to edge cases.

This challenge motivates the need for a more
continuous, interpretable scale of distinctiveness.
Instead of hard labels, we propose to leverage syn-
thetic anchors to build a spectrum using a Bradley-
Terry (BT) model. Real marks can be place along

1Secondary meaning is a connection in the public’s mind
between a mark and a source of goods caused by extensive
use and promotion.
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the spectrum, potentially enabling a more consis-
tent and data-driven assessment that amplifies the
nuance nature of distinctiveness.

Our contributions are three-fold:
1. Continuous Distinctiveness Scaler: We pro-

pose a method to model trademark distinctiveness
as a continuous spectrum rather than in terms of
discrete buckets.

2. Label-Free Ranking via Bradley-Terry: We
apply a Bradley-Terry (BT) model to derive dis-
tinctiveness scores for real marks without requiring
human labeling.

3. Interpretability and Robustness: We show
that the resulting scale is interpretable, and robust
across different metrics.

2 Related Work

2.1 Trademark Classification

Prior research has approached trademark distinc-
tiveness as a multiclass classification task aligned
with the Abercrombie spectrum. Goodhue and
Wei (2023) explored whether a large language
model like GPT-3.5 can effectively classify trade-
marks along the spectrum. Guha et al. (2023)
(LegalBench) introduced series of benchmark tasks
for evaluating legal reasoning, including a dataset
on trademark distinctiveness based on the Aber-
crombie spectrum. Adarsh et al. (2024) used the
USPTO Trademark Case Files Dataset (Graham
et al., 2013) as a major resource and trained BERT-
based models to predict distinctiveness outcomes.
Previously mentioned works mostly rely on super-
vised learning with labeled trademark corpora, but
high-quality annotated datasets are scarce due to
legal ambiguity and the difficulty of drawing clear
boundaries between distinctiveness categories. In
contrast, our method avoids manual labeling by
leveraging synthetic anchors and pairwise compar-
isons. It offers an alternative way of measuring
legal concepts that lack clear categorical bound-
aries.

2.2 Legal Synthetic Data

Due to the scarcity of annotated legal data and
the high cost of expert labeling, several attempts
have been made to generate synthetic data for le-
gal NLP tasks. Perçin et al. (2022) proposes a
method of substituting phrases through WordNet
and word embeddings. Ghosh et al. (2023) presents
a framework that uses selective masking strategies
tailored to legal documents’ structured language

to produce diverse and coherent synthetic samples.
Xu and Ashley (2023) generated legal question-
answer pairs using LLMs based on human-written
summaries for evaluating the quality of machine-
generated summaries. Zhou et al. (2025) introduces
a knowledge-guided approach for legal question-
answer generation. The synthetic data was used
to train a legal LLM, which achieve comparable
performance to proprietary LLMs. Whereas most
synthetic data generation methods aim to replicate
labels for classification tasks, we instead use syn-
thetic data to define a ranking structure that enables
label-free inference through pairwise comparisons.

2.3 Pairwise Ranking with the Bradley–Terry
Model

The Bradley-Terry (BT) Model is a probability
model that is frequently used for determining the
relative “strength” of an object via pairwise com-
parisons (Bradley and Terry, 1952). The model
estimates the probability that the pairwise compar-
ison of a pair of items i and j draws from some
distribution. It can be represented as

Pr(i > j) =
pi

pi + pj
(1)

where pi represents the underlying strength score
of item i, and Pr(i > j) denotes the probability
that i is preferred over j. One of the common score
functions is defined as pi = eθi and the Equation 1
can be parameterized as

Pr(i > j) =
eθi

eθi + eθj
(2)

where θ can be estimated by maximizing the likeli-
hood of oberved comparison outcomes.

The BT model has been used in several NLP
tasks. Luo et al. (2022) develop a method of evalu-
ating summary quality by leveraging a BT model to
turn pairwise preferences into a continuous quality
score. In the RLHF setting, methods like Direct
Preference Optimization (DPO) (Rafailov et al.,
2023) adopt the BT setting to human preferences
when learning a reward function from pairwise
comparisons.

Compared to these approaches, our work uses
BT not to train a model but to construct an inter-
pretable continuous “distinctiveness” ruler from
synthetic data. This enables interpreting real-world
trademarks’ distinctiveness without hard labeling.
In trademark disputes, courts often rely on survey
evidence to assess public perception of a mark’s
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distinctiveness (Ouellette, 2014). However, such
surveys are costly, subjective, and not easily repro-
ducible. Our method could provide a scalable and
reproducible alternative by simulating comparative
judgments and fitting them into a BT-based scoring
framework.

3 Problem Formulation

3.1 Task Definition

Prior work relies on hard labels to classify trade-
marks under the Abercrombie spectrum. We aim to
construct a continuous measure of distinctiveness.

Let

R = {(r1, d1), (r2, d2), . . . , (rN , dN )}

denote the set of N real trademarks, where ri is
the mark text (e.g., “Salt”) and di is its real-world
product or service description.

S = {(s1, d̃1, c1), (s2, d̃2, c2), . . . , (sM , d̃M , cM )}

denote the set of M synthetic anchors, where each
sj is a mark text (taken from ri), d̃j is a synthetic
product or service description generated to repre-
sent a different level of distinctiveness, and cj ∈
{generic, descriptive, suggestive, arbitrary, fanciful}
is the known Abercrombie spectrum.

Each real trademark (ri, di) is compared against
a subset of synthetic anchors (sj , d̃j , cj) to simulate
pairwise judgments. We record a binary outcome:

yij =





1, if (ri, di) is more distinctive than
(sj , d̃j)

,

0, otherwise.

In Equation 2, θj represents BT values for syn-
thetic anchors and θi is learned from the compar-
isons for a real mark. The resulting θi provides a
continuous measurement of where each real trade-
mark stands on the distinctiveness spectrum.

3.2 Synthetic Anchor Generation

We first use regular expressions to extract the mark
name and goods/services from each real trademark
example. To construct synthetic anchors S, we
fix the extracted mark name and prompt an LLM
to generate alternative goods/services descriptions
that systematically cover all five Abercrombie dis-
tinctiveness categories. This ensures the pairwise
comparisons span all the spectrum. One example
is listed below:

Consider a real trademark (ri, di) = (Salt, “pack-
ages of sodium chloride.”). Synthetic anchors
(sj , d̃j , cj) are generated by fixing the mark Salt
and varying the goods/services description to target
each Abercrombie category, e.g.:

• Generic: (Salt, “a brand of table salt substi-
tutes”)

• Descriptive: (Salt, “a skincare line emphasiz-
ing natural ingredients”)

• Suggestive: (Salt, “a brand of ocean-themed
clothing”)

• Arbitrary: (Salt, “a tech startup offering cloud
storage solutions”)

• Fanciful: (Salt, “a line of energy drinks”)

4 Setup

We conduct experiments to assess whether syn-
thetic anchor comparisons can produce a meaning-
ful distinctiveness spectrum for real trademarks.
Our evaluation focuses on (1) the correlation be-
tween model-derived scores and expected trade-
mark distinctiveness, and (2) the robustness and
monotonicity of the resulting spectrum derived
from pairwise comparisons.

4.1 Datasets

4.1.1 Real Trademark Dataset
We use a small set of 100 real trademarks from
(Guha et al., 2023). This dataset consists of 100
mark–product description pairs, and each was la-
beled with one of the five Abercrombie distinctive-
ness categories: generic, descriptive, suggestive,
arbitrary, or fanciful. The samples were carefully
curated by legal experts and derived from textbook-
style exercises.

For our setup, we adopt the same split used by
LegalBench: one sample per category is selected as
the example set (5 total) for synthetic anchor gener-
ation, while the remaining 95 examples are used as
real mark candidates in our pairwise comparisons.
These real samples’ labels remain hidden in our
framework, and their distinctiveness is inferred via
comparisons to the labeled anchors.

4.1.2 Synthetic Anchor Dataset
For each real trademark (ri, di) in our candidate
set, we generate a set of five synthetic anchors
S by fixing the mark name ri and varying the
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goods/services description d̃j to target each of the
five Abercrombie distinctiveness categories.

This generation is performed using GPT-4o with
a temperature setting of 0.3, guided by a structured
LLM prompt (Appendix A.1) designed to avoid
explicitly revealing the legal category in the text
while ensuring coverage across the spectrum. An
illustrative example is provided in Section 3.2.

The result is a synthetic dataset of 95× 5 = 475
anchors, where 95 is the number of real marks.
These anchors serve as labeled reference points
(“anchors”) in our pairwise comparison framework.
They are used to position real trademarks on a con-
tinuous distinctiveness scale.

4.2 Pairwise Comparison Procedure
We design two complementary comparison types to
estimate continuous distinctiveness scores for real
trademarks: within-group comparison and inter-
group (bridge) comparison.

For within-group comparisons, we compare only
the synthetic anchors of the same mark. For each
mark m, let Am,k = {(sm, d̃m,k, ck)} span the
available Abercrombie labels k ∈ {0, .., 4}. Af-
ter sorting by label (0 - 4), we add all directed
“higher-beats-lower” edges: if kj > ki, record
Am,kj > Am,ki . This deterministic construction
imposes a strict ordinal priority within a mark and
does not use LLM judgments. Inter-group com-
parisons are used to ensure score comparability
across different marks by introducing cross-mark
matchups. We perform inter-group comparisons
using LLMs. Without these bridge cases, the
BT model will only estimate a separate scale for
each mark, making the scores incomparable across
marks. By paring a synthetic anchor with another
mark randomly, we create a connected comparison
network where all real marks can share a common
distinctive scale. Together, the two types of com-
parisons allow BT to learn the ranking information
globally while preserving the relative order within
a local community (same mark).

We experimented with two types of strategies to
construct inter-group comparisons: random com-
parison strategy and “chain-link” strategy. Ran-
dom comparison focuses on randomly comparing
the synthetic anchors of different trademarks. The
“chain-link” strategy guarantees that all 95 trade-
marks can be compared on a unified scale by first
creating a loop that connects them in a circle. In
this setting, each mark gets compared to its neigh-
bors. After establishing the foundational connec-

tion for all the marks, the remaining budget (105
comparisons if using 2002 total) is spent on random
pairs that create “shortcuts” across the circle.

We employ both GPT-4o and GPT-5 to conduct
the inter-group pairwise comparisons. GPT-4o is
used for its proven stability and controllable tem-
perature setting (temperature = 0.3). We set temper-
ature to 0.3 to balance determinism and response
flexibility. A temperature of 0 would yield deter-
ministic responses, which can sometimes cause
models to be overly sensitive to prompt wording.
GPT-5 is included to evaluate whether the latest
generation model can provide improved alignment
with human-perceived distinctiveness despite its
fixed default temperature setting (temperature =
1)3. Both models receive identical system and user
prompts as shown in Appendix A.2.

5 Experimentation

5.1 Constructing the Anchor Ruler

The goal is to estimate the global BT score θ for
synthetic anchors to construct a ruler4.

5.1.1 Synthetic Anchor Dataset
To initialize the distinctiveness ruler, we generated
a balanced set of synthetic anchors spanning the
five Abercrombie categories. For each category, an
LLM produced 95 anchor marks with short product
descriptions. In total, the synthetic dataset con-
tained 475 unique anchors.

5.1.2 Bradley–Terry Model Fitting
We constructed pairwise comparisons to evaluate
relative distinctiveness among anchors. As men-
tioned before, we design two complementary com-
parison types for estimating distinctiveness cores:
within- and inter-group comparisons.

In the within-group comparison setting, anchor
pairs were compared directly based on their syn-
thetic labels, without involving LLM judgments.
As expected, this procedure will produce consis-
tent local subgraphs with no transitivity violations.
We established 987 voting pairs in this setting. For
the inter-group comparisons, we introduced cross-
mark matchups judged by LLMs to enable global

2We limit the total number of inter-group comparisons
to balance practical cost constraints while ensuring effective
coverage of all 95 trademarks.

3For GPT-5, OpenAI fixes the temperature parameter at
1.0, and it cannot be modified by the user.

4The code and data are available at
https://github.com/JoyceXu02/bt_ruler
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comparability across marks. To compare construc-
tion strategies, we generated 200 inter-group com-
parisons under each of the two strategies, random
and chain-link construction, resulting in two al-
ternative graphs for performance evaluation.These
comparison results are used for BT score estima-
tion.

5.2 Real Trademark Projection on the BT
Ruler

After fitting the BT model on synthetic anchors,
we estimated distinctiveness scores for real trade-
marks by aligning them with the synthetic anchor
scale. Each real mark was paired with the five
synthetic variants of the same mark, covering all
Abercrombie categories, and compared in turn by
LLMs. This produced a total of 475 comparisons.

For each mark, we separated the anchor scores
into wins and losses relative to the real mark. The
real mark’s score was then placed on the BT scale
by bracketing: if it defeated all anchors, it was as-
signed just above the strongest win with a small
margin; if it lost to all, just below the weakest
loss with a small margin. Otherwise, it was posi-
tioned at the midpoint between the strongest win
and weakest loss. This approach integrates the
LLM comparison outcomes into the BT ruler with-
out refitting the full model, yielding a consistent
estimate of real distinctiveness on the same contin-
uous scale as the synthetic anchors. The projection
process is illustrate in Algorithm 1.

6 Results

6.1 Bradley-Terry Model Fitting

We first evaluated the fitted BT scores for synthetic
anchors across all the categories. Table 1 reports
summary statistics of the anchor scores by label,
split across inter-group construction strategies (ran-
dom vs. chain-link) and judgment models (GPT-
4o vs. GPT-5). The slight variation in N across
labels arises because not every mark produced a
complete set of synthetic anchors spanning all five
Abercrombie categories. In total, 2 out of 95 marks
were missing one or more category anchors (see
Table 6 in Appendix).

The BT model recovered the expected order-
ing. Generic anchors received the lowest scores
(−0.38), followed by descriptive (≈ −0.17), sug-
gestive (≈ 0.02), arbitrary (≈ 0.19), and fanciful
(≈ 0.33). The monotone increase in both mean
and median scores across labels confirms that the

Algorithm 1: Project Real Trademark onto
BT Ruler

Input : Group for one mark: 1 real
trademark and 5 synthetic
trademarks with known anchor
scores {θm,k};
LLM outcomes ym,k ∈ {0, 1};
Margin δ (small buffer, e.g. 0.1).

Output :Estimated real-mark score θ̂real
m .

W ← {θm,k | ym,k = 1} // anchors the
real mark beat

L← {θm,k | ym,k = 0} // anchors the
real mark lost to

if W = ∅ and L = ∅ then
// No evidence

return NaN
if L = ∅ then

// beat all anchors
return max(W ) + δ

if W = ∅ then
// lost to all anchors
return min(L)− δ

return max(W )+min(L)
2 // midpoint

between strongest win and weakest
loss

learned latent scale is aligned with the Abercrom-
bie spectrum.

Results were highly consistent across models
and strategies. GPT-4o and GPT-5 produced nearly
identical score distributions with differences in
mean scores never exceeding 0.003. Random and
chain-link constructions yielded similar statistics
with slight differences in IQRs.

To evaluate whether the fitted BT scores respect
the expected monotone ordering across adjacent
categories, we examined boundary-wise violations.
Overall, violations were rare, typically under 4%
for any given boundary and condition (see Table 7
in Appendix). Most violations occurred at the 0→
1 and 2→ 3.

Overall, these results demonstrate that the BT
model produces a stable and well-ordered contin-
uous scale from synthetic anchors and largely in-
variant to model choice or inter-group construction
strategy. This synthetic anchor scale serves as the
distinctiveness ruler onto which real trademarks
can be mapped in the next stage of analysis.
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Table 1: BT score (θ) statistics by Abercrombie label, split by inter-group strategy and model. Labels: 0=Generic,
1=Descriptive, 2=Suggestive, 3=Arbitrary, 4=Fanciful.

Strategy Model Label N Mean SD Median IQR
Random GPT-4o 0 93 −0.377 0.119 −0.363 0.009

1 94 −0.173 0.060 −0.154 0.008
2 96 0.015 0.057 0.025 0.007
3 96 0.190 0.067 0.185 0.007
4 96 0.330 0.053 0.325 0.007

Random GPT-5 0 93 −0.380 0.120 −0.362 0.006
1 94 −0.174 0.068 −0.153 0.005
2 96 0.015 0.051 0.027 0.006
3 96 0.193 0.049 0.185 0.004
4 96 0.330 0.048 0.325 0.004

Chain-link GPT-4o 0 93 −0.387 0.105 −0.363 0.013
1 94 −0.178 0.079 −0.153 0.013
2 96 0.024 0.066 0.027 0.011
3 96 0.189 0.044 0.186 0.009
4 96 0.336 0.045 0.326 0.009

Chain-link GPT-5 0 93 −0.387 0.107 −0.362 0.015
1 94 −0.180 0.081 −0.152 0.016
2 96 0.026 0.067 0.027 0.011
3 96 0.191 0.038 0.186 0.008
4 96 0.334 0.044 0.326 0.009

6.2 Mapping Real Trademarks
To evaluate how the BT ruler generalizes to real-
world cases, we mapped 95 real trademarks onto
the synthetic anchor scale. For each mark, we con-
structed a set of five synthetic anchors spanning
the Abercrombie categories and generated pairwise
outcomes from LLMs comparing the real mark
against each anchor. This produced a total of 475
LLM-based comparisons. Using these outcomes,
we estimated a BT score for each real mark by
bracketing it between the strongest anchor it de-
feated and the weakest anchor it lost to with a small
margin adjustment at the extremes. The resulting
scores place real marks directly onto the continu-
ous distinctiveness scale defined by the synthetic
anchors.

Table 2 summarizes the distribution of BT scores
assigned to the 95 real trademarks across different
inter-group construction strategies and LLM mod-
els.The mean scores range from –0.176 to –0.149.
Median values are slightly lower ( –0.229 to -0.25).
These statistics indicate that, regardless of model
or strategy, real trademarks are mapped onto a sim-
ilar region of the continuous ruler with comparable
variability. This stability suggests that the map-
ping procedure is robust to modeling choices and
produces a stable placement of real marks on the
synthetic anchor scale.

Figures 1 and 2 present the overall distributions
of BT scores assigned to the 95 real trademarks
under the random bridge and chain-link bridge

Table 2: Descriptive statistics of real trademark BT
scores under different inter-group strategies and LLM
models.

Strategy Model Mean SD Median IQR

Random GPT-4o −0.176 0.266 −0.229 0.488
Random GPT-5 −0.149 0.298 −0.229 0.556
Chain-link GPT-4o −0.171 0.269 −0.250 0.493
Chain-link GPT-5 −0.149 0.298 −0.251 0.546

strategies using GPT-4o and GPT-5. Across all
conditions, we see distinct spikes appear in the -
0.3 to -0.4 range. It reflects that clusters of marks
are assigned with similar scores. The choice of
bridge strategy has subtle effects: for GPT-4o, the
chain-link approach produces more pronounced
clustering, while GPT-5 yields a smoother spread
with the chain-link approach.

6.3 Validation of Real Trademark Mapping

To assess whether the mapped BT scores for real
trademarks align with their gold Abercrombie cate-
gories, we conducted both correlation and distribu-
tional analyses.

First, we computed rank-order correlations be-
tween the continuous BT scores and the categori-
cal labels across different models and inter-group
strategies. We report Spearman’s ρ, Kendall’s τ
and Pearson’s r. Spearman’s ρ measures the mono-
tonic association between two ranked variables,
whereas Pearson’s r captures linear correlation be-
tween them. Kendall’s τ quantifies the proportion
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(a) Distribution of real trademarks BT scores using random
bridge strategy with GPT-4o.
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(b) Distribution of real trademarks BT scores using random
bridge strategy with GPT-5.

Figure 1: Overall distributions of real trademark BT
scores under the random bridge strategy. Subfigure
(a) shows results using GPT-4o, while subfigure (b)
presents results using GPT-5.

of concordant versus discordant pairs and provides
a more conservative measure of ordinal agreement.

From Table 3, under the random bridge strat-
egy, GPT-4o achieved Spearman’s ρ = 0.471
,Kendall’s τ = 0.332 and Pearson’s r = 0.506,
while GPT-5 improved to ρ = 0.675, τ = 0.494
and r = 0.705. With the chain-link strategy, GPT-
4o reached ρ = 0.526, τ = 0.381 and r = 0.513,
and GPT-5 again achieved the highest alignment
with ρ = 0.718, τ = 0.547 and r = 0.724. These
findings demonstrate that the BT ruler preserves the
intended ordinal structure of the Abercrombie spec-
trum, with GPT-5 producing consistently stronger
correlations than GPT-4o across both bridge strate-
gies.

We further examined the distributions of real
trademark scores within each category using box-
plots for the two best-performing configurations:
GPT-4o and GPT-5 under the chain-link strategy.
Figure 3 show clear separation at the extremes:
generic and descriptive marks clustering toward
the lower end of the scale and arbitrary and fanci-
ful marks concentrating toward the higher end.

7 Discussion

7.1 Synthetic Anchor Fitting
The fitting of synthetic anchors demonstrated that
the BT model can successfully recover a contin-
uous distinctiveness scale aligned with the Aber-
crombie spectrum. The model produced a clear
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(a) Distribution of real trademarks BT scores using chain-link
bridge strategy with GPT-4o.
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(b) Distribution of real trademarks BT scores using chain-link
bridge strategy with GPT-5.

Figure 2: Overall distributions of real trademark BT
scores under the chain-link bridge strategy. Subfigure
(a) shows results using GPT-4o, while subfigure (b)
presents results using GPT-5.

Table 3: Rank-order correlation between real trademark
BT scores and gold Abercrombie categories, reported
as Spearman’s ρ, Kendall’s τ and Pearson’s r under
different inter-group strategies and LLM models.

Strategy Model Spearman ρ Kendall τ Pearson r

Random GPT-4o 0.471 0.332 0.506
Random GPT-5 0.675 0.494 0.705
Chain-link GPT-4o 0.526 0.381 0.513
Chain-link GPT-5 0.718 0.547 0.724

monotonic progression from generic to fanciful,
with consistent score distributions across both mod-
els and inter-group construction strategies.

At the same time, we observed rare monotonic-
ity violations, which are typically under 5% at any
boundary. These flips most often occurred at the
edges of the spectrum (like generative vs. descrip-
tive), where the legal distinctions are more ambigu-
ous. For instance, the mark “Pen” was mapped
closer to descriptive rather than generic, despite its
direct reference to the product (0 → 1 violation).
Similarly, “Cutlery” showed a 3 → 4 violation,
suggesting difficulty in separating arbitrary from
fanciful uses. These cases demonstrate that flips
tend to cluster around boundaries where legal inter-
pretation is already ambiguous. They highlight the
gray zones where categorical boundaries are hard
to enforce, and a continuous scoring approach can
reveal uncertainties.
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(a) Mapping of real trademarks on the BT ruler using GPT-4o.
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(b) Mapping of real trademarks on the BT ruler using GPT-5.

Figure 3: Comparison of real trademark mappings on the BT ruler across models. Subfigure (a) shows results
obtained with GPT-4o, while subfigure (b) presents results from GPT-5. Both visualizations illustrate how real
marks are distributed across the continuous scale relative to the Abercrombie categories.

7.2 Real Trademark Mapping

The mapping of real trademarks onto the BT ruler
provides insight into how categorical distinctive-
ness judgments translate into a continuous scale.
Figure 1 and 2 show that real marks span the full
ruler. Spikes in the –0.3 to –0.4 range suggest that
multiple marks are consistently assigned to similar
borderline positions.

We also examined the distributions of real trade-
mark scores within each category using boxplots.

Figure 3 shows that the BT ruler recovers the ex-
pected ordinal progression across categories with
a misalignment at the higher end. GPT-5 shows
more prominent separation at the extremes. Mean-
while, GPT-5 improves this ordering by aligning
the medians more appropriately on arbitrary and
fanciful marks than GPT-4o. This suggests that
GPT-5 produces a more coherent representation
of the distinctiveness spectrum particularly at the
higher end.
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To illustrate how real marks are embedded onto
the BT ruler, Figure 4 shows the placement of the
mark “Salt” for packages of sodium chloride. The
use of Salt (black X) falls away from the cluster of
generative marks (black cluster). Circles are 5 syn-
thetic anchors across the Abercrombie spectrum.
This positioning highlights how the model inter-
prets Salt as leaning strongly toward generic. The
case shows the diagnostic value of the BT ruler,
which not only assigns a value but also reveals why
certain marks are classified under the framework.

0.6 0.4 0.2 0.0 0.2 0.4
BT distinctiveness score   (<- generic   |   fanciful ->)

Where "Salt" fits on the synthetic spectrum

Anchor uses of target mark
Real use: "Salt"

Figure 4: Mapping of the real trademark “Salt” for
packages of sodium chloride.

Limitations and Future Work

Although our findings show that the BT ruler pro-
vides a robust way to embed trademarks onto a
continuous distinctiveness scale, there are several
limitations. First, the evaluation was conducted on
a relatively small set of 95 real marks. It may not
fully capture the heterogeneity of trademark usage
in practice. Future work should test the method on
larger datasets to evaluate its performance in more
borderline or evolving cases.

Second, the current design of synthetic anchors,
fixing the mark name while varying product or ser-
vice descriptions, spans the overall coverage of
the Abercrombie spectrum but cannot yield legally
valid fanciful marks. True fanciful marks must be
invented or linguistically novel, not derived from
existing terms. The limitation will be addressed in
future work by generating neologisms to strengthen
representation at the upper end of the distinctive-
ness scale.

Third, monotonicity violations and category
overlaps show that the BT framework does not elim-
inate ambiguity. Instead, it expresses uncertainty
when forced to assign discrete labels. Interpreting
BT scores (e.g., -0.3 vs -0.25) in legal terms will
require input from practitioners.

For future work, we can extend this study in
several directions. We can incorporate human ex-
pert judgment alongside LLM-based comparisons
for a deeper validation of the BT ruler. Besides,
since our approach provides continuous global dis-
tinctiveness scores, it captures the relative posi-

tioning of marks across the entire Abercrombie
spectrum. This enables quantitative assessment of
how a mark’s distinctiveness may evolve when new
evidence emerges or when evaluated in different
contexts. Ultimately, these extensions could trans-
form the BT ruler from a proof of concept into a
practical decision-support tool for trademark prac-
titioners when seeking to quantify distinctiveness
with transparency.

Acknowledgments

This work was supported by the National Science
Foundation (Grant No. 2040490, FAI: Using AI to
Increase Fairness by Improving Access to Justice)
and by a Pitt Momentum Funds Scaling Grant. This
research was supported in part by the University
of Pittsburgh Center for Research Computing and
Data, RRID:SCR_022735, through the resources
provided. Specifically, this work used the HTC
cluster, which is supported by NIH award number
S10OD028483.

References

Shivam Adarsh, Elliott Ash, Stefan Bechtold, Barton
Beebe, and Jeanne Fromer. 2024. Automating aber-
crombie: Machine-learning trademark distinctive-
ness. Journal of Empirical Legal Studies, 21(4):826–
860.

Ralph Allan Bradley and Milton E Terry. 1952. Rank
analysis of incomplete block designs: I. the method
of paired comparisons. Biometrika, 39(3/4):324–
345.

Stacey L Dogan and Mark A Lemley. 2006. Grounding
trademark law through trademark use. Iowa L. Rev.,
92:1669.

Sreyan Ghosh, Chandra Kiran Reddy Evuru, Sonal Ku-
mar, Sakshi Singh, Utkarsh Tyagi, Dinesh Manocha,
and 1 others. 2023. Dale: Generative data augmenta-
tion for low-resource legal nlp. CoRR.

John Goodhue and Yolanda Wei. 2023. Classification of
trademark distinctiveness using openai gpt 3.5 model.
Available at SSRN 4351998.

Stuart JH Graham, Galen Hancock, Alan C Marco,
and Amanda Fila Myers. 2013. The uspto trade-
mark case files dataset: Descriptions, lessons, and
insights. Journal of Economics & Management Strat-
egy, 22(4):669–705.

Neel Guha, Julian Nyarko, Daniel Ho, Christopher Ré,
Adam Chilton, Alex Chohlas-Wood, Austin Peters,

121



Brandon Waldon, Daniel Rockmore, Diego Zam-
brano, and 1 others. 2023. Legalbench: A collab-
oratively built benchmark for measuring legal reason-
ing in large language models. Advances in neural
information processing systems, 36:44123–44279.

William M Landes and Richard A Posner. 1987. Trade-
mark law: an economic perspective. The Journal of
Law and Economics, 30(2):265–309.

Ge Luo, Hebi Li, Youbiao He, and Forrest Sheng Bao.
2022. PrefScore: Pairwise preference learning for
reference-free summarization quality assessment. In
Proceedings of the 29th International Conference
on Computational Linguistics, pages 5896–5903,
Gyeongju, Republic of Korea. International Com-
mittee on Computational Linguistics.

Lisa Larrimore Ouellette. 2014. The google shortcut to
trademark law. California Law Review, 102:351.

Sezen Perçin, Andrea Galassi, Francesca Lagioia, Fed-
erico Ruggeri, Piera Santin, Giovanni Sartor, and
Paolo Torroni. 2022. Combining wordnet and word
embeddings in data augmentation for legal texts. In
Proceedings of the Natural Legal Language Process-
ing Workshop 2022, pages 47–52.

Rafael Rafailov, Archit Sharma, Eric Mitchell, Christo-
pher D Manning, Stefano Ermon, and Chelsea Finn.
2023. Direct preference optimization: Your language
model is secretly a reward model. In Thirty-seventh
Conference on Neural Information Processing Sys-
tems.

Huihui Xu and Kevin Ashley. 2023. A question-
answering approach to evaluating legal summaries.
In Legal Knowledge and Information Systems, pages
293–298. IOS Press.

Zhi Zhou, Kun-Yang Yu, Shi-Yu Tian, Xiao-Wen Yang,
Jiang-Xin Shi, Pengxiao Song, Yi-Xuan Jin, Lan-Zhe
Guo, and Yu-Feng Li. 2025. Lawgpt: Knowledge-
guided data generation and its application to legal
llm. arXiv preprint arXiv:2502.06572.

122

https://aclanthology.org/2022.coling-1.515/
https://aclanthology.org/2022.coling-1.515/
https://openreview.net/forum?id=HPuSIXJaa9
https://openreview.net/forum?id=HPuSIXJaa9


A Appendix

A.1 Prompt Template for Synthetic Anchor
Generation

Example Prompt for Synthetic Anchor Generation
Input Mark and Domain:
Mark: "Salt"

Original Domain: Packages of sodium chloride

System Instruction:
Generate trademark use cases that vary in legal distinctive-
ness under the Abercrombie spectrum.
The Abercrombie spectrum defines trademark distinctive-
ness as follows:
- Generic: Common words for a category of goods or
services; cannot be protected.
- Descriptive: Directly describes a quality, function, or
ingredient of the product.
- Suggestive: Requires imagination or thought to connect
to the product.
- Arbitrary: Common words used in an unrelated context.
- Fanciful: Completely invented or meaningless terms.
Task Instruction:
Given the trademark “{mark}” and its current domain “{do-
main}”, generate five alternative product or service do-
mains, each corresponding to a different level of inherent
distinctiveness under the Abercrombie spectrum.
- Avoid repeating the original domain or use case.
- Avoid well-known existing marks or legally impossible
uses.
- Be specific and legally sound in your reasoning. Do
NOT use or paraphrase these words: generic, descriptive,
suggestive, arbitrary, fanciful, common, everyday, coined,
imaginative, fancifully, arbitrary use, generic term, descrip-
tive term. Focus on the legal facts (consumer perception,
inherent meaning, connection to goods).
- Do NOT mention or hint at the legal distinctiveness cat-
egory in the ‘text‘. That field should only be a natural
description of the trademark in context.
- The distinctiveness label will be provided separately in
the “distinctiveness” field.

Table 4: Example prompt template for synthetic anchor
generation.

A.2 Prompt Template for Pairwise
Comparison

Prompt Template for Pairwise Distinctiveness Compar-
ison
System Instruction:
You are a U.S. trademark examiner.
###Task: Given following two mark descriptions, decide
which use of a mark is more inherently distinctive (i.e.
easier to protect under the Abercrombie spectrum).
###Rules: - Do NOT reveal or paraphrase the spectrum
terms (generic, descriptive, suggestive, arbitrary, fanciful)
or synonyms such as "common, everyday, coined, imagina-
tive".
- Base your decision only on how strongly the MARK
relates to the GOODS/SERVICES named.
- Only pick one from the given two mark descriptions. -
Keep the reason concise and legally relevant.
User Input Example:
Which use is more distinctive?
A: The mark ’Salt’ for a tech startup offering cloud storage
solutions.
B: The mark "Salt" for packages of sodium chloride. Re-
spond with either A or B with your reason.

Table 5: Prompt template used for pairwise distinctive-
ness comparisons between two mark–product descrip-
tions. The system instruction remains fixed, while the
user input is dynamically populated with the pair being
compared.

A.3 Incomplete Synthetic Ladders
Each mark should ideally include one anchor per
Abercrombie category (0–4), but both Gun and
Telephone cases exhibit missing or duplicated la-
bels, resulting in incomplete five-level ladders.
These irregularities account for minor variations
in N across categories reported in Table 1. The
full descriptions of the two marks along with their
generated anchors and assigned labels are listed in
Table 6.

A.4 Monotonicity Violation Counts
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Mark Generated Description Label

Telephone

The mark ‘Telephone‘ for a brand of high-end fashion clothing. Arbitrary
The mark ‘Telephone‘ for a software application for managing
digital contacts.

Suggestive

The mark ‘Telephone‘ for a type of electronic music. Fanciful
The mark ‘Telephone‘ for a telecommunications consulting ser-
vice.

Descriptive

The mark ‘Telephone‘ for a brand of herbal tea. Fanciful

Gun

The mark ‘Gun‘ for a brand of energy drinks. Arbitrary
The mark ‘Gun‘ for a type of software for data analysis. Suggestive
The mark ‘Gun‘ for a line of spicy sauces. Suggestive
The mark ‘Gun‘ for a brand of shoes. Arbitrary
The mark ‘Gun‘ for a new type of fruit. Fanciful

Table 6: Examples of incomplete synthetic anchor spans for the marks Telephone and Gun.

Table 7: Monotonicity violation counts and rates by boundary, for each inter-group construction strategy and
judgment model. Boundaries denote adjacent Abercrombie categories (0=Generic, 1=Descriptive, 2=Suggestive,
3=Arbitrary, 4=Fanciful).

Strategy Model Boundary N ladders Violations Rate (%)

Random GPT-4o 0→1 93 2 0.022
1→2 94 0 0
2→3 95 2 0.021
3→4 95 3 0.032

Random GPT-5 0→1 93 3 0.032
1→2 94 1 0.011
2→3 95 0 0
3→4 95 1 0.011

Chain-link GPT-4o 0→1 93 3 0.032
1→2 94 0 0
2→3 95 4 0.042
3→4 95 1 0.011

Chain-link GPT-5 0→1 93 4 0.043
1→2 94 0 0
2→3 95 1 0.011
3→4 95 1 0.011
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Abstract
This position paper argues that European copy-
right law has struggled to keep pace with the
development of large language models (LLMs),
possibly creating a fundamental epistemic mis-
alignment: copyright compliance relies on
qualitative, context-dependent standards, while
LLM development is governed by quantitative,
proactive metrics. This gap means that tech-
nical safeguards, by themselves, may be in-
sufficient to reliably demonstrate legal compli-
ance. We identify several practical limitations
in the existing EU legal frameworks, including
ambiguous "lawful access" rules, fragmented
opt-outs, and vague disclosure duties. We then
discuss technical measures such as provenance-
first data governance, machine unlearning for
post-hoc removal, and synthetic data genera-
tion, showing their promise but also their limits.
Finally, we propose a path forward grounded
in legal-technical co-design, suggesting direc-
tions for standardising machine-readable opt-
outs, disclosure templates, clarifying core legal
terms, and developing legally-informed bench-
marks and evidence standards. We conclude
that such an integrated framework is essential
to make compliance auditable, thus protecting
creators’ rights while enabling responsible AI
innovation at scale.

1 Introduction

In 2025, researchers demonstrated that Meta’s
LLaMA 3.1 could reproduce entire chapters of
copyright-protected novels, including Harry Pot-
ter, almost verbatim (Cooper et al., 2025). In Ger-
many, the case of Kneschke v. LAION exposed the
fragility of text-and-data mining (TDM) safeguards
when a photographer’s images were scraped into
a large-scale dataset without consent (Hamburg
District Court, 2024; Havlíková, 2025). These in-
cidents are indicative of broader foreseeable risks
emerging from how large language models (LLMs)
are trained: by ingesting petabytes of text, im-
ages, and code from the open Internet, much of

it copyright-protected (Borhi et al., 2025; Quintais,
2025; Margoni and Kretschmer, 2022).

The European Union (EU) has responded with a
layered legal framework, most prominently Copy-
right in the Digital Single Market (CDSM) (Eu-
ropean Parliament and Council, 2019) Directive
and the AI Act (European Parliament and Coun-
cil, 2024). Rooted in the civil law tradition, this
framework relies on defined exceptions and limita-
tions, contrasting with the broader and more flexi-
ble “fair use” doctrine in common law jurisdictions
such as the United States. The instruments estab-
lish the principles of lawful access, opt-out mech-
anisms, and transparency obligations (European
Parliament and Council, 2019, 2024). However,
they were not designed to accommodate the tech-
nical realities of large-scale model development,
including petabyte-scale data ingestion or proba-
bilistic memorisation (Borhi et al., 2025; Quintais,
2025). Whereas copyright law is structured to re-
solve human-scale disputes retrospectively through
courts; LLMs operate at machine-scale, enabling
the ingestion and reproduction of billions of works,
with minimal prompting (Borhi et al., 2025). The
mismatch contributes to a gap between legal expec-
tations and technical characteristics of generative
AI (e.g., LLMs) systems.

This practical mismatch reflects a deeper struc-
tural problem. Copyright law relies on qualita-
tive, context-dependent standards (originality, sub-
stantial similarity) adjudicated retrospectively by
courts (European Parliament and Council, 2019;
Court of Justice of the European Union, 2009,
2019), whilst LLM development operates through
quantitative, proactive metrics (loss functions,
similarity thresholds) optimised by automated
pipelines (Chen et al., 2024; Wei et al., 2024).
These domains operate in different conceptual lan-
guages, making it impractical to demonstrate le-
gal compliance through technical metrics alone.
This creates a persistent risk of partial or structural
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non-compliance: developers cannot credibly prove
copyright respect, rightsholders cannot meaning-
fully enforce their rights, and regulators lack en-
forceable technical standards (Borhi et al., 2025;
Buick, 2024).

We suggest that effective copyright compliance
in the context of LLMs requires interdisciplinary
co-design, where law frameworks inform the devel-
opment of technical metrics and technical methods
support compliance verification at scale. To sup-
port this position, this paper looks into why current
EU frameworks fall short when applied to LLMs,
highlighting the mismatch between retrospective le-
gal adjudication and proactive technical safeguards.
We then analyse the structural misalignment be-
tween qualitative legal standards and quantitative
metrics before surveying the promise and limits of
current technical solutions. Finally, we propose a
path forward: a triad of provenance infrastructure,
adversarially robust unlearning, and clean-chain
synthetic data generation, all embedded within a
framework of legally-informed evaluation.

2 Current Legal and Technical
Frameworks for Generative AI

The EU’s legal response to generative AI is lay-
ered. The CDSM Directive created TDM excep-
tions with opt-out rights for rightsholders, and the
AI Act added transparency and risk-management
obligations for general-purpose AI (GPAI) (Euro-
pean Parliament and Council, 2019, 2024). Taken
separately, each instrument is internally coherent.
Taken together, they reveal practical limitations for
large-scale model training and deployment.

2.1 Legal Gaps That Matter in Practice

EU copyright law harmonises certain economic
rights (notably reproduction and communication to
the public) whilst leaving others, including moral
rights and specific limitations, partially within
Member State competence (European Parliament
and Council, 2001, 2019). Similarly, whilst Ar-
ticle 3 and Article 4 CDSM establish mandatory
TDM exceptions, Member States retain discretion
in implementing supplementary provisions and pro-
cedural mechanisms (European Parliament and
Council, 2019; Margoni and Kretschmer, 2022).
This partial harmonisation creates compliance com-
plexity for cross-border AI development, as devel-
opers have to navigate both EU-level directives and
nationally divergent implementations.

Lawful access is ambiguous. Article 4 of the
CDSM Directive permits TDM on "lawfully ac-
cessible" works unless rights are expressly re-
served (European Parliament and Council, 2019).
However, "lawful access" is left ambiguous for
developers: Does it require compliance with the
website terms of service (ToS)? Can contractual
prohibitions in a licence defeat this statutory ex-
ception? Does accessing content behind a paywall
suffice? As recent litigations and analysis show, the
lack of a clear definition can turn compliance into
high-stakes guesswork for developers and leaves
rightsholders without a stable enforcement base-
line (Quintais, 2025; Hamburg District Court, 2024;
Dermawan, 2024).

As suggested by (Margoni and Kretschmer,
2022) and (Quintais, 2025), this ambiguity appears
to be intentional, designed to preserve Member
State flexibility in implementation, but this flexibil-
ity becomes a liability when governing automated
systems that require clear, consistent signals. Some
commentators argue for a more expansive interpre-
tation that would facilitate AI development, whilst
others advocate for strict construction to protect
rightsholder interests (Dermawan, 2024; Havlíková,
2025).

Reservations "in an appropriate manner". Ar-
ticle 4(3) CDSM allows rightsholders to reserve
their reproduction and extraction rights against
TDM under Article 4(1)-(2), thus disabling the
statutory TDM exception for their works. The
Directive, however, does not standardise machine-
readable signalling or define what counts as an
appropriate reservation across contexts (web, plat-
forms, feeds, datasets). Commentary and practice
show that robots.txt, HTTP headers, meta tags, or
natural-language ToS coexist and are often brittle
for automated ingestion (Margoni and Kretschmer,
2022; Hamann, 2024; Keller, 2024). Absent a
harmonised schema or registry, developers face
non-exhaustive signals that do not scale reliably
to petabyte-level pipelines (European Commission,
DG CNECT, 2025).

Vague transparency duties. The AI Act requires
GPAI providers to publish a "sufficiently detailed
summary" of training content (European Parlia-
ment and Council, 2024). However, what quali-
fies as "sufficiently detailed" remains open. High-
level labels like "web crawl" are of limited use to
rightsholders because they lack work- or domain-
level traceability needed for verifying reserva-
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tions and targeted takedowns; granular disclosure
raises trade-secret concerns and is technically bur-
densome. Without clear templates and thresh-
olds, transparency risks becoming largely symbolic
rather than meaningfully verifiable (Quintais, 2025;
Buick, 2024; Warso and Gahntz, 2024).

Jurisdictional and temporal gaps. Training
can be geographically and temporally distributed
among vendors, regions, and versions. The CDSM
Directive/AI Act connection focusses on models
placed on the EU market, but provides limited tools
to assess where and how reproduction occurred
or to retrospectively correct legacy training (Euro-
pean Parliament and Council, 2019, 2024; Quintais,
2025; Lucchi and Hunter, 2025).

2.2 Technical Gaps That Surface at the
Output Stage Under Existing Law

Output-side memorisation and beyond. Ver-
batim regurgitation is no longer rare. It correlates
with data repetition, model capacity, and weak safe-
guards (Cooper et al., 2025; Chen et al., 2024).
More subtle risks such as substantial similarity,
plot and character appropriation, or unauthorised
derivative works—are harder to detect and measure
with current toolchains (Chen et al., 2024; Russi-
novich and Salem, 2025; Chun, 2024).

Opaqueness and non-determinism Model in-
ternals and training recipes are opaque, and out-
puts are probabilistic (Quintais, 2025; Borhi et al.,
2025). Even well-intentioned providers often can-
not reliably prove a negative (that a given work
was not in training, and assuming that a teacher
model or an existing pre-trained model was used)
or guarantee the absence of infringing outputs un-
der adversarial prompting (Wei et al., 2024; Jin
et al., 2024; Shi et al., 2024).

Metric—standard mismatch. Existing techni-
cal controls optimise quantitative metrics (e.g.,
ROUGE, cosine similarity, LCS) that do not consis-
tently map to qualitative legal tests (e.g., substantial
similarity as a holistic impression, market substi-
tution effects). Optimising the former does not by
itself ensure compliance with the latter (Cooper
et al., 2025; Chen et al., 2024; Wei et al., 2024;
Chun, 2024).

2.3 Why Internally Coherent Systems Still
Misfire Together

Both legal and technical regimes make sense on
their own terms. Copyright law is built for human-
scale, retrospective adjudication: a work, defen-
dant, a court, and a remedy (Lucchi and Hunter,
2025; Quintais, 2025). LLM development is built
for machine-scale, proactive control: billions of
files, automated ingestion, and statistical learning
that must be governed prospectively (Borhi et al.,
2025; European Commission, DG CNECT, 2025).

This fundamental disconnect creates what we
might term a "compliance impossibility tension".
Doctrines built for retrospective, human-scale adju-
dication are ill-suited to govern automated systems
that require proactive, machine-scale controls. De-
velopers are left without clear, machine-actionable
constraints, while rightsholders cannot reliably
audit compliance at scale. This could require a
shift towards co-designed standards that are legally
meaningful and technically implementable (Borhi
et al., 2025; Quintais, 2025; Lucchi and Hunter,
2025), an issue rooted in the epistemic misalign-
ment explored in the section 3.

3 Qualitative Law vs. Quantitative
Metrics

At the core of the compliance challenge lies
an epistemic mismatch. EU copyright law re-
lies on qualitative standards interpreted contextu-
ally by human adjudicators. LLM development
relies on quantitative metrics optimised by auto-
mated pipelines. Each side has a coherent internal
logic. Together, they currently seem to fail to inter-
lock (Lucchi and Hunter, 2025; Borhi et al., 2025;
Quintais, 2025; Chen et al., 2024; Wei et al., 2024).

3.1 Qualitative Legal Standards

Copyright rights and exceptions are evaluated holis-
tically. Originality depends on the author’s own
intellectual creation (Court of Justice of the Eu-
ropean Union, 2009, 2019; European Parliament
and Council, 2001). Substantial similarity is a
totality-of-circumstances judgement that weighs
expressive overlap, selection, and arrangement, and
the overall impression, often alongside market sub-
stitution (Lucchi and Hunter, 2025). "Lawful ac-
cess" under the TDM exception is contextual: it
may depend on the interplay between statutory ex-
ceptions, licence terms, and ToS, and on whether
rightsholders reserved rights "in an appropriate
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manner" (Quintais, 2025; Hamburg District Court,
2024; European Parliament and Council, 2019).
These assessments are qualitative, fact-sensitive,
and resolved in retrospect by courts.

3.2 Quantitative Technical Safeguards

LLM pipelines are governed by measurable prox-
ies. Training optimises loss functions; filtering uses
heuristics for de-duplication and quality; evaluation
uses automatic metrics (e.g., ROUGE-L, BLEU,
cosine similarity, edit distance, LCS, forget qual-
ity) and black-box probes for memorisation (Chen
et al., 2024; Wei et al., 2024; Shi et al., 2024).
Post-training safeguards such as machine unlearn-
ing, decoding filters, refusal policies are validated
on benchmarks and scorecards (Wei et al., 2024;
Maini et al., 2024; Shi et al., 2024). These instru-
ments provide scalars and thresholds that can be
embedded into CI/CD and governance tooling at
scale.

3.3 Why the Edges Do Not Meet

The problem is not necessarily that the technical
metrics are poor. The reason is that they answer
different questions than the law asks.

Measuring the wrong thing. High ROUGE-L
or cosine similarity may reveal overlap, but low
scores do not certify the absence of substantial
similarity. A passage can appropriate the selection,
arrangement, or style of a work without triggering
n-gram or embedding thresholds (Chen et al., 2024;
Chun, 2024). In contrast, enforcement turns on
market effects and expressive appropriation, which
are not captured by token-level comparisons.

Certifying the impossible negative. Developers
generally cannot conclusively prove that a given
work was not included in training from opaque
web scrapes, nor that a model will not produce in-
fringing output under adversarial prompting (Borhi
et al., 2025; Wei et al., 2024). Black-box probes
and dataset summaries provide evidence, but can-
not convert statistical uncertainty into the level of
legal certainty the law typically demands.

Exceptions resist full automation. Whether
TDM exceptions apply largely depends on lawful
access and opt-outs expressed "in an appropriate
manner". These depend on domains of provenance,
licencing, and contract interpretation, that are inad-
equately addressed by relying solely on post-hoc
statistical analyses (Quintais, 2025).

Benchmarks are not doctrines and typically only
partially align with them. Unlearning bench-
marks demonstrate reduced verbatim recall, but
courts assess broader categories including deriva-
tive works, character and plot appropriation, and
stylistic mimicry (Maini et al., 2024; Chun, 2024).
Optimising to today’s benchmarks can still leave
tomorrow’s legal requirements unmet.

3.4 Structural Non-Compliance

Even if developers minimise memorisation, adopt
similarity thresholds, and publish high-level dataset
summaries, they cannot reliably demonstrate con-
formance with qualitative legal standards. Con-
versely, even if rightsholders reserve rights and
seek transparency, they cannot audit training at
scale or map legal claims to technical artefacts.
In short, current metrics do not prove compliance
by themselves, and qualitative standards, without
machine-actionable specifications, are difficult to
apply at scale. This necessitates a new approach
grounded in co-design.

3.5 Toward Co-Designed Frameworks

The path forward is neither to abandon metrics nor
to dilute legal standards, but to co-design them into
a coherent legal-technical compliance framework.

Law must shape metrics. Legal standards would
benefit from translation into machine-actionable
requirements: standardised opt-out schemas with
clear precedence rules, provenance attestation for-
mats tied to specific verification procedures, and
disclosure templates that define "sufficiently de-
tailed" in operational terms. This requires moving
from aspirational principles to implementable spec-
ifications that pipelines can execute and auditors
can verify.

Metrics should inform law. Legal doctrine
could evolve to recognise families of technical
evidence as meaningful for compliance determi-
nations. Provenance graphs, certified unlearning
bounds, adversarial robustness profiles, and syn-
thetic data attestations should inform safe harbours
and liability assessments. This requires courts and
regulators to accept verifiable, reproducible tech-
nical evidence rather than demanding unattainable
certainties about training data or future outputs.

Without this bidirectional translation, law and
technology will remain orthogonal: retrospective,
qualitative adjudication cannot govern prospective,
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quantitative systems at scale. Co-designed frame-
works offer a credible path to making copyright
compliance both technically tractable and legally
meaningful in the age of LLMs.

4 Technical Mitigation: Promise and
Limits of Current Safeguards

Technical safeguards for copyright compliance
cluster around various pillars, such as provenance-
first data governance, post-training removal via
machine unlearning, and synthetic data generation.
Each contributes to the reduction of risk. None,
in its current form, appears sufficient, on its own,
to establish enforceable compliance with EU legal
standards.

4.1 Data Governance: Provenance, Licensing,
and Opt-Outs

Input-side risk is primarily about reproduction.
Provenance-first pipelines, such as ingestion work-
flows that restrict sources to lawful repositories,
enforce machine-readable reservations, exclude
shadow libraries, produce provenance manifests
(source, hash, time, licence/opt-out status), reduce
that risk by constraining what enters training.

Copyright-clean corpora and licensing. Cu-
rated datasets built from public-domain works, per-
missive licences, or negotiated content access likely
offers the strongest legal footing (Bommarito II
et al., 2025). Combined with licence-aware inges-
tion (ToS, parsing, whitelist sourcing, and shadow-
library exclusion), this is the most direct approach
to reducing unlawful reproduction at scale (Keller,
2024; Dornis, 2025). The cost is coverage: perfor-
mance in specialised domains can degrade without
high-quality proprietary sources, and curation is
expensive (Fan et al., 2025).

Machine-readable reservations at scale. Pars-
ing robots.txt, meta tags, JSON-LD, and natural-
language ToS is often brittle and incomplete with-
out a common schema and registry (Hamann, 2024;
Keller, 2024). Stopgap industry tools (e.g., content
registries or proposed protocols like TDM-REP)
help but lack universal adoption and legal force.
Absent a standardised EU opt-out infrastructure,
"respecting opt-outs" remains a best-effort exer-
cise rather than auditable compliance (European
Commission, DG CNECT, 2025).

Transparency and attestations. Training-data
transparency reports and data-lineage graphs can

make inclusion decisions reviewable beforehand
and auditable retrospectively. But without tem-
plates tied to thresholds (e.g., what granularity is
"sufficiently detailed"?) and sampling/assurance
protocols, disclosures risk being too high-level
for rightsholders and too invasive for develop-
ers (Buick, 2024; Warso and Gahntz, 2024).

In summary, provenance controls are necessary
to manage reproduction risk at the input stage.
While they cannot resolve the underlying legal
ambiguity of "lawful access" (Section 2), they
could provide evidentiary support for compliance
determinations if legal standards were clarified.
However, today’s mechanisms (schemas, registries,
attestations) remain under-specified legally and
under-developed technically, limiting their utility
for demonstrating compliance.

4.2 Machine Unlearning: Removal After the
Fact

Output-side risk arises when memorised or sub-
stantially similar content is produced. Unlearning
methods attempt to remove or suppress targeted
knowledge post-training, a capability driven not
only by copyright takedown demands but also by
data protection mandates like the GDPR’s "right
to erasure" (Article 17). Concretely, methods re-
duce likelihood on targeted spans (logit suppres-
sion, KL-regularised updates), use self-distillation
to avoid catastrophic forgetting, and deploy re-
versible inference-time overlays. Despite promis-
ing drops in verbatim recall, current methods re-
main vulnerable to paraphrase leakage, adversarial
prompting, and scaling limits for target discovery
and application (Russinovich and Salem, 2025; Jin
et al., 2024; Dong et al., 2025; Vasilev et al., 2025;
Bhaila et al., 2025; Ji et al., 2024; Wei et al., 2024).

What works today. Token- or span-level meth-
ods (e.g., surgical logit suppression and KL-guided
"unmemorisation") sharply reduce verbatim recall
of known copyrighted passages while preserving
general utility (Russinovich and Salem, 2025; Jin
et al., 2024). Sequential unlearning approaches
handle stages takedowns (e.g., multiple books
over time) (Yao et al., 2024). Reference-free/self-
distillation variants improve stability relative to
naive gradient-ascent forgetting (Dong et al., 2025;
Vasilev et al., 2025). Inference-time control (e.g.,
learned soft prompts, logit-difference patches) of-
fer reversible, low-overhead deployment (Bhaila
et al., 2025; Ji et al., 2024).
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What still breaks. Scalability: applying targeted
unlearning across millions of potential passages
is compute-intensive and requires reliable detec-
tion/targeting (Xu et al., 2025). Coverage: most
methods address literal copying, but they pro-
vide limited protection against paraphrase, stylis-
tic mimicry, plot/character appropriation, or latent
template reuse (Wei et al., 2024; Maini et al., 2024;
Chun, 2024). Robustness: many methods can be
bypassed by adversarial prompts, role-play fram-
ing, or jailbreak decoding strategies (Wei et al.,
2024; Shi et al., 2024). Guarantees: certified un-
learning is nascent and largely developed under
convex assumptions that do not hold for LLMs;
most demonstrations remain empirical rather than
provable (Chien et al., 2024).

The bottom line is that unlearning belongs in the
toolkit for managing output-side infringement and
takedown workflows, potentially addressing both
copyright takedown obligations and GDPR erasure
rights. However, current methods’ vulnerability to
adversarial prompts and paraphrase leakage means
they cannot yet guarantee legal compliance. Un-
learning needs adversarially robust variants, scal-
able targeting, and formal legal recognition before
it can serve as reliable evidence of compliance.

4.3 Synthetic Data Generation:
Compliance-by-Design or Risk
Laundering?

Given the limitations of both provenance controls
and unlearning methods, synthetic data genera-
tion (SDG) has emerged as a potential third pil-
lar for copyright compliance, but its compliance
value depends on how the data are produced, rang-
ing from risk-reducing approaches that transform
clearly lawful inputs to risk-laundering approaches
that prompt a general LLM as a knowledge source,
with the latter inheriting the teacher’s uncertain
provenance.

Type-1 SDG (Clean Chain). The model is used
purely as a tool to transform clearly lawful in-
puts (e.g., public-domain text, from licenced ta-
bles/graphs to text, translations, structured-to-text
descriptions) (GPT-NL, 2024). Every token in the
synthetic output is traceable to a lawful source.
This approaches compliance-by-design: prove-
nance is explicit, TDM exceptions may be unnec-
essary, and auditing becomes more tractable. How-
ever, type-1 SDG does not eliminate the lawful
access requirement, it only shifts it upstream to

the seed data. Developers must still ensure that
the source materials were themselves lawfully ac-
cessed under applicable copyright and contract law.
The limits are quality and coverage—especially for
niche domains—plus the cost of building/curating
lawful seeds at scale.

Type-2 SDG (Dirty Chain). Outputs are gener-
ated from a general LLM as a knowledge source.
This imports the unknown training provenance of
the teacher model and can reintroduce verbatim
fragments or close paraphrases (GPT-NL, 2024). It
also risks "model collapse" when recursively train-
ing on synthetic outputs, degrading quality, and
amplifying biases (Shumailov et al., 2024). From a
compliance perspective, type-2 SDG tends to laun-
der uncertainty rather than remove it: aggressive
filtering helps, but cannot restore a clean-chain of
provenance.

The bottom line is that type-1 SDG is a strong in-
gredient for input-side compliance strategies by en-
abling expansion within the boundaries of demon-
strably lawful sources, although the lawful access
requirement persists for seed data. Type-2 SDG
should generally be treated as high-risk, as it inher-
its the teacher model’s uncertain provenance rather
than establishing an independent lawful basis.

4.4 Synthesis: Necessity-Insufficiency Gap

A credible technical posture for copyright compli-
ance combines provenance infrastructure for input-
side control (licence-aware ingestion, standardised
opt-outs, data-lineage attestations); adversarially
robust unlearning and inference-time defences for
output-side control (targeted removal, robustness
testing, reversible controls); and type-1 synthetic
data to expand lawful coverage without importing
copyright risk.

This technical triad is likely necessary, but, on
its own, may remain insufficient to bridge the epis-
temic gap between technical implementation and
legal proof. The following essential gaps remain at
the intersection of law and technology:

• Legal Recognition: Technical artefacts (prove-
nance attestations, unlearning reports, robust-
ness profiles) lack formal status in compliance
determinations or safe harbour provisions.

• Evaluation Misalignment: Existing bench-
marks optimise for literal overlap rather than
legally salient harms (substantial similarity,
derivative works, market substitution effects).
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• Adversarial Brittleness: Current defences are
vulnerable to prompt engineering, jailbreak-
ing, and distributional shifts that may trigger
infringement despite clean training data.

4.5 Implications for Compliance Strategies

Technical safeguards can dramatically reduce copy-
right risk, but without legally defined, machine-
readable standards upstream and legally meaning-
ful evaluation downstream, they cannot prove com-
pliance. The right objective is not a single silver
bullet, but a co-designed pipeline: provenance-first
ingestion, lawful expansion via type-1 SDG, and
robust, auditable takedowns—embedded in stan-
dards that regulators can verify and rightsholders
can rely on.

5 Path Forward: Policy and Research
Directions

Bridging the legal-technical gap requires co-
designed standards that are machine-actionable up-
stream and legally meaningful downstream. The
direction below outlines plausible pathways for
policymakers, developers, and researchers to make
copyright compliance verifiable at scale. They are
proposed as guidance rather than prescriptive steps.

5.1 Policy Directions

Standardise machine-readable opt-outs. Pol-
icymakers could consider adopting a harmonised
EU schema with clear precedence over robots.txt
(which was never created with large-scale AI scrap-
ing in mind) and natural-language ToS. Provide a
conformance profile to enable reliable parsing in
ingestion pipelines.

Clarify core terms and disclosures. Provide
guidance clarifying the interpretation of ambigu-
ous or "undefined" terms such as "lawful access"
(relationship to paywalls, rate limits, ToS, and li-
cences) and what qualifies as a "sufficiently de-
tailed" training-data summary (coverage categories,
licensing classes, time windows, acceptable aggre-
gation, and sampling/attestation practices).

Explore centralised registries. Explore the fea-
sibility of an EU-facing portal and API through
which rightsholders can register opt-outs and li-
cences, and developers can retrieve authoritative
signals during crawling and ingestion.

Develop audit baselines. Develop baseline doc-
umentation templates and lightweight audit check-
lists covering data provenance controls, opt-out
handling, takedown workflows, and disclosure
practices.

Support interdisciplinary compliance labs.
Support legal and technological collaborations to
co-develop and pilot: legally informed evaluation
tasks for substantial similarity, derivative works,
and market-substitution proxies; copyright-specific
adversarial robustness protocols and reporting for-
mats; evidence standards (e.g., provenance attes-
tations, unlearning reports, robustness scorecards)
that could underpin presumptions or safe harbours.

5.2 Developer Practices
Build licence-aware ingestion. Implement
terms/licence parsing, integrate machine-readable
opt-out signals where available, exclude shadow
libraries, and maintain provenance graphs (URLs,
hashes, timestamps, licence/opt-out status, and
exclusion rationales) for training artefacts.

Prefer clean-chain synthetic data. Use type-1
synthetic data (transformations of lawful sources,
such as public-domain and licenced structured data)
to extend coverage. Treat type-2 synthetic data as
generally high-risk unless teacher provenance is
demonstrably clean and outputs pass stringent de-
duplication and similarity filters.

Integrate unlearning and defences. Adopt span-
level unmemorisation for known infringements,
sequential unlearning for staged takedowns, and
inference-time defences (refusal policies, decoding
constraints). Establish internal red-teaming suites
where feasible for copyright-specific jailbreaks and
evaluation mitigation before release.

Document and attest. Publish training-data sum-
maries aligned with legal templates once available.
Maintain internal, signed provenance manifests and
unlearning/robustness reports to support regulator
and rightsholder inquiries.

5.3 Research Avenues
Benchmarks tied to doctrine. Move beyond
a primary focus on literal overlap to tasks and
metrics that approximate legally salient harms:
substantial similarity (stylometry, event/character
graphs, selection-and-arrangement), derivative
works and style appropriation (style-transform de-
tection; architectural-pattern similarity), and mar-
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ket substitution proxies (simulation-based indica-
tors).

Multi-domain unlearning. Develop methods
that jointly handle copyright and GDPR erasure,
with parameter localisation, robustness to adver-
sarial prompts, and minimal collateral damage to
unrelated knowledge.

Certified and scalable forgetting. Extend cer-
tified unlearning concepts to non-convex LLMs.
Design efficient targeting and verification at corpus
scale. Provide reversibility and audit trails suitable
for takedown workflows.

Robustness as evidence. Standardise red-
teaming protocols focused on copyright extraction
and paraphrase leakage, reporting formats and
acceptance thresholds that correlate with legal risk.

Provenance instrumentation. Advance scalable
provenance capture (lineage graphs, content hashes,
licence/opt-out metadata) and sampling-based as-
surance that can be independently verified.

6 Conclusion

This paper has suggested that a persistent epistemic
gap exists between EU copyright law and the practi-
cal realities of LLM development, creating a risk of
structural non-compliance. We have shown that the
law’s qualitative, retrospective standards of origi-
nality and substantial similarity are fundamentally
misaligned with the quantitative, proactive controls
that govern machine-scale pipelines. Consequently,
existing legal instruments like the TDM exceptions
and GPAI transparency duties are ill-matched to the
challenges of petabyte-scale training, while techni-
cal safeguards such as provenance-first governance,
MU, and SDG remain insufficient without legally-
specified standards and meaningful evaluation.

The path forward is not a single technical fix
or legal decree, but the development of a coher-
ent, auditable ecosystem built on legal-technical
co-design. This requires translating legal duties
into machine-actionable specifications upstream,
while enabling technical evidence to be legally
meaningful downstream. Such an ecosystem would
be founded on provenance-first data ingestion,
lawfully expanded via clean-chain synthetic data,
and protected by robust, verifiable corrective tech-
niques, such as machine unlearning. This inte-
gration could make compliance testable, proactive
controls auditable, and retrospective adjudication

reliant on verifiable artefacts rather than unattain-
able certainties. Achieving this vision, however,
will require coordination between legal and techni-
cal communities that may prove difficult in practice,
and our technical recommendations await empiri-
cal validation at scale, with implementation costs
likely varying significantly across organisational
contexts.

Ultimately, the EU faces a strategic choice:
work toward enforceable compliance frameworks
grounded in this integrated approach, or risk grad-
ual erosion of copyright relevance in the age of
generative AI. Our analysis focuses specifically on
EU copyright law and may not generalise to juris-
dictions with fundamentally different frameworks,
such as the US fair use doctrine. Moreover, whilst
we outline policy directions toward standardised
schemas and registries, the political economy of im-
plementation involves stakeholder interests beyond
our scope. Our focus on copyright compliance nec-
essarily brackets other relevant legal frameworks
such as data protection under GDPR, competition
law, and sector-specific regulations that may inter-
act with the proposed solutions in ways requiring
further research. Nevertheless, by fostering policy,
development, and research that bridge the legal-
technical gap, and by remaining responsive to the
rapid evolution of both legal developments and
technical capabilities, the EU can set the global
standard for responsible AI: protecting creators’
rights while enabling innovation at machine-scale.
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Ethical Considerations

This position paper addresses the ethical implica-
tions of large-scale training on copyrighted content
without explicit consent. Our analysis aims to pro-
tect creator rights whilst enabling responsible AI
development.

Potential harms. The current misalignment be-
tween legal frameworks and LLM technology cre-
ates several ethical concerns: systematic copyright
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infringement at scale, inability of creators to mean-
ingfully consent to or opt out of training, and eco-
nomic displacement without compensation. These
harms disproportionately affect individual creators
and smaller rightsholders who lack resources to
pursue enforcement.

Broader impact. Our proposed co-design frame-
work aims to mitigate these harms by making copy-
right compliance technically tractable and legally
meaningful. However, implementation of our rec-
ommendations could impose costs on AI develop-
ers and potentially limit access to certain training
data, affecting model performance and innovation
velocity. We argue these trade-offs may be neces-
sary to preserve creator rights and maintain public
trust in AI systems.
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Abstract

Regulatory compliance questions often require
aggregating evidence from multiple, interre-
lated sections of long, complex documents.
To support question-answering (QA) in this
setting, we introduce ObliQA-MP, a dataset
for multi-passage regulatory QA, extending
the earlier ObliQA benchmark (Gokhan et al.,
2024), and improve evidence quality with an
LLM–based validation step that filters out
∼20% of passages missed by prior natural lan-
guage inference (NLI) based filtering. Our
benchmarks show a notable performance drop
from single- to multi-passage retrieval, un-
derscoring the challenges of semantic overlap
and structural complexity in regulatory texts.
To address this, we propose a feature-based
learning-to-rank (LTR) framework that in-
tegrates lexical, semantic, and graph-derived
information, achieving consistent gains over
dense and hybrid baselines. We further add
a lightweight score-based filter to trim noisy
tails and an obligation-centric prompting tech-
nique. On ObliQA-MP, LTR improves retrieval
(Recall@10/MAP@10/nDCG@10) over dense,
hybrid, and fusion baselines. Our genera-
tion approach, based on domain-specific fil-
tering plus prompting, achieves strong scores
using the RePAS metric (Gokhan et al., 2025)
on ObliQA-MP, producing faithful, citation-
grounded answers. Together, ObliQA-MP
and our validation and RAG systems offer a
stronger benchmark and a practical recipe for
grounded, citation-controlled QA in regulatory
domains.

1 Introduction

Regulatory documents are long, complex, and
highly structured, often requiring professionals
to synthesize information from multiple sections
across documents to answer questions. Unlike
typical information retrieval tasks, relevant evi-
dence is frequently distributed across semantically
related but non-contiguous passages in multiple

documents. This poses challenges for retrieval
augmented generative question answering systems:
they must identify not only directly answer-bearing
text but also supporting context scattered across
long complex documents. To support progress in
this domain, the Regulatory Information Retrieval
and Answer Generation (RIRAG) task (Gokhan
et al., 2025) was introduced, along with the ObliQA
dataset (Gokhan et al., 2024), which provides syn-
thetic QA pairs grounded in real regulatory obliga-
tions. However, the initial formulation of ObliQA
primarily focused on single-passage retrieval and
relied on limited validation procedures, reducing
its applicability to more realistic multi-passage sce-
narios.

We address these limitations by introducing
ObliQA-MP, a multi-passage extension of ObliQA
requiring evidence from multiple documents, and
by refining the validation pipeline. We incorporate
a large language model (LLM)–based validation
step that significantly improves evidence quality by
filtering out approximately 20% of passages incor-
rectly retained by earlier NLI-based checks. Build-
ing on this dataset, we conduct a systematic study
of retrieval methods tailored for regulatory texts.
Specifically, we explore a feature-based learning-
to-rank (LTR) framework that integrates lexical,
semantic, and graph-based signals, and evaluate its
effectiveness against strong baselines. Our main
contributions are:

• ObliQA-MP1: a multi-passage regulatory QA
dataset with LLM-validated question–passage
alignment.

• Feature-based LTR for regulatory re-
trieval2 a framework that combines lexical,
semantic, and graph-derived signals, improv-
ing over dense and hybrid baselines.

1https://github.com/RegNLP/ObliQA-ML/
2https://github.com/RegNLP/RegulatoryRAG-ML
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• Post-retrieval filtering & grounded gener-
ation: a lightweight score-based filter plus
an obligation-aware prompting strategy that
enforces [P#] citations and provides fallback
answers when evidence is insufficient.

2 Related Work
Regulatory and Legal QA Datasets Several
datasets support regulatory and legal QA, in-
cluding EU2UK and UK2EU (Chalkidis et al.,
2021b) for legislative alignment, and GDPR-
based QA datasets (Abualhaija et al., 2022b,a) for
compliance-focused passage retrieval. Broader le-
gal benchmarks like EURLEX (Chalkidis et al.,
2021a), LexGLUE (Chalkidis et al., 2022), and
ContractNLI (Koreeda and Manning, 2021) fo-
cus on classification or entailment tasks. ObliQA
(Gokhan et al., 2024) addresses regulatory QA with
synthetic question-passage pairs sourced from the
financial regulations of a UAE authority. While
these resources advance regulatory QA, they pri-
marily focus on single-passage settings and lack
fine-grained validation of answer relevance — mo-
tivating our work on multi-passage QA with strict
evidence alignment in ObliQA-MP.
Retrieval: Sparse, Dense, Fusion, and LTR
Classical sparse retrieval (e.g., BM25) remains
competitive on legal/regulatory corpora, yet fusion
and learning-to-rank (LTR) often yield stronger top-
k quality. Reciprocal Rank Fusion (RRF) provides
a simple, effective ensemble over heterogeneous
runs (Cormack et al., 2009). In-domain dense
retrievers (e.g., E5 (Wang et al., 2022)) comple-
ment lexical signals, and hybrids (BM25+dense)
frequently outperform either alone. Feature-based
LTR with LambdaMART (Wu et al., 2010) and
LightGBM (Ke et al., 2017) exploits lexical over-
lap, run scores/ranks, and corpus signals; we adopt
a two-stage setup that gathers BM25/dense/RRF
candidates and re-ranks with LTR tailored to regu-
lation.
Legal RAG Systems and Benchmarks Legal
RAG is emerging, with benchmarks and systems
emphasizing evidence-grounded answers (e.g.,
LegalBench-RAG (Pipitone and Alami, 2024); in-
terpretable statute QA (Louis et al., 2024); case-
based and adaptive pipelines (Wiratunga et al.,
2024); KG-augmented RAG (Barron et al., 2025)).
These works are steps towards practical legal assis-
tants but largely target case law or statutes rather
than regulatory obligations. Our focus is comple-
mentary: ranking and selecting regulatory passages

for grounded answers in a multi-passage multi-
document setting.

3 ObliQA-MP: Multi-Passage Dataset for
Regulatory QA

We construct ObliQA-MP, a multi-passage ex-
tension of the ObliQA dataset (Gokhan et al.,
2024), starting from the original generation
pipeline—which includes structured regulatory
documents, topic-based rule clustering, and LLM-
based question generation. We merge newly gener-
ated multi-passage questions and their associated
passages with the original ObliQA dataset, and re-
tain only those questions that are linked to multiple
passages, resulting in 13,191 candidate examples.

To ensure the quality and relevance of the
supporting evidence, we validate each question-
passage pair using the gpt-4.1-2025-04-14
model. The model receives the following prompt:

You are validating if a Passage answers
a Question.
Reply with:
- "Directly Connected": Passage directly
answers.
- "Indirectly Connected": Passage
provides related context.
- "Not Connected": Passage is
irrelevant.
Respond ONLY with JSON: {"Connection":
"...", "ShortReason": "..." }

Each passage is labeled according to this schema.
Across 13,191 questions and 31,037 passage pairs,
4,212 passages (13.57%) are labeled as Directly
Connected, 20,474 (65.97%) as Indirectly Con-
nected, and 6,351 (20.46%) as Not Connected.

Table 1: Distribution of questions in the ObliQA-MP
dataset by number of associated passages across train,
validation, and test splits.

# Passages Train Validation Test

2 Passages 1,559 322 326
3 Passages 382 93 88
4 Passages 90 16 21
5 Passages 34 9 11
6 Passages 18 6 1

Total 2,083 446 447

To ensure that each retained question is sup-
ported by reliable and relevant evidence, we apply
two filtering criteria: each question must be asso-
ciated with at least two passages labeled as either
Directly Connected or Indirectly Connected, and at
least one of these passages must be labeled as Di-
rectly Connected. Applying these criteria removes
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3,872 questions that contain fewer than two con-
nected passages and 6,343 questions that lack any
Directly Connected passage.

The final ObliQA-MP dataset consists of 2,976
multi-passage QA pairs. We randomly split this
dataset into training, validation, and test sets using
a 70/15/15 ratio. Table 1 shows the distribution of
questions across splits and the number of associated
passages per question. A representative example
of a multi-passage QA pair is shown in listing 1.

Listing 1: Example QA pair from ObliQA-MP showing
multi-passage evidence across documents.
{" QuestionID ": "739921c1 -385a-4735-a052 -

dee9fba73602",
"Question ": "What are the key

compliance indicators that a Fund
Manager should monitor to confirm
that a Passported Fund is being
managed and operated within its
constitutional framework and
applicable ADGM legislation ?",

"Passages ": [
{ "DocumentID ": 16,

"PassageID ": "Part 3.6.(2)",
"Passage ": "Each Reporting UAE

Financial Institution shall
establish and implement
appropriate systems and
internal procedures to enable
its compliance with the
Cabinet Resolution and these
Regulations .",

"Connection ": "Indirectly
Connected",

"ShortReason ": "The passage
discusses general
institutional compliance
procedures but does not
directly mention Fund Managers
or Passported Funds."},

{ "DocumentID ": 5,
"PassageID ": "6.1.2" ,
"Passage ": "The Fund Manager of a

Passported Fund must:\n(a)
ensure that the Passported
Fund is at all times managed
and operated in compliance
with its constitution , in
accordance with applicable
ADGM legislation , and with
these Rules; and\n(b) maintain
, or cause to be maintained , a
Unitholder register for the

Passported Fund.",
"Connection ": "Directly Connected

",
"ShortReason ": "The passage

directly outlines the Fund
Manager 's responsibilities
regarding compliance with the
constitution and ADGM
legislation ."}

]
}

The LLM-based validation step introduced
in ObliQA-MP is intended to increase the
precision of supervision by addressing a sys-
tematic failure mode of NLI-only validation.
In the original ObliQA pipeline, passages
were treated as premises and questions as
hypotheses under a lightweight NLI model
(nli-deberta-v3-xsmall) (He et al., 2021).
However, NLI-only screening can admit false posi-
tives: a passage may linguistically entail the ques-
tion yet fail to provide extractable, citation-backed
answer spans (e.g., generic or templated compli-
ance statements)—a problem amplified in multi-
passage settings where evidence is distributed. In
ObliQA-MP we therefore prompt GPT-4 with ci-
tation control to label each candidate passage as
Directly Connected (contains answer spans), In-
directly Connected (supportive context), or Not
Connected. This finer-grained validation reveals
that 20.46% of the 31,037 evaluated passages are
Not Connected despite having previously passed
NLI filtering. Moreover, only 2,976 out of 13,191
candidate multi-passage questions contain at least
one Directly Connected passage and at least one
additional supporting passage, underscoring the ne-
cessity of stricter validation for dispersed-evidence
queries.

As a result, the retained QA pairs are grounded
in semantically related passages that also provide
explicit, citation-backed evidence sufficient to sup-
port answer generation; we nonetheless treat the
LLM check as a precision-oriented filter rather than
expert adjudication and acknowledge that a tar-
geted expert audit remains future work.

4 Feature-Based Learning-to-Rank for
Regulatory RAG

Our method builds on the standard RAG
pipeline—retrieve, re-rank, and generate (Fig. 1).
The key novelty lies in a feature-based learning-to-
rank retriever, combined with a lightweight score-
based filter to prune noisy candidates before answer
generation.

4.1 Retrieval and Ranking Framework

4.1.1 Baseline Retrieval
As baselines, we employ sparse and dense retriev-
ers. For sparse retrieval, we use BM25 (Robertson
and Jones, 1976), retrieving the top-k passages
(k ∈ {100, 200}) per query. While BM25 is ro-
bust in capturing keyword overlap, it struggles with
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Figure 1: Overview of our retrieval–and–ranking pipeline. Stage 1: candidate retrieval (BM25, fine-tuned dense,
and RRF). Stage 2: feature extraction (lexical, retrieval/fusion, graph, and neighbor-semantic features). Stage 3:
LTR re-ranking. Stage 3.5: score-based filtering (min–max; thresholds τmin and τ∆). Stage 4: obligation-centric
answer generation with citation control.

paraphrased obligations and multi-passage depen-
dencies. For dense retrieval, we fine-tuned four
pretrained encoders on the ObliQA-MP training
split: intfloat/e5-base-v2, BAAI/bge-base-en-v1.5,
all-MiniLM-L6-v2, and msmarco-MiniLM-L-12-v3.

4.1.2 Graph Construction
We represent the corpus as a heterogeneous, di-
rected passage-level graph to encode both the doc-
ument structure and cross-document references.

Nodes. We create four node types: (1) Docu-
ment nodes for each regulatory document; (2) Pas-
sage nodes for atomic sections/clauses identified
by stable IDs (e.g., “6.1.2”); (3) NamedEntity
(NE) nodes for globally shared entities extracted
from the source JSON (NamedEntities); and (4)
DefinedTerm (DT) nodes for globally shared glos-
sary/definition items (DefinedTerms). Each pas-
sage node stores the raw text and its document
identifier.

Edges. We add typed, directed edges to cap-
ture structure and references: (1) CONTAINS
(Document → Passage) for document member-
ship; (2) PARENT_OF (Passage→ Passage) for
intra-document hierarchy, induced by trimming
dot-delimited IDs (e.g., 4.7.14→ 4.7); (3) MEN-
TIONS (Passage→ NE) and USES_TERM (Pas-

Figure 2: Illustration of the regulatory graph. Docu-
ments contain passages; passages cite, mention, and use
terms or entities.
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Table 2: Feature groups and definitions used in the learning-to-rank model.

Group Feature Description

Lexical

unigram_hits Count of overlapping unigrams
bigram_hits Count of overlapping bigrams
q_coverage Proportion of unique query terms matched in the passage
idf_overlap_sum IDF-weighted sum over overlapping terms, idf(w) = log N+1

df(w)+1
+ 1

q_len, d_len Query and passage length (tokens)
len_diff Absolute length difference
len_ratio_q_over_d Query length divided by passage length

Graph
pr PageRank of the passage node (Brin and Page, 1998)
hits_auth HITS authority score (Kleinberg, 1999)
deg Degree centrality

Retrieval / Fusion

bm25_score, bm25_rank Score and per-query rank from a BM25 run
ft_e5_score, ft_e5_rank Score and per-query rank from a fine-tuned E5 dense run (base:

intfloat/e5-base-v2) (Wang et al., 2022)
rrf_score, rrf_rank Score and per-query rank from precomputed reciprocal rank fusion

(Cormack et al., 2009)
bm25xft_e5_w0.3_score Linear blend of BM25 and dense scores (0.3 / 0.7)
ft_e5xrrf_score_prod Product of dense and RRF scores (if both present)
rank_diff_bm25_ft Signed rank difference (BM25 – dense)
rank_diff_abs Absolute rank difference
rank_min, rank_max Min/Max rank across (BM25, dense)

Neighbor-Semantic q_to_nbrcentroid_cos Cosine between query embedding and centroid of up to K neighbors
q_to_nbrmean_cos Mean cosine between query embedding and each neighbor embedding

sage→ DT); and (4) CITES/CITED_BY edges
between passages based on curated cross-reference
tables.

4.1.3 Feature Extraction

For each query–passage pair, we build features that
cover lexical overlap, run-based retrieval signals,
graph structure, and (optionally) neighbor-aware
semantics. Table 2 lists all features.
Lexical and Graph. Lexical overlap features (un-
igrams, bigrams, IDF-weighted coverage, length
statistics) ground the model in surface similarity,
while graph centralities (PageRank (Brin and Page,
1998), HITS (Kleinberg, 1999), degree) identify
structurally salient passages in the regulatory cita-
tion network.
Retrieval / Fusion. We consume scores and ranks
from three candidate runs: BM25, a dense retriever
fine-tuned from intfloat/e5-base-v2 on the ObliQA-
MP training split, and their Reciprocal Rank Fusion
(RRF, k = 60) (Cormack et al., 2009). For each
run we add {score, rank} per query. Interaction
features include a 0.3/0.7 linear blend (BM25 +
dense), a dense×RRF score product, and signed/ab-
solute/min/max rank differences between BM25
and dense.
Neighbor-Semantic. To model local semantic co-
herence, we embed queries and up to K graph
neighbors (K=10) using the pretrained intfloat/e5-

base-v2 encoder (Wang et al., 2022). We then com-
pute cosine similarity to the centroid of neighbor
embeddings and the mean over all query–neighbor
pairs.

4.1.4 Learning-to-Rank Model

We treat multi-passage selection as a ranking prob-
lem and employ a gradient-boosted decision tree
framework. We use LightGBM (Ke et al., 2017)
with the lambdarank objective (Wu et al., 2010),
which optimizes Normalized Discounted Cumula-
tive Gain (NDCG) by assigning higher penalties to
misordered relevant documents.

Each training instance corresponds to a query–
passage pair, represented by the features in Ta-
ble 2. Candidate sets are formed from the union of
BM25, dense, and fused runs, ensuring broad recall.
Queries form natural ranking groups, and relevance
labels are binary, derived from ObliQA-MP. Dur-
ing training, the model learns feature interactions
that discriminate relevant passages from distrac-
tors within each query group. At inference time,
the trained ranker re-scores the candidate set and
outputs a refined ranking. We release all training
scripts in our public repository3.

3https://github.com/RegNLP/RegulatoryRAG-ML
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Table 3: Results of applying the Gokhan et al. (2024) BM25 + GPT baseline from ObliQA to ObliQA-MP.

Dataset Method Recall@10 MAP@10 Es Cs OCs RePASs

ObliQA Baseline - BM25(passage)+GPT4 0.761 0.624 0.308 0.123 0.214 0.466
Baseline - BM25 (fusion)+GPT4 0.764 0.625 0.320 0.131 0.222 0.470

ObliQA-MP Baseline - BM25(passage)+GPT4 0.561 0.454 0.293 0.129 0.159 0.441
Baseline - BM25 (fusion)+GPT4 0.561 0.457 0.299 0.145 0.157 0.437

4.2 Post-Retrieval and Answer Generation

Score-Based Filtering. Given a per-query
ranked list (d1, . . . , dK) with scores (s1, . . . , sK)
from any run or re-ranker, we apply per-query
min–max normalization s̃i =

si−minj sj
maxj sj−minj sj

; if
maxj sj = minj sj , we set s̃i = 1 for all i. We
then keep a prefix by two rules applied for i ≥ 2:
(i) minimum score: s̃i ≥ τmin; (ii) drop rule:
stop if s̃i−1− s̃i ≥ τ∆. We use τmin=0.7, τ∆=0.2,
and always keep d1. This step removes low-utility
tail passages while retaining high-confidence
evidence for generation (Gokhan et al., 2024).

Answer Generation. We use a deterministic
LLM (temperature = 0.0, max output = 600 to-
kens) with instructions to (i) use only retrieved
passages, (ii) extract all obligations relevant to
the question, (iii) cite evidence as [P#], and (iv)
output Insufficient evidence in retrieved passages.
if sources are incomplete or contradictory. Con-
cretely, we use gpt-4.1-mini with a short, fixed
system message and a user prompt that enumerates
the filtered passages as [P1..Pn]. See Appendix A
for the full prompts and Appendix B for a worked
Question/Passages/Answer example.

5 Experiments and Results

5.1 Experimental Setup

We implement all sparse retrieval runs with the
Pyserini toolkit4, which provides a standard-
ized interface to Anserini’s BM25 implementa-
tion. Dense retrievers and cross-encoders are taken
from HuggingFace Transformers, and training of
the LTR model is carried out with LightGBM’s
lambdarank objective. All feature extraction, train-
ing, and evaluation scripts are released in our public
repository.5

To evaluate retrieval performance, we use the
pytrec_eval library6 (Van Gysel and de Ri-
jke, 2018), reporting Recall@10, MAP@10, and

4https://pypi.org/project/pyserini/
5https://github.com/RegNLP/RegulatoryRAG-ML
6https://pypi.org/project/pytrec-eval/

nDCG@10. For answer generation, we adopt the
RePASs metric7 (Gokhan et al., 2024), a domain-
oriented evaluation designed for regulatory QA.
Unlike general-purpose metrics such as ROUGE
or BLEU, RePASs directly assesses factual ground-
ing and obligation coverage: it combines (i) the
average entailment score (Es), (ii) the average con-
tradiction score (Cs, lower is better), and (iii) the
obligation coverage score (OCs). The final com-
posite captures both semantic faithfulness and do-
main adequacy.

5.2 Results
Comparative Evaluation with Prior Work To
contextualize our results, we reproduce the pipeline
of Gokhan et al. (2024), which was originally de-
signed for the ObliQA dataset. Their system com-
bines BM25-based retrieval with GPT-4 for answer
generation. For comparability, we re-run their re-
trieval component on the ObliQA-MP test set and,
in the answer generation stage, replace GPT-4 with
the more recent gpt-4.1-2025-04-14.

As shown in Table 3, BM25 achieves strong re-
sults on the original ObliQA dataset (Recall@10 =
0.761) but drops substantially on ObliQA-MP (Re-
call@10 = 0.561). This degradation illustrates the
increased difficulty of multi-passage retrieval and
underscores the need for more effective retrieval
models in such settings.

Retrieval Results. Table 4 reports retrieval ef-
fectiveness across different methods, grouped into
baselines, dense retrievers, hybrid combinations,
and our proposed LTR models. Among first-stage
retrievers, BM25 provides a strong sparse base-
line (Recall@10 = 0.549), while dense encoders
such as FT-BGE (Recall@10 = 0.573) and FT-
E5 (Recall@10 = 0.561) yield modest improve-
ments. Hybrid methods that combine BM25 with
dense retrievers consistently outperform individ-
ual components, with the best hybrid performance
achieved by BM25+FT-BGE at α = 0.5 (Re-
call@10 = 0.617, MAP@10 = 0.480, nDCG@10

7https://github.com/RegNLP/RePASs
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Table 4: Retrieval performance across different baselines, fusion methods, hybrid approaches, and our Learning-to-
Rank (LTR) model on ObliQA-MP test set.

Method Recall@10 MAP@10 nDCG@10

Baselines

BM25 0.5493 0.4056 0.5209
Dense (FT_E5) 0.5608 0.3976 0.5096
Dense (FT_BGE) 0.5730 0.4009 0.5143
Dense (FT_MiniLM) 0.5258 0.3698 0.4783
Dense (FT_MSMARCO) 0.5213 0.3582 0.4641

Fusion (RRF)

RRF(BM25 + FT_E5) 0.6105 0.4714 0.5898
RRF(BM25 + FT_BGE) 0.6173 0.4667 0.5883
RRF(BM25 + FT_MiniLM) 0.5956 0.4474 0.5672
RRF(BM25 + FT_MSMARCO) 0.6066 0.4567 0.5760

Hybrid (BM25 + Dense, α-weighted)

BM25 + FT_E5 (α = 0.3) 0.5977 0.4634 0.5819
BM25 + FT_E5 (α = 0.5) 0.6153 0.4888 0.6061
BM25 + FT_E5 (α = 0.7) 0.6114 0.4746 0.5910
BM25 + FT_BGE (α = 0.3) 0.6000 0.4586 0.5792
BM25 + FT_BGE (α = 0.5) 0.6171 0.4795 0.5993
BM25 + FT_BGE (α = 0.7) 0.6158 0.4714 0.5894
BM25 + FT_MiniLM (α = 0.3) 0.5880 0.4526 0.5719
BM25 + FT_MiniLM (α = 0.5) 0.6034 0.4642 0.5841
BM25 + FT_MiniLM (α = 0.7) 0.5878 0.4485 0.5655
BM25 + FT_MSMARCO (α = 0.3) 0.5917 0.4567 0.5746
BM25 + FT_MSMARCO (α = 0.5) 0.6021 0.4701 0.5859
BM25 + FT_MSMARCO (α = 0.7) 0.5917 0.4540 0.5671

Hybrid + Secondary Signals (SR)

BM25 + FT_BGE (α = 0.5) + SR(BGE) 0.5174 0.3684 0.4792
BM25 + FT_E5 (α = 0.5) + SR(BGE) 0.5245 0.3741 0.4859
BM25 + FT_MiniLM (α = 0.5) + SR(BGE) 0.5256 0.3713 0.4838
BM25 + FT_MSMARCO (α = 0.5) + SR(BGE) 0.5409 0.3761 0.4920

Learning-to-Rank (Ours)

LTR 0.6403 0.5116 0.6298

Table 5: Answer generation performance across the best baselines, fusion methods, hybrid approaches, and our
Learning-to-Rank (LTR) model on the ObliQA-MP test set.

Method Es Cs OCs RePASs

Gokhan et al. (2024) 0.2990 0.1450 0.1570 0.4370

BM25 0.3916 0.2171 0.1791 0.4512
Dense (FT_BGE) 0.4134 0.1918 0.2324 0.4847
RRF(BM25 + FT_BGE) 0.4083 0.2007 0.2164 0.4747
BM25 + FT_E5 (α = 0.5) 0.4320 0.1542 0.1960 0.4913
BM25 + FT_MSMARCO (α = 0.5) + SR(BGE) 0.4101 0.1785 0.2255 0.4857
LTR 0.4624 0.1340 0.1984 0.5090

= 0.599). RRF also delivers competitive gains, al-
though slightly lower than weighted hybrid fusion.

Our LTR models achieve the strongest per-
formance. In particular, LightGBM trained on
the full feature set (ltr_lgbm_allfeat) reaches
Recall@10 = 0.640, MAP@10 = 0.512, and
nDCG@10 = 0.630, outperforming all hybrid and
dense-only baselines. This demonstrates the ad-
vantage of feature-enriched reranking that inte-

grates lexical, retrieval, graph-based, and neighbor-
semantic signals.

Answer Generation Results Our LTR is best
overall, reaching RePASs 0.50 with the highest Es

(0.46) and lowest Cs (0.13), yielding more faithful
and less contradictory answers than all baselines.
Relative to the Gokhan et al. (2024) BM25+GPT
baseline on ObliQA-MP (RePASs 0.43), this is a
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+0.072 absolute gain (+16.5%).
We attribute this lift primarily to prompt align-

ment: the obligation-centric instructions with
mandatory [P#] citations (under deterministic de-
coding) steer the model to extract only supported
content, directly improving Es.

Discussion. Overall, our results demonstrate that
LTR models leveraging heterogeneous features pro-
vide consistent improvements over both sparse and
dense baselines. In particular, the feature-rich
LightGBM models outperform fusion strategies
such as RRF or linear interpolation, indicating that
the model successfully learns how to combine com-
plementary signals.

The comparison with prior work further high-
lights the limitations of relying solely on BM25 for
multi-passage retrieval. While BM25 remains com-
petitive in single-passage ObliQA, its performance
degrades sharply in the ObliQA-MP setting. By
contrast, our LTR approach maintains strong per-
formance under the more challenging conditions,
suggesting better robustness to contextual fragmen-
tation across passages.

These findings confirm that multi-passage reg-
ulatory retrieval requires models that integrate
structural and semantic cues beyond simple lex-
ical overlap. The integration of graph-derived and
neighborhood features is particularly promising, as
they allow the retriever to exploit inherent cross-
references and local semantic coherence within reg-
ulatory corpora. This aligns with our central claim:
robust retrieval for complex regulatory tasks de-
mands multi-faceted ranking strategies rather than
reliance on single retrieval approaches.

6 Conclusion

We introduced ObliQA-MP, a multi-passage reg-
ulatory QA dataset, and a stricter LLM-based val-
idation that removes incomplete or off-target evi-
dence more effectively than prior NLI filters. Build-
ing on this resource, we presented a retrieve–re-
rank–generate pipeline that couples a feature-based
LTR retriever with lightweight score-based filtering
and an obligation-centric prompt with mandatory
[P#] citation control.

Our experiments show that multi-passage re-
trieval is markedly harder than single-passage
ObliQA, yet LTR consistently outperforms strong
sparse, dense, and fusion baselines on retrieval met-
rics. More importantly, under a common, deter-
ministic generation setup, LTR plus filtering and

prompt discipline yields the best answer quality on
RePASs—raising entailment and lowering contra-
dictions relative to prior BM25 + GPT baselines on
ObliQA-MP.

Future work will focus on exploring hybrid re-
trievers that combine symbolic and neural rep-
resentations, developing more robust generation
pipelines, and designing evaluation metrics that
align more closely with expert-level legal reason-
ing and compliance practices.

Limitations

ObliQA-MP is a synthetic dataset generated and
validated using LLMs, which may introduce lin-
guistic biases and lack the nuance of real-world
regulatory queries. While our LLM-based valida-
tion improves semantic precision, it cannot fully
guarantee legal correctness or reasoning complete-
ness; a targeted expert audit and an error taxonomy
remain future work.

The dataset is based solely on regulations from
a single regulatory authority, limiting its generaliz-
ability to other jurisdictions. Additionally, although
each question includes at least one directly con-
nected passage, we do not assess whether all nec-
essary information is present for generating fully
comprehensive answers.

Our proposed learning-to-rank framework relies
on feature engineering that incorporates lexical, re-
trieval, graph-based, and neighbor-semantic signals.
While this combination provides strong empirical
gains, it also increases system complexity and may
reduce portability to other domains. The approach
requires access to structured cross-references to
construct the regulatory graph, which may not be
available in less formalized corpora. Moreover,
the reliance on pretrained encoders (e.g., e5-base-
v2) fine-tuned on regulatory QA introduces domain
adaptation challenges; performance may vary when
applied to corpora with different legal or linguistic
characteristics.

Ethics Statement

This work focuses on question answering over pub-
licly available regulatory documents. No personal,
sensitive, or proprietary data is used in the con-
struction of the ObliQA-MP dataset. All content
is derived from legal and regulatory sources meant
for public dissemination. We ensure that all syn-
thetic questions and annotations are automatically
generated and validated using LLMs.
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Appendix

A Answer Generation Prompt

A.1 System Instructions

You are a careful compliance QA assistant. Your job
is to extract and present ALL obligations that
are directly supported by the retrieved
passages for the given question.

Rules:
1) Use ONLY the provided passages , no outside

knowledge or speculation.
2) Include every obligation explicitly supported and

relevant to the question.
3) Each obligation MUST cite its evidence as [P#] (

one or more), using only valid passage indices.
4) If the passages are incomplete , ambiguous , or

contain contradictory obligations relevant to
the question , reply exactly with: Insufficient
evidence in retrieved passages.

5) Keep it concise and factual. Use a short bullet
list; avoid repetition.

6) Preserve modality (must/shall/should); do not
change meanings.

7) Do not include obligations that are outside the
scope of the question , even if present in the
passages.

A.2 User Message Template

Question:
{<question text >}

Retrieved Passages:
[P1] {<passage 1 text >}
[P2] {<passage 2 text >}
...
[PN] {<passage N text >}

Task: Based ONLY on the passages above , list ALL
obligations that answer the question. Each
bullet MUST end with supporting [P#] cites. If
evidence is insufficient or contradictory ,
reply exactly: 'Insufficient evidence in
retrieved passages.'

B End-to-End Example with Cited
Evidence ([P#]): Retrieval→ Filtering
→ Answering

Question: What specific actions does the FSRA expect
an Authorised Person to take to resolve any

identified breach of Sanctions in a 'timely
fashion ' as mentioned in AML Rule 11.2.1(1)?

Answer:
- An Authorised Person must have powers to resolve

any breach of sanctions in a timely fashion ,
including taking emergency action itself or
compelling the delivery and/or storage facility
to take appropriate action.

- The Authorised Person must have the ability to
sanction a Member , market participant , or the
delivery and/or storage facility for acts or
omissions that compromise compliance with
applicable sanctions.

- The Authorised Person must notify the Regulator as
soon as practicable of any breaches or

potential breaches of applicable sanctions and
the actions taken to correct them. [P1 , P2]

P1: REGULATORY REQUIREMENTS - SPOT COMMODITY
ACTIVITIES\nSanctions\nPursuant to AML Rule
11.2.1(1) , an Authorised Person must have
arrangements in place to ensure that only Spot
Commodities that are not subject to sanctions
or associated with an entity in the supply
chain that is itself subject to a sanction , are
used as part of its Regulated Activities , or

utilised as part of a delivery and/or storage
facility operated by itself (or by any third
parties it uses). In demonstrating compliance
with the Rule , an Authorised Person must have
powers to resolve any breach in a timely
fashion , such as taking emergency action itself
or by compelling the delivery and/or storage

facility to take appropriate action. The FSRA
expects this to include the Authorised Person
having the ability to sanction a Member , market
participant or the delivery and/or storage

facility for acts or omissions that compromise
compliance with applicable sanctions.

P2: REGULATORY REQUIREMENTS - SPOT COMMODITY
ACTIVITIES\nSanctions\nPursuant to AML Rule
11.1.1(2) , an Authorised Person must have
arrangements in place to notify the Regulator ,
as soon as practicable , of any breaches , or
potential breaches of applicable sanctions , as
well as the actions it has taken to correct.
Authorised Persons using Accepted Spot
Commodities will also need to comply with all
other applicable FSRA notification requirements
.

Question: Could you provide further guidance on the
expectations for an Authorised Person in terms
of establishing a risk management system that
addresses the specific risks listed ,
particularly in relation to reinsurance risk?

Answer:
- An Authorised Person must develop , implement , and

maintain a risk management system to identify ,
assess , monitor , mitigate , and control
reinsurance risk , which relates to risks from
the Insurer 's use of reinsurance arrangements
as cedant [P2].

- The risk management system must address all
material risks , including reinsurance risk
specifically [P3].

- The system must include a written reinsurance
management strategy appropriate to the size and
complexity of the Insurer 's operations ,

defining and documenting the Insurer 's
objectives and strategy regarding reinsurance
arrangements [P4].

- The reinsurance management strategy must include
systems for selecting reinsurance brokers and
advisers , selecting and monitoring reinsurance
programmes , clearly defined managerial
responsibilities and controls , and clear
methodologies for determining all aspects of
the reinsurance programme , including:
- identification and management of aggregations

of risk exposure;
- selection of maximum probable loss factors;
- selection of realistic disaster scenarios ,

return periods , and geographical
aggregation areas;
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- identification and management of vertical and
horizontal coverage of the reinsurance
programme [P1].

- The strategy must also include selection of
participants on reinsurance contracts
considering diversification and
creditworthiness , and systems for identifying
credit exposures to individual reinsurers or
groups of connected reinsurers on existing
programmes [P1].

P1: An Insurer 's reinsurance management strategy
should , at a minimum , include the following
elements :\na.\ tsystems for the selection of
reinsurance brokers and other reinsurance
advisers ;\nb.\ tsystems for selecting and
monitoring reinsurance programmes ;\nc.\ tclearly
defined managerial responsibilities and

controls ;\nd.\ tclear methodologies for
determining all aspects of a reinsurance
programme , including :\ni.\ tidentification and
management of aggregations of risk exposure ;\
nii.\ tselection of maximum probable loss
factors ;\niii.\ tselection of realistic disaster
scenarios , return periods and geographical

aggregation areas; and\niv.\ tidentification and
management of vertical and horizontal coverage
of the reinsurance programme ;\ne.\ tselection

of participants on reinsurance contracts ,
including consideration of diversification and
credit worthiness; and\nf.\ tsystems for
identifying credit exposures (actual and
potential) to individual reinsurers or Groups
of connected reinsurers on programmes that are
already in place.

P2: An Insurer must develop , implement and maintain
a risk management system to identify , assess ,
monitor , mitigate and control reinsurance risk.
Reinsurance risk refers to risks associated

with the Insurer 's use of reinsurance
arrangements as cedant.

P3: While the risk management systems of an Insurer
must address all material risks , Rule 2.3 lays
down specific requirements for an Insurer to
maintain risk management systems in respect of
the following areas:\na.\ tbalance sheet risk;\
nb.\ tcredit quality risk;\nc.\tnon financial or
operational risk;\nd.\ treinsurance risk; and\

ne.\ tGroup risk.
P4: Without limiting the generality of Rule 2.3.4 ,

an Insurer 's risk management system in respect
of its use of reinsurance arrangements must
include the development , implementation and
maintenance of a written reinsurance management
strategy , appropriate to the size and

complexity of the operations of the Insurer ,
defining and documenting the Insurer 's
objectives and strategy in respect of
reinsurance arrangements.

C Ablation on Learning-to-Rank (LTR)

C.1 Model hyperparameter ablation

We ablate core LTR hyperparameters while hold-
ing the feature set in Table 2 and the training
protocol fixed. We sweep: (i) candidate-union
size K ∈ {100, 200}, (ii) LightGBM tree width
(num_leaves ∈ {63, 127}), (iii) learning rate
∈ {0.05, 0.07}, and (iv) min_data_in_leaf ∈
{50, 100}. At test time we re-apply each trained
model using the per-model feature order saved at
training and the same IDF definition to ensure
train/test feature parity. We report nDCG@10,
MAP@10, and Recall@10 with pytrec_eval on
the ObliQA MultiPassage test set.

Results. Table 6 (and the full grid in Ta-
ble 7) summarizes outcomes. The LTR base-
line attains 0.6298 nDCG@10 (MAP@10=0.5116,
R@10=0.6403). Within our grid, the best configu-
ration uses K=200, num_leaves= 63, lr= 0.05,
and min_leaf= 50, yielding 0.6121 nDCG@10
(MAP@10=0.4968, R@10=0.6151)—only 0.0177
below the legacy best—indicating the simplified
setting remains competitive.

Observations. (1) Larger candidate pools
(K=200) consistently help. (2) Slightly smaller
trees (num_leaves= 63) are marginally preferable
to wider ones. (3) A moderate learning rate (0.05)
edges out 0.07. (4) Varying min_data_in_leaf
has a small effect at the top. (5) A lightweight
cross-encoder second pass (MiniLM-L-6-v2,
w=0.2) did not improve nDCG@10 and is omitted
from subsequent results for clarity.

C.2 Feature ablation
We perform a drop-one-group study over the
feature groups in Table 2. For each group,
we remove its columns from the training/vali-
dation feature CSVs, retrain the LTR with the
tuned hyperparameters (K=200, num_leaves=
63, lr= 0.05, min_leaf= 50), and evaluate on
the same test candidates. Table 8 reports test
metrics and absolute deltas w.r.t. the tuned LTR
baseline (nDCG@10=0.6121, MAP@10=0.4968,
R@10=0.6151).

Results. Dropping Lexical features causes
the largest degradation (nDCG@10=0.0844,
∆−0.5277; MAP@10=0.0511, ∆−0.4457;
R@10=0.1251, ∆−0.4900). Removing
Graph signals yields nDCG@10=0.5260
(∆−0.0861), while removing Neighbor-Semantic
yields nDCG@10=0.5429 (∆−0.0692). Re-
moving Retrieval/Fusion signals results in
nDCG@10=0.5717 (∆−0.0404).8

Observations. Lexical matching remains indis-
pensable for this task, with graph-based centrality
(PageRank/HITS/degree) and neighbor-semantic
cues providing meaningful complementary gains.
Fusion signals contribute consistent but smaller im-
provements than the other groups, suggesting that
most of the discriminative power is captured by
lexical and graph structure, with fusion providing
a pragmatic boost.

8In our feature CSVs, Retrieval/Fusion corresponds to the
precomputed RRF score/rank.

145



Table 6: LTR baselines on ObliQA MultiPassage (test). We report nDCG@10, MAP@10, and Recall@10 (macro-
averaged).

Run (label) nDCG@10 MAP@10 Recall@10

LTR (all features) 0.6298 0.5116 0.6403
LTR (allfeat, min_leaf=100) 0.6143 0.4959 0.6219
LTR + CE (MiniLM, w=0.2) 0.0504 0.0246 0.0895

Table 7: LTR ablation on ObliQA MultiPassage (test). We vary K, num_leaves, learning rate (lr), and
min_data_in_leaf. Neighbor-semantic features are off for all rows. Metrics are nDCG@10, MAP@10, Re-
call@10 (macro-averaged).

K ns num_leaves lr min_leaf nDCG@10 MAP@10 Recall@10

200 off 63 0.05 50 0.6121 0.4968 0.6151
200 off 63 0.07 100 0.6106 0.4955 0.6153
200 off 63 0.05 100 0.6093 0.4935 0.6164
200 off 127 0.07 100 0.6075 0.4920 0.6104
100 off 63 0.07 50 0.6075 0.4905 0.6102
200 off 63 0.07 50 0.6069 0.4920 0.6101
100 off 63 0.07 100 0.6069 0.4915 0.6105
100 off 63 0.05 100 0.6066 0.4915 0.6065
100 off 127 0.05 100 0.6063 0.4914 0.6104
100 off 63 0.05 50 0.6063 0.4889 0.6147
200 off 127 0.05 50 0.6060 0.4901 0.6122
100 off 127 0.05 50 0.6053 0.4898 0.6136
200 off 127 0.07 50 0.6040 0.4870 0.6104
100 off 127 0.07 50 0.6037 0.4877 0.6079
100 off 127 0.07 100 0.6028 0.4871 0.6094
200 off 127 0.05 100 0.5981 0.4824 0.6038

Table 8: Feature ablation on the test split. Each row drops one group from the tuned LTR baseline (K=200, ns=off,
num_leaves=63, lr=0.05, min_leaf=50). ∆ is the absolute difference vs the baseline.

Group nDCG@10 MAP@10 Recall@10 ∆ nDCG@10 ∆ MAP@10 ∆ Recall@10

Retrieval/Fusion 0.5717 0.4503 0.5900 −0.0404 −0.0465 −0.0251
Lexical 0.0844 0.0511 0.1251 −0.5277 −0.4457 −0.4900
Graph 0.5260 0.4107 0.5257 −0.0861 −0.0861 −0.0894
Neighbor-Semantic 0.5429 0.4250 0.5547 −0.0692 −0.0719 −0.0604
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Abstract

One of the first steps in the judicial process
is finding the applicable statutes/laws based
on the facts of the current situation. Manu-
ally searching through multiple legislation and
laws to find the relevant statutes can be time-
consuming, making the Legal Statute Identi-
fication (LSI) task important for reducing the
workload, helping improve the efficiency of
the judicial system. To address this gap, we
present a novel knowledge graph-enhanced ap-
proach for Legal Statute Identification (LSI) in
Indian legal documents using Large Language
Models, incorporating structural relationships
from the Indian Penal Code (IPC) the main leg-
islation codifying criminal laws in India. On
the IL-TUR benchmark, explicit KG inference
significantly enhances recall without sacrific-
ing competitive precision. Augmenting LLM
prompts with KG context, though, merely en-
hances coverage at the expense of precision,
underscoring the importance of good rerank-
ing techniques. This research provides the first
complete IPC knowledge graph and shows that
organized legal relations richly augment statute
retrieval, subject to being integrated into lan-
guage models in a judicious way. Our code and
data are publicly available at Github.

1 Introduction

In India, there are about 44 million pending cases in
multiple courts at various levels (district, state, fed-
eral) accreting to the National Judicial Data Grid.
Such a massive backlog of cases goes against the
fundamental human right of fair access to justice.
Automating parts of the legal workflow, such as
identifying relevant statutory provisions from legal
documents, can help reduce this burden by aiding
judges, lawyers, and legal researchers in retrieving
the right laws more efficiently.

Legal statute identification (LSI)—the task of
mapping text (e.g., facts or case descriptions) to

∗*Joint first authors and contributed equally to this work.

relevant statutory provisions—is a foundational
subtask in law and legal NLP. Indian law poses
unique challenges: statutes are long, sections cite
each other, and datasets for Indian legal NLP are
only recently becoming available. The IL-TUR
benchmark Joshi et al., 2024 (Joshi et al., 2024),
(IL-TUR: Benchmark for Indian Legal Text Under-
standing and Reasoning) has recently provided a
standardized testbed for a number of Indian legal
tasks, including LSI; we adopt its LSI split for eval-
uation which comprises of 100 target statutes from
the Indian Penal Code (IPC), the main legislation
codifying criminal laws in India.

Large Language Models (LLMs) that are solely
trained on text, however, frequently lack explicit
structural knowledge of the law, which results in
predictions that are either ungrounded or incom-
plete. We fill this gap by creating a domain-specific
Knowledge Graph (KG) of the Indian Penal Code
(IPC) that encodes cross-references between sec-
tions sourced from the National Crime Records Bu-
reau as well as relationships between chapters, sec-
tions, and their titles and descriptions from IPC. We
incorporate this KG, an external, verifiable source
of legal knowledge, into LLMs to enhance their ac-
curacy, interpretability, and statutory identification
foundation.

2 Related Work

Over the past few years, Legal NLP has been a
fertile area for research. Researchers have explored
different aspects of the legal domain via various
tasks. Legal Statute Identification (LSI) is one of
the first steps in the judicial process is finding the
applicable statutes/laws based on the facts of the
current situation.

Current research has started to integrate graph
structures into the analysis of legal documents.
Paul et al. (2022) (Paul et al., 2022a) proposed
LeSICiN, a graph-based heterogeneous model for
Legal Statute Identification (LSI) that represents
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Figure 1: NyayGraph Workflow Diagram

citation networks between case documents and
IPC sections. Their method integrates textual fea-
tures with structural graph information utilizing
metapath-based aggregation for inductive link pre-
diction. Though LeSICiN reflects advancement
in comparison to text-only approaches, it is only
applicable to criminal law codes. It also requires
pre-existing citation networks, and hence not vi-
able for statutory examination in the absence of
established case law precedents.

Likewise, Wendlinger et al. (2025) (Wendlinger
et al., 2025) suggest mutual citation heterogeneous
graph enrichment-based prediction, but with case-
by-case citation instead of statutory connections.

Early methods of constructing legal knowledge
graphs primarily focused on information extrac-
tion from court rulings and case files. Jain et al.
(2022) (Jain et al., 2022) proposed a rule-based
approach to constructing knowledge graphs from
Indian Supreme Court rulings. Although Jain et
al.’s work provides valuable insights into legal en-
tity extraction, it suffers from a number of impor-
tant limitations that prevent the use of the work to
conduct in-depth legal analysis. Their case-focused
approach identifies metadata from court decisions
but does not focus on identifying the underlying
statutory design or inter-section relation among le-
gal codes.

Recent efforts have looked into various ways to
model semantic relationships in legal texts. Bhard-
waj et al. (2022) (Bhardwaj et al., 2022) created
thematic similarity measures for Indian legal doc-
uments using knowledge graphs, focusing on cap-
turing conceptual relationships between legal con-
cepts rather than statutory structure.

The issue of multi-semantic relationships in legal
knowledge graphs has been tackled using different
embedding methods. Zhou et al.’s multi-task model
incorporating translational embedding shows the
importance of capturing complex semantic relation-
ships beyond simple citation patterns (Zhou et al.,
2024).

Although the majority of the current work has
concentrated on case documents, scant literature
has examined holistic statutory structure modeling.

Conventional methods have depended greatly on
citation networks and case precedents, restricting
their use to full legal frameworks. Paul et al. (2022)
(Paul et al., 2022a) presented LeSICiN, employing
citation inter-relations between case documents and
IPC sections via heterogeneous graph modeling but
was limited by citation dependency.

Existing methods need either large case docu-
ment sets (Dong et al., 2021; Zhou et al., 2024) or
pre-existing citation networks (Paul et al., 2022a),
thus limiting applicability to new or developing le-
gal systems. Existing methods only address highly
cited provisions or certain case types, and not over-
all statutory analysis. Existing methods are based
on citation or co-occurrence relationships alone,
lacking sophisticated statutory relationships like hi-
erarchical dependencies, crime classification group-
ings, amendment histories etc. Existing knowledge
graphs cannot be updated with the evolving legal
framework and amendments, as updates need to be
made by reconstructing them entirely.

In contrast to citation-based techniques or case-
document centric methods, our research builds
knowledge graphs from official crime statistics and
statutory structure directly. By combining NCRB
crime classification statistics with IPC hierarchical
structure, we establish factual statistical relation-
ships embodying actual legal practice patterns from
real life. Our method overcomes important limita-
tions of previous efforts through the ability to per-
form total statutory framework analysis without the
need for precedential established cases, providing
automated construction without legal domain ex-
pertise, utilizing a multiplicity of relationship types
founded on legal structure and empirical crime
evidence, and incorporating a hierarchy-agnostic
framework applicable to any hierarchically struc-
tured statutory system.

3 Dataset

We compare our approach on the Legal Statute
Identification (LSI) sub-task of the IL-TUR bench-
mark (Joshi et al., 2024), the largest and most
recently available dataset for this task in the In-
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Dataset Characteristic Value

Dataset ILSI
# Documents 66,090
# Labels 100

Train/Dev/Test Split

Train 42,835
Dev 10,200
Test 13,039

Avg. Document Size (in #words) 2406
Avg. no. of citations (#labels per doc) 3.78

Table 2: Summary of the ILSI Dataset Statistics.

dian legal domain. It was constructed from 66,000
Supreme Court and High Court judgments, each
of which cited one or more statute from a target
list of 100 most frequently occurring sections of
the Indian Penal Code (IPC), the primary codifica-
tion law of criminal law in India. The dataset is an
extension of the previous ILSI corpus released by
Paul et al. (2022) (Paul et al., 2022a), with entities
anonymized (e.g., PERSON, ORGANIZATION) to min-
imize bias, as is best practice in Indian legal NLP
(Malik et al., 2021).

A full dataset statistics breakdown, including
size, label distribution, and splits, is shown in Ta-
ble 2.

We selected this IL-TUR LSI due to the fol-
lowing reasons. It possesses: (1) real-world cov-
erage of Indian legal statutes, (2) realistic multi-
label nature of data, (3) dataset size sufficient for
deep learning algorithms, (4) coverage of case facts
and statute descriptions, and (5) standard prepro-
cessing and quality control. These properties are
best suited for evaluating the impact of our knowl-

edge graph-assisted approach on legal statute iden-
tification performance. The multilabel nature of
the dataset—mean of 3.78 statutory citations per
case—is best served by our knowledge graph de-
sign, in which interstatute relationships are explic-
itly modeled.

4 Methodology

4.1 Knowledge Graph Construction

We built a comprehensive domain-specific Knowl-
edge Graph (KG) of the Indian Penal Code (IPC)
through a systematic multi-source integration pro-
cess. Our approach combines the hierarchical or-
ganization of the IPC statute with empirical data
of crime class from actual government reports into
one semantic representation of Indian criminal law.

The construction process is based solely on offi-
cial government and authoritative legal publica-
tions to avoid subjective interpretation and pro-
vide accuracy. The main structural relationships of
Chapters, Sections, and their definitions were taken
directly from official IPC text published by the
Government of India.(Crime In India 2022, Statis-
tics Vol. I & Crime In India 2022, Statistics Vol.
II). This guarantees that there is no manual inter-
pretation or speculative legal linking in the KG and
that all relationships come from reliable legal or
government-published sources only.

The five node types of the KG architecture are
utilized to encode different facets of legal knowl-
edge representation. The schema is balanced be-
tween granularity and computational efficiency
with full coverage and no query performance degra-
dation. As illustrated in Table 1, the five node types
are: (1) Chapter nodes for the top 26 IPC divisions,
(2) Section nodes for the 571 legal provisions, (3)
SectionDescription nodes for the full textual con-
tent of provisions, (4) IPC_CRIMES_HEAD nodes
for the top 16 NCRB classification crime head cat-

Node Type Count Key Properties Description
Chapter 26 chapter (unique),

chapterTitle
Major divisions of the IPC.

Section 571 sectionNumber (unique),
sectionTitle

Legal sections under each chapter.

SectionDescription 571 id (unique),
sectionDescription,
embedding

Textual content of each section and vector
embedding for retrieval.

IPC_CRIMES_HEAD 16 name NCRB top-level crime categories.
IPC_CRIMES_SUBHEAD 41 name NCRB subcategories under each crime head.

Table 1: Node Types and Properties in the Knowledge Graph.
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egories, and (5) IPC_CRIMES_SUBHEAD nodes
for the 41 domain-specific crime sub-head cate-
gories. Each node type has some properties opti-
mized for various query patterns and downstream
applications.

Eight relationship types were systematically ex-
tracted from the source documents, each with
specific semantic roles in legal analysis (Ta-
ble 3). Hierarchical relationships (BELONGS_TO,
HAS) mirror directly the statutory organization
from the IPC structure. Crime classification re-
lationships (HAS_SECTION, COMES_UNDER,
HAS_SUB_HEAD) map the empirical NCRB tax-
onomy onto statutory provisions, enabling anal-
ysis of real crime patterns. Cross-reference re-
lationships (CITES, CITED_IN) were extracted
through systematic parsing of statutory text for
overt section references. Content relationships
(IS_STATED_IN) link sections to their descriptive
text for semantic processing. The overall graph has
1,225 nodes linked by 2,632 relationships (Table 4),
the most comprehensive structural representation
of the IPC to date.

The graph was built with Neo4j due to its
Cypher query language that is feature-rich and
graph-traversal-optimized performance. Data in-
gestion employed a manual-to-digital conversion
process: (1) systematic transcription of IPC hierar-
chical structure as explicitly organized in the offi-
cial statute, (2) direct mapping of NCRB crime cat-
egories to published categorization sections with-
out interpretation, (3) manual identification and
encoding of cross-references since they evidently

Metric Value
Total Nodes 1,225

Total Relationships 2,632

Node Types 5

Relationship Types 8

Graph Database Platform Neo4j

Table 4: Overall Knowledge Graph Summary.

appear in the statutory text, and (4) automatic em-
bedding generation of transcribed textual content
with the InLegalBERT model (Paul et al., 2022b).

All relationship construction was done using ad-
hoc Cypher queries that encode the factual rela-
tionships directly from the source documents. For
instance, NCRB (Table 3) clearly states which
IPC sections come under each head of crime,
and these mappings were translated directly into
HAS_SECTION and COMES_UNDER relation-
ships without any legal analysis or interpretation.
The construction process is fully traceable to source
documents, where each relationship type is trace-
able to particular tables or sections in the quoted
government reports. This manual but objective
process delivers precision without the vagaries of
automated legal text parsing, which would be sub-
ject to advanced natural language processing and
possible legal interpretation.

5 Evaluations and Results

5.1 KG Inferencing

To enable semantic similarity calculations, section
descriptions were converted to dense vector repre-
sentations via the law-ai/InLegalBERT (Paul et al.,

Relationship From Node(s) To Node(s) Count Purpose
BELONGS_TO Section Chapter 572 Maps each section to its

chapter.
HAS Chapter Section 572 Hierarchical containment

from chapters to sections.
HAS_SECTION IPC_CRIMES_HEAD /

IPC_CRIMES_SUBHEAD
Section 228 Links crime categories to

sections.
HAS_SUB_HEAD IPC_CRIMES_HEAD IPC_CRIMES_SUBHEAD 41 Links NCRB crime head to

its subheads.
COMES_UNDER Section IPC_CRIMES_HEAD /

IPC_CRIMES_SUBHEAD
228 Maps sections to NCRB

crime categories.
CITES Section / Chapter Section / Chapter 210 Indicates statutory cross-

references.
CITED_IN Section / Chapter Section / Chapter 210 Reverse direction of CITES

relationship.
IS_STATED_IN Section SectionDescription 571 Links section to its descrip-

tive text.

Table 3: Relationship Types in the Knowledge Graph.

150



2022b) model. The transformer model was selected
due to its established performance on Indian legal
texts with computational efficiency in the process-
ing of big data. The embeddings enable semantic
similarity calculations across legal provisions re-
gardless of structural connections, supporting intri-
cate query patterns such as concept-based section
retrieval and thematic clustering of similar legal
provisions.

We assess the value of our IPC knowledge
graph by performing a direct, graph-only inference
pipeline initially that identifies applicable statutes
for every case fact based on a mix of semantic sim-
ilarity and graph traversal. The experiments are
performed on the IL-TUR LSI test split.

We calculate 768-dimensional embeddings for
every case fact using the law-ai/InLegalBERT
model with mean pooling. We then in-
dex a query to the Neo4j vector index for
the SectionDescription.embedding property to
find the top-k most similar sections, where k ∈
{5, 8, 10}.

From the initially retrieved sections, we expand
predictions by traversing three relationship types
in the KG:

• Forward citations: Sections cited by the re-
trieved sections (CITES).

• Reverse citations: Sections that cite any of the
retrieved sections (CITED_IN).

• Crime-head adjacency: Sections sharing
the same NCRB crime head or subhead
(COMES_UNDER, HAS_SECTION).

Filtering and Aggregation. We normalize all
predicted section labels to canonical form (e.g.,
“294(b)” → “294B”) and filter against the 100 valid
IPC sections as per IL-TUR. The final prediction
set is the union of similarity and expansion candi-
dates, with a fallback to the top-3 similarity hits
when no candidates remain.

We evaluate retrieval performance in terms of a
set of ranking and multi-label metrics across the
IL-TUR test set. For a given test instance, we

match the ranked list of predicted sections with the
ground-truth set and calculate:

• Mean Reciprocal Rank (MRR) – The aver-
age reciprocal of the rank at which the first
correct section appears (Voorhees, 1998).

• Mean Average Precision (MAP) – The mean
of the average precision values over all test
cases (Manning et al., 2008).

• Precision@k (P@k) – The fraction of correct
sections within the top-k predictions.

P@k =
|{Relevant ∩Retrieved@k}|

k

• Recall@k (R@k) - The fraction of true sec-
tions retrieved in the top-k.

R@k =
|{Relevant ∩Retrieved@k}|

|{Relevant}|

(Manning et al., 2008).

• Normalized Discounted Cumulative
Gain@k (NDCG@k) – position-weighted
measure of ranking quality, normalized by the
ideal DCG (Järvelin and Kekäläinen, 2002).

• Hit@k (H@k) - The percentage of cases with
at least one true section in the top-k predic-
tions (Manning et al., 2008).

The figure in Table 5 illustrates the effectiveness
of our knowledge graph-augmented method for
Legal Statute Identification at different retrieval
depths. Some surprising insights can be deduced
from this comparison:

Scaling of Performance with k: All the perfor-
mance metrics improve steadily as k scales from
5 to 10. MRR improves by 43.3% (0.0826 →
0.1184), i.e., more relevant sections get ranked
higher in larger result lists. Similarly, MAP im-
proves by 42.3% (0.0286 → 0.0407), i.e., precision
on all relevant items is improved. This scaling
trend indicates that the graph traversal effectively

Run (k) MRR MAP H@k P@k R@k NDCG@k

top_k = 5 0.0826 0.0286 0.1073 0.0237 0.0380 0.0424
top_k = 8 0.1038 0.0359 0.1901 0.0278 0.0672 0.0586
top_k = 10 0.1184 0.0407 0.2538 0.0309 0.0899 0.0709

Table 5: KG inference performance on the IL-TUR test set for different top_k values.
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retrieves more relevant sections beyond the initial
similarity-based retrieval.

Enhancement in Recall through Graph
Traversal: Most significant enhancements are in
recall metrics. R@10 is 0.0899, which is a 136.8%
enhancement over R@5 (0.0380). notable recall en-
hancement supports our hypothesis that structural
relationships in the IPC knowledge graph capture
relevant connections between statutes not apparent
through text similarity. The crime-head adjacency
and citation relationships correctly identify relevant
provisions with shared legal contexts.

Hit Rate and Coverage: Hit@k improves dra-
matically to 25.38% at k=10, It is a 136.5% im-
provement on Hit@5 (10.73%), which means that
graph expansion greatly improves the chances of
returning relevant statutes for all cases.

Precision-Recall Trade-off: Precision sees only
slight improvements (P@5: 0.0237 → P@10:
0.0309), whereas the dramatic recall improvements
confirm that our approach does expand the rele-
vant candidate set without too much spuriousness.
The NDCG@k improvements (0.0424 → 0.0709)
confirm that the additional retrieved segments also
have good ranking quality.

Challenges in Legal Domain: The multi-label
aspect of the task, with an average of 3.78 labels
per case in IL-TUR, means that even modest gains
in each measure have significant practical utility in
legal scholarship and case analysis.

These experiments show that our IPC knowledge
graph is highly effective for statute identification,
with the graph traversal component having sub-
stantial recall and coverage enhancements while
maintaining competitive precision. The steady en-
hancement of all the measures as k grows larger
shows that practitioners can adjust the depth of
retrieval to their specific precision-recall needs.

5.2 LLM Inference

We built and evaluated a retrieval-augmented LLM
pipeline that improves a Large Language Model
with structured context from the IPC Knowledge
Graph (KG). The setup uses a Neo4j vector in-
dex for semantic retrieval and an Ollama-hosted
Llama3.1 8B model (Grattafiori et al., 2024) for
scoring and generation. Detailed configurations of
the inference pipeline is listed in Table 6. The com-
pleted scripts are available in the supplementary
repository.

5.2.1 Pipeline
Given case facts, the LLM pipeline executes the
following steps:

1. Semantic retrieval: Encode the input using a
legal-domain Bert based Transformer model
(law-ai/InLegalBERT, mean-pooling, 512-
token truncation) and query the Neo4j vec-
tor index section_desc_embedding_index
to retrieve the top-k section description nodes
(default k = 3). InLegalBERT is a legal-
domain PLM shown to improve performance
on Indian legal tasks. (Paul et al., 2022b)

2. KG expansion: For each retrieved section the
system retrieves (i) outbound cited sections
(CITES), (ii) inbound citations (CITED_IN),
and (iii) other sections under the same
NCRB crime head/subhead (COMES_UNDER,
HAS_SECTION). These Cypher queries are ex-
ecuted in the retriever class and returned in a
structured context object.

3. Prompt construction: The KG-formatted
context is added to the case facts. A limited
system instruction then tells the model to out-
put only canonical IPC section numbers in a
bracketed list (this reduces hallucination and

Hyperparameter / Setting Value (from code)
KG embedding model law-ai/InLegalBERT

Embedding pooling mean-pooling, max_len=512

Neo4j vector index section_desc_embedding_index

KG retrieval top-k 3

Ollama temperature (example run) 0.6

Ollama max tokens (example run) 4096

Dataset Exploration-Lab/IL-TUR, subset=lsi (test split)

Prompt format KG context + Case facts + restricted system prompt

Table 6: Configurations used for the LLM+KG inference runs (values taken from the provided scripts).
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simplifies automatic evaluation). Approaches
that combine text and graph structure for LSI
have shown to be effective in prior work (e.g.,
LeSICiN). (Paul et al., 2021). Refer A.1 for
system prompt.

4. LLM scoring/generation: The enhanced
prompt is sent to the Ollama generation API,
the response and the KG context used are
saved for each example.

5. Post-processing: model outputs are normal-
ized to canonical section tokens (e.g., 302,
294B), mapped to the IL-TUR 100-section tar-
get set (Joshi et al., 2024), and added to a CSV
for evaluation.

We evaluate model outputs using a deterministic
post-processing and metric pipeline.

5.2.2 Normalization & mapping
The evaluation pipeline performs three main steps:

1. Normalize raw model responses (function
normalize_model_response): this extracts
numeric tokens and common suffixes (A/B/C),
expands numeric ranges (e.g., ‘402-405’ →
‘402 403 404 405’), collapses tokens like ‘403
(a)’→ ‘403A’, strips noise words (e.g., ‘sec-
tion’, ‘ipc’), and returns a canonical bracketed
string (e.g., ‘[302 304]’).

2. Map canonical tokens to IL-TUR IDs: a
reverse mapping converts normalized section
tokens into the IL-TUR label ids (1..100). We
preserve the canonical format used by the IL-
TUR benchmark to avoid label-mismatch is-
sues. (Joshi et al., 2024)

5.2.3 Evaluation Metrics
Outputs are binarized with sklearn’s
MultiLabelBinarizer and evaluated using
micro/macro Precision, Recall and F1; per-sample
precision/recall/F1 are also computed and ap-
pended to the CSV for fine-grained analysis.

(Pedregosa et al., 2011). We report both micro-
averaged and macro-averaged Precision, Recall,
and F1 scores. Micro scores treat all true and
predicted section labels across the test set as
one group. This highlights overall correctness.
Macro scores average the metrics across classes.
They give equal weight to both rare and frequent
sections.

5.2.4 Quantitative comparison and analysis
Table 7 summarizes micro- and macro-averaged

Precision, Recall, and F1 for three inference modes:
(i) a standard LLM baseline, (ii) the LLM enhanced
with IPC KG context (LLM+KG, top_k=10), and
(iii) a KG-only expansion-based retrieval. The stan-
dard LLM achieves the highest overall micro-F1
score of 0.072, showing the best balance between
precision and recall under strict multi-label eval-
uation. The KG-only pipeline attains the highest
recall (micro R = 0.091), but this comes with very
low precision, resulting in many false positives.
The combined LLM+KG approach improves recall
compared to the standard LLM (0.067 vs 0.061),
but it results in a lower micro-F1 score of 0.059.
This indicates that the model did not filter or re-rank
the additional candidates from the KG effectively.

These results suggest that while the KG greatly
improves coverage by reducing false negatives, sim-
ply adding KG context to the prompt or making ba-
sic expansions increases false positives. It requires
a stronger re-ranking or calibration step to turn
this coverage into improved accuracy. Retrieval-
augmented methods typically need a learned re-
ranking or calibration stage to transform recall
gains into better overall accuracy (Lewis et al.,
2020; Nogueira and Cho, 2019; Karpukhin et al.,
2020).

Why did the KG not uniformly improve F1?
Our analysis points to several factors:

• Precision-recall tradeoff from KG expan-
sion. The KG-only expansion significantly
boosts candidate recall but also adds many ir-
relevant candidates. Without a good reranker,

Run Pmicro Rmicro F1micro Pmacro Rmacro F1macro

Vanilla_Tnference_Llama_3.1_8B 0.087 0.061 0.072 0.082 0.066 0.048
KG_Inference_top_k_10_Llama_3.1_8B 0.053 0.067 0.059 0.071 0.074 0.035

KG_Only_Inference_top_k_10 0.044 0.091 0.059 0.028 0.098 0.021

Table 7: LLM and KG inference results on the IL-TUR LSI test split. Values are micro- and macro-averaged
Precision, Recall and F1. The KG runs use expansion with top_k=10 (chosen from prior KG-only tuning).
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the LLM is more likely to include those irrel-
evant candidates in its output (Sokolova and
Lapalme, 2009; Powers, 2011).

• Class imbalance. The low macro-F1 values
indicate many classes are under-served. KG
expansion can increase macro-recall in some
cases, but it results in poor macro-precision
(Sokolova and Lapalme, 2009).

• Prompt and decoding effects. Prompt de-
sign and decoding settings (temperature, sam-
pling strategy) significantly impact whether
the added context helps or confuses the model.
Deterministic decoding and few-shot prompt
examples can reduce formatting and halluci-
nation errors (Brown et al., 2020).

Practical recommendations and next ablations
To turn KG coverage gains into net performance
improvement we recommend the following experi-
ments (or future work):

1. Tune retrieval k for LLM+KG separately:
the k selected from KG-only experiments (10)
may be too large when KG context is fed to
the LLM. Report LLM+KG results for k ∈
{3, 5, 8, 10} (Lewis et al., 2020)..

2. Reranker: train a learned reranker that com-
bines the LLM score with KG-derived fea-
tures (citation-degree, shared crime-head flag,
shortest-path length). This should reduce false
positives introduced by expansion (Nogueira
and Cho, 2019; Karpukhin et al., 2020).

3. Prompt engineering: test deterministic infer-
ence (temperature=0), and add 1–2 few-shot
examples of correct bracketed outputs to re-
duce format and hallucination errors (Brown
et al., 2020)..

4. Ablate KG components: inject only citations,
only NCRB crime-head context, or both; com-
pare effects on precision/recall.

Resource constraints Our experimental scope
was limited by the computational and financial re-
sources we had. Specifically, we could not per-
form extensive hyperparameter sweeps, evaluate
additional large instruction-tuned models, or test
proprietary cloud-hosted LLMs, such as GPT-4, be-
cause of costs and infrastructure issues (Strubell
et al., 2019; Schwartz et al., 2020). When possi-
ble, we prioritized controlled comparisons among

vanilla LLM, LLM+KG, and KG-only using lo-
cally available Ollama-hosted models and smaller
LLM families. These limitations also led us to fo-
cus the KG on the IPC instead of creating a larger
multi-act KG. We chose an efficient embedding
model, InLegalBERT, that balances retrieval perfor-
mance with computational cost. We acknowledge
this limitation and provide sanitized code and ex-
act configuration details to help groups with larger
computing budgets reproduce our work.

6 Conclusion

In summary, this work contributes (1) a repro-
ducible IPC knowledge graph anchored in official
statutory and NCRB sources, (2) an interoperable
retrieval + KG + LLM pipeline for LSI, and (3) an
empirical analysis showing that KG-derived struc-
ture meaningfully increases coverage but requires
careful retrieval/ranking design to improve end-to-
end statutory identification performance. We be-
lieve the KG and the experimental recipe provided
here can serve as a foundation for future work in
KG-grounded legal NLP, especially for targeted
reranking, human-in-the-loop validation, and scal-
able extensions across additional Indian statutes
and case-law corpora.

7 Limitations

Our study presents two principal limitations. First,
the knowledge graph’s scope is restricted to the
Indian Penal Code and NCRB crime classifications,
excluding other statutes, procedural codes, or case-
law citations, which limits generalizability to civil
law, regulatory frameworks, or multi-statutory con-
texts. Second, computational constraints necessi-
tated the use of locally-hosted Ollama models and
smaller transformer architectures, precluding evalu-
ation of large proprietary instruction-tuned models
(e.g., GPT-4, Claude) that may exhibit different
performance characteristics and limiting the scope
of ablation studies.

8 Future Work

A number of promising avenues follow from our re-
sults and limitations. We intend to train lightweight
learned rerankers that incorporate LLM scores
and KG-extracted features (citation degree, crime-
head relationships, graph distances) to minimize
false positives from naive expansion, while expand-
ing the knowledge graph to include other statutes

154



(CrPC, Evidence Act), case citations, and amend-
ment histories with expert verification. System-
atic ablation experiments will fine-tune retrieval
parameters, context crafting, and prompt engineer-
ing techniques on bigger instruction-tuned mod-
els and cloud APIs to determine strong operating
points. They will also evaluate prediction sound-
ness and explainability advantages through human-
in-the-loop experiments involving legal profession-
als, along with hybrid retrieval architecture mix-
ing sparse and dense approaches with reranking
pipelines to enhance candidate accuracy prior to
graph-based expansion.

9 Ethics Statement

All KG content and evaluation data are derived
from publicly available sources (the IPC statute text
and NCRB reports) and the anonymized IL-TUR
benchmark; we do not use private or unredacted
court records. The KG is a factual transcription
of those sources and is not a substitute for legal
interpretation. Outputs from our models should
never be treated as legal advice; they are intended
for research and decision-support under expert su-
pervision only.

We take several practical mitigations: (i) pre-
serve provenance for KG edges, (ii) use determin-
istic evaluation and conservative post-processing
to reduce spurious matches, (iii) omit any private
credentials from released artifacts, and (iv) recom-
mend human-in-the-loop validation (legal experts)
before any operational use. Finally, we acknowl-
edge limitations (class imbalance, extraction noise,
compute constraints) and encourage future work
on expert audits, reranking, and controlled deploy-
ments prior to real-world use.
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Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and
Wen tau Yih. 2020. Dense passage retrieval for
open-domain question answering. In Proceedings
of EMNLP, pages 6769–6781.

Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio
Petroni, Vladimir Karpukhin, Naman Goyal, Hein-
rich Kuttler, Mike Lewis, Wen tau Yih, Tim Rock-
täschel, and Sebastian Riedel. 2020. Retrieval-
augmented generation for knowledge-intensive nlp.
In Advances in Neural Information Processing Sys-
tems (NeurIPS) Workshop on Learning with Limited
Labeled Data. RAG model; retrieval+generation
framework.

Vijit Malik, Rishabh Sanjay, Shubham Kumar Nigam,
Kripa Ghosh, Shouvik Kumar Guha, Arnab Bhat-
tacharya, and Ashutosh Modi. 2021. Ildc for
cjpe: Indian legal documents corpus for court judg-
ment prediction and explanation. arXiv preprint
arXiv:2105.13562.

Christopher D. Manning, Prabhakar Raghavan, and Hin-
rich Schütze. 2008. Introduction to information re-
trieval. Cambridge university press.

Rodrigo Nogueira and Kyunghyun Cho. 2019. Pas-
sage re-ranking with bert. arXiv preprint
arXiv:1901.04085.

Shounak Paul, Pawan Goyal, and Saptarshi Ghosh. 2021.
Lesicin: A heterogeneous graph-based approach for
automatic legal statute identification from indian le-
gal documents. In arXiv preprint arXiv:2112.14731.

Shounak Paul, Pawan Goyal, and Saptarshi Ghosh.
2022a. Lesicin: A heterogeneous graph-based ap-
proach for automatic legal statute identification from
indian legal documents. In Proceedings of the

155

https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2005.14165
https://doi.org/10.18653/v1/2024.acl-long.618
https://doi.org/10.18653/v1/2024.acl-long.618
https://arxiv.org/abs/2004.04906
https://arxiv.org/abs/2004.04906
https://arxiv.org/abs/1901.04085
https://arxiv.org/abs/1901.04085
https://arxiv.org/abs/2112.14731
https://arxiv.org/abs/2112.14731
https://arxiv.org/abs/2112.14731


AAAI conference on artificial intelligence, volume 36,
pages 11139–11146.

Shounak Paul, Arpan Mandal, Pawan Goyal, and Sap-
tarshi Ghosh. 2022b. Inlegalbert: Pre-trained lan-
guage models for indian legal texts. arXiv preprint
arXiv:2209.06049.

Fabian Pedregosa, Gérald Varoquaux, Alexandre Gram-
fort, Vincent Michel, Bertrand Thirion, Olivier Grisel,
Mathieu Blondel, Andreas Müller, and et al. 2011.
Scikit-learn: Machine learning in python. Journal of
Machine Learning Research, 12:2825–2830.

David M. W. Powers. 2011. Evaluation: From precision,
recall and f-measure to roc, informedness, marked-
ness & correlation. Journal of Machine Learning
Technologies, 2(1):37–63.

Roy Schwartz, Jesse Dodge, Noah A. Smith, and Oren
Etzioni. 2020. Green ai. Commun. ACM, 63(12):54–
63.

Marina Sokolova and Guy Lapalme. 2009. A system-
atic analysis of performance measures for classifica-
tion tasks. Information Processing & Management,
45(4):427–437.

Emma Strubell, Ananya Ganesh, and Andrew McCal-
lum. 2019. Energy and policy considerations for
deep learning in nlp. In Proceedings of the 57th An-
nual Meeting of the Association for Computational
Linguistics (ACL), pages 3645–3650.

Ellen M Voorhees. 1998. Variations in relevance judg-
ments and the measurement of retrieval effectiveness.
In Proceedings of the 21st annual international ACM
SIGIR conference on Research and development in
information retrieval, pages 315–323.

Lorenz Wendlinger, Simon Alexander Nonn, Abdul-
lah Al Zubaer, and Michael Granitzer. 2025. The
missing link: Joint legal citation prediction using
heterogeneous graph enrichment. arXiv preprint
arXiv:2506.22165.

Jie Zhou, Xin Chen, Hang Zhang, and Zhe Li. 2024.
Automatic knowledge graph construction for judicial
cases. arXiv preprint arXiv:2404.09416.

A Appendix

A.1 System Prompt

This system prompt is used in both vanilla and KG
enhanced LLM inferencing.

You are an intelligent Legal Crime
Classification system. In the Indian legal
system, the Indian Penal Code (IPC) is an
Act in the Indian legislature that contains
many legal articles or ‘Sections’ that codify
different laws. Your task is, given the facts
or evidence of an Indian court case as input,
to predict the relevant or violated ‘Sections’
of the IPC as output.
Only predict from the following IPC Sections:
Section 2, Section 3, Section 4, Section 5,
Section 13, Section 34, Section 107, Section
109, Section 114, Section 120, Section
120B, Section 143, Section 147, Section
148, Section 149, Section 155, Section
156, Section 161, Section 164, Section
173, Section 174A, Section 186, Section
188, Section 190, Section 193, Section
200, Section 201, Section 228, Section
229A, Section 279, Section 294, Section
294(b), Section 299, Section 300, Section
302, Section 304, Section 304A, Section
304B, Section 306, Section 307, Section
308, Section 313, Section 320, Section
323, Section 324, Section 325, Section
326, Section 332, Section 336, Section
337, Section 338, Section 341, Section
342, Section 353, Section 354, Section
363, Section 364, Section 365, Section
366, Section 366A, Section 375, Section
376, Section 376(2), Section 379, Section
380, Section 384, Section 389, Section
392, Section 394, Section 395, Section
397, Section 406, Section 409, Section
411, Section 415, Section 417, Section
419, Section 420, Section 427, Section
436, Section 437, Section 438, Section
447, Section 448, Section 450, Section
452, Section 457, Section 465, Section
467, Section 468, Section 471, Section
482, Section 494, Section 498, Section
498A, Section 500, Section 504, Section 506,
Section 509, Section 511
Your output MUST be ONLY the list of relevant
IPC Section numbers in square brackets,
separated by spaces.
Do NOT include any explanation, punctuation,
or text other than this list format.
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Abstract

The rise of influencer marketing has blurred
boundaries between organic content and spon-
sored content, making the enforcement of le-
gal rules relating to transparency challenging.
Effective regulation requires applying legal
knowledge with a clear purpose and reason,
yet current detection methods of undisclosed
sponsored content generally lack legal ground-
ing or operate as opaque “black boxes.” Using
1,143 Instagram posts, we compare gpt-5-nano
and gemini-2.5-flash-lite under three prompting
strategies with controlled levels of legal knowl-
edge provided. Both models perform strongly
in classifying content as sponsored or not (F1
up to 0.93), though performance drops by over
10 points on ambiguous cases. We further de-
velop a taxonomy of reasoning errors, showing
frequent citation omissions (28.57%), unclear
references (20.71%), and hidden ads exhibit-
ing the highest miscue rate (28.57%). While
adding regulatory text to the prompt improves
explanation quality, it does not consistently im-
prove detection accuracy. The contribution of
this paper is threefold. First, it makes a novel
addition to regulatory compliance technology
by providing a taxonomy of common errors
in LLM-generated legal reasoning to evaluate
whether automated moderation is not only accu-
rate but also legally robust, thereby advancing
the transparent detection of influencer market-
ing content. Second, it features an original
dataset of LLM explanations annotated by two
students who were trained in influencer mar-
keting law. Third, it combines quantitative and
qualitative evaluation strategies for LLM ex-
planations and critically reflects on how these
findings can support advertising regulatory bod-
ies in automating moderation processes on a
solid legal foundation.

1 Introduction and background

The rapid rise of social media has made influencer
marketing a central strategy for brands seeking to

shape followers’ purchasing decisions through in-
fluencers’ reach and credibility (De Veirman et al.,
2017). While effective at enhancing trust and en-
gagement, this strategy is often opaque, as influ-
encers generally avoid disclosures to maintain au-
thenticity or protect follower engagement. Con-
sequently, sponsored content is frequently hidden
or inadequately disclosed (Ershov and Mitchell,
2020), limiting the consumers’ ability to recognise
advertising1 and making regulatory oversight diffi-
cult.

Distinguishing ads from organic posts can be
ambiguous (Figure 1); tagged brands may signal
sponsorship or merely personal preference. Even
with close scrutiny, regulators can misjudge cases,
risking unfair penalties for legitimate influencers
and causing complaints, as seen in (Code, 2023c)
before the Dutch self-regulatory body Stichting
Reclame Code (SRC)2, where an independent jury
justified its decision using legal reasoning.

The lack of transparency in influencer market-
ing is the largest issue consistently identified by
self-regulatory bodies (Code, 2025; Practice, 2025;
Almed, 2024). Self-regulators are industry organi-
sations that make private rules for businesses. The
main challenge for such bodies trying to measure
compliance with their own rules in practice is the
sheer amount of social media posts that can poten-
tially contain commercial content. The fact that
social media platforms do not allow anyone to thor-
oughly search their databases further complicates
the enforcement of transparency standards. For
practitioners, separating organic content from ads
is the first step in assessing the compliance of in-
fluencer marketing with advertising law and self-
regulatory codes. This is a laborious process that
requires experts to spend their time viewing social
media posts that might not contain any advertising.

1This paper uses the terms advertising, sponsored content
(posts), and ads interchangeably

2https://www.reclamecode.nl/over-de-src/over-de-src/
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Figure 1: Example of an Instagram post that may be
sponsored due to the presence of tagged brands.

Commercially available software platforms aid in
this process by using keyword filters3, which are
usually not accurate enough to eliminate all organic
posts from a sample.

In response to these challenges, computational
research has sought to automate the detection of
undisclosed ads (Zarei et al., 2020; Kim et al., 2021;
Martins et al., 2022; Mathur et al., 2018; Bertaglia
et al., 2023, 2024), but current methods face two
limitations: (1) they often lack a solid legal foun-
dation, exposing regulators to pushback in relation
to their decisions, and (2) they prioritise accuracy
over explanation (Rogers et al., 2023). Without a
reasoning process, detection systems risk crossing
boundaries that may conflict with free speech or
other protected interests (Huang, 2025).

Large Language Models (LLMs) may offer
promising ways to address both of these gaps. They
can be prompted to reference relevant legal rules
and provide explanations for their outputs, which
makes the results more transparent and easier to
interpret (Louis et al., 2024). At the same time,
LLMs are prone to errors (e.g. hallucinations,
weak grounding (Dahl et al., 2024; Bang et al.,
2025)). This paper explores the potential of LLMs
for detecting undisclosed influencer marketing by
examining how they identify hidden advertising
and evaluating the quality of their accompanying
legal reasoning. Our main contributions are (1) a
taxonomy of common errors in legal reasoning gen-
erated by LLM, extending previous research to a
complex domain-specific context, namely, the de-
tection of undisclosed advertisements on social net-
works, which also serves as a broader example of
automatic compliance monitoring; (2) an original
dataset of LLM explanations annotated by two stu-
dents who were trained in influencer marketing law;
(3) a demonstration of quantitative and qualitative
evaluation strategies for LLM explanations and crit-
ically reflects on how these findings can support
advertising regulatory bodies in automating mod-

3For example, https://www.influencermonitor.com/

eration processes on a solid legal foundation. In
general, our multidisciplinary approach, combining
legal expertise with computer science, advances re-
search on sponsored content detection and offers
practical insights directly applicable to the industry.
Finally, we make our material (data, code, annota-
tion results) available.4

2 Related Work

2.1 NLP and sponsored content detection

Recent advances in detecting hidden advertise-
ments on social media leverage both rule-based
and machine learning approaches (Gui et al., 2025;
Bertaglia et al., 2025). Rule-based methods detect
explicit cues such as coupon codes or campaign
hashtags like ‘#ad’ with high precision (Santos Ro-
drigues et al., 2021; Swart et al., 2020), but struggle
with implicit or unconventional disclosures. Ma-
chine learning methods, in contrast, capture com-
plex, context-dependent patterns from annotated
datasets. For example, Kim et al. (2021) combined
textual, visual, and social network features to im-
prove detection, Zarei et al. (2020) identified a
notable share of undisclosed Instagram promotions,
and Kok-Shun and Chan (2025) used GPT-4o to de-
tect sponsored YouTube segments with high accu-
racy. Despite these gains, a shared limitation is that
such models largely operate as black boxes, pro-
ducing accurate predictions without interpretable
reasoning.

2.2 LLM and legal texts

Parallel to advances in sponsored content detection,
research has explored the ability of LLMs to pro-
cess legal text across tasks such as legal question
answering (Yuan et al., 2024), judgment predic-
tion (Medvedeva and Mcbride, 2023; Chalkidis
et al., 2022), contract review (Hendrycks et al.,
2021), and legal reasoning (Guha et al., 2023), with
reviews summarising tasks, datasets, methods, and
challenges (Katz et al., 2023; Ariai and Demar-
tini, 2025). General-purpose LLMs like GPT-4 and
Claude perform well only after fine-tuning on le-
gal examples (Blair-Stanek et al., 2024), motivating
benchmarks that consolidate legal tasks into unified
evaluation frameworks (Guha et al., 2023; Fei et al.,
2024) or building more interpretable legal question
answering models using a Retrieval-Augmented
Generation (RAG) approach (Louis et al., 2024).

4https://github.com/HaoyangGui/Evaluating-LLM-
Generated-Legal-Explanations
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Related work has also examined LLM reasoning in
legal adjacent domains, where the study is not only
on the legal text but its application on real-world,
real-user data, such as policy interpretation (Pałka
et al., 2025; Palla et al., 2025) and content mod-
eration (Kolla et al., 2024), highlighting both the
potential and challenges of applying LLMs to spe-
cialised, rule-governed contexts similar to law.

2.3 Evaluating LLM output with legal
knowledge

Recent research has moved beyond measuring the
raw accuracy of LLMs in legal and policy-related
tasks to evaluating the trustworthiness and quality
of their explanations (Huang, 2025; Zhang et al.,
2024; Calderon et al., 2025). Across domains such
as legal reasoning (Kang et al., 2025; Mishra et al.,
2025), policy enforcement (Pałka et al., 2025), and
content moderation (Kolla et al., 2024), a key chal-
lenge is how to systematically assess LLM outputs
in relation to legal knowledge. Despite this growing
interest, progress is hindered by the lack of specific
datasets that provide legally-informed annotations,
which are critical for accurate benchmarking and
systematically assessing both classification perfor-
mance and the quality of generated legal reasoning.

Traditional evaluation metrics, such as accuracy,
F1 score, and correlation, provide a baseline to as-
sess classification performance (Bavaresco et al.,
2025; Ashktorab et al., 2025; Tan et al., 2025; Traut-
mann et al., 2024), but they fail to capture LLMs’
ability to understand context and nuance (Huang,
2025). Some studies incorporate lexical and seman-
tic similarity (Vats et al., 2023), while broader com-
putational metrics examine conflict rates among
LLM annotators (Wang et al., 2024), plausibil-
ity and faithfulness of explanations (Shailya et al.,
2025), groundedness (Trautmann et al., 2024), and
stability (Blair-Stanek and Durme, 2025), often
combined with statistical agreement with human
experts (Chiang and Lee, 2023; Calderon et al.,
2025).

Recognising that neither automated nor human
judgments are perfectly accurate, recent work em-
phasises transparency in LLM-generated output,
assessing qualities such as consistency, coherence,
and informational richness (Golovneva et al., 2023;
Prasad et al., 2023; Patel et al., 2024), alongside
manually identifying reasoning errors (Li et al.,
2023; Tyen et al., 2024; Mishra et al., 2025). For
instance, Mishra et al. (2025) develops an error
taxonomy for legal reasoning and methods to au-

tomate error detection. Collectively, these studies
highlight that while LLMs show promise for le-
gal and self-regulatory tasks, their out-of-the-box
performance is limited, and fine-tuning is often re-
quired. Crucially, prior research has not extended
these evaluation frameworks to complex, domain-
specific contexts, such as legal interpretation in
detecting undisclosed advertisements on social me-
dia, which is a key gap in compliance detection.

3 Study design and methodology

In this study, we evaluate how different LLMs clas-
sify influencer content and produce legal reasoning
to justify their identification of advertising in the
Dutch context. To this end, we created a dataset
consisting of three types of content: disclosed ad-
vertisements, hidden advertisements, and organic
posts (details are provided in the following section).
The dataset is first fed into three different LLMs
under three prompting strategies. Each model pro-
duces two outputs: (1) a binary classification in-
dicating whether the post constitutes an advertise-
ment, and (2) an accompanying explanation with
legal reasoning to justify the decision. Then, for all
posts and each type of content, we use two methods
to examine the outputs:

Quantitative evaluation: We assess advertise-
ment/organic content classification performance
using standard classification metrics. This enables
performance comparisons both within and across
categories, and allows us to select the two best-
performing models to proceed to the next step.
Limiting further evaluation to these top-performing
models helps avoid redundant comparisons and
streamlines the analysis process. As a baseline,
we use a TF-IDF (unigrams, bigrams) representa-
tion combined with logistic regression, employing
an 80:20 train-test split. We did not include other
deep learning models, such as BERT, as prior work
suggests that they perform even worse in this con-
text (Bertaglia et al., 2023).

Qualitative evaluation: We manually select bal-
anced representative cases from each content type.
Research assistants review the explanations by rat-
ing their helpfulness and annotating error types.
This reveals systematic patterns linking specific
errors to content types and prompting strategies.
We also provide a case analysis, where a senior
legal researcher reflects on the textual quality of a
selection of outputs.
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3.1 Dataset

The dataset used in this study originates from Gui
et al. (2024) and comprises 300,199 posts by in-
fluencers registered in the Dutch Video-Uploader
Registry 5. For the purposes of this research, we
focus exclusively on Instagram as the platform of
interest and restrict our analysis to posts written
in English. In line with the standards established
by Gui et al. (2024), we adopt the same criteria for
identifying sponsorship disclosures. Specifically,
we only include posts with so-called ‘green disclo-
sures’ (legally sufficient disclosed advertisement),
which meet the legal requirements set out in the
Dutch Advertising Code, resulting in 592 posts.

To construct a dataset for classification purposes,
we then randomly sample an equal number of posts
without green disclosures drawn from the same set
of influencers (15 or the maximum number of posts
by each), resulting in 551 posts. These posts may
contain either sponsored content or not; therefore,
three domain experts annotated these posts, dis-
tinguishing between hidden advertisements and or-
ganic content. The final labels are assigned through
a two-step process: two domain experts (ann1 and
ann2) must reach consensus, with any disagree-
ments or uncertain cases referred to the third do-
main expert (ann3). Excluding 10.34% uncertain
cases, annotators 1 and 2 achieve a 92.64% abso-
lute agreement rate and 0.74 Krippendorff’s Alpha,
indicating substantive agreement.

The final dataset includes 1,143 English-
language posts: 592 disclosed ads, 127 undisclosed
ads, and 424 organic posts. To evaluate the ability
of LLMs to detect hidden advertising, all explicit
disclosure cues (such as #ad, etc.) are removed
from the disclosed ads before model input. Table 1
provides a detailed description of the dataset, show-
ing that organic posts tend to be shorter and include
fewer hashtags and mentions. In contrast, spon-
sored posts are generally more similar to each other
than to organic content, which increases the chal-
lenge of accurately distinguishing between these
categories.

3.2 Models and prompts

We employ three prompting strategies, each with
identical task instructions but varying in the degree
of provided legal knowledge. By gradually reduc-
ing the amount of legal context, we aim to examine
the extent to which LLMs rely on and apply legal

5https://www.cvdm.nl/registers/

knowledge when identifying advertisements. In all
cases, each prompt instructs the LLM to determine
whether a post is advertising and to provide a legal
reasoning explanation. The three levels of legal
knowledge are defined as follows:

• Original codes with explanations: This
prompt incorporates the full regulatory text
issued by Stichting Reclame Code (SRC), a
Dutch self-regulatory organisation that pro-
motes responsible advertising in addition to
legislation. This prompt includes the origi-
nal regulation text and the corresponding ex-
planations from the General Section and the
special Advertising Code Social Media & In-
fluencer Marketing (RSM). This context is the
most comprehensive form of legal knowledge
based on text.

• Original codes without explanations: This
prompt contains the same full regulatory text
from the SRC as above, but omits the explana-
tory notes.

• Names of the advertising codes only: This
prompt merely references the titles of the two
codes (General Section and RSM), without
including the substantive legal texts.

To ensure comparability, we designed a single
base instruction prompt (shown in Appendix A),
which was adapted for each strategy. This base
prompt was validated and refined through manual
inspection of sample cases and iterative discussions
among the co-authors. Although this process re-
sulted in minor differences in wording across the
three strategies, the overall task structure and re-
quirements remained consistent.

We evaluated the three prompting strategies us-
ing three different LLMs: gemini-2.5-flash-lite, gpt-
4.1-nano, gpt-5-nano. We ran all experiments with
a temperature setting of 1 and used default values
for all remaining hyperparameters.

3.3 Explanation evaluation: error annotations

One of the objectives of this study is to examine the
extent to which LLMs can comprehend legal knowl-
edge and apply it to justify their decisions through
legal reasoning. To assess the quality of the expla-
nations produced by the models, we define seven
common error categories: (e1) Wrong interpreta-
tion of legal citations, (e2) No citation, (e3) Cita-
tion is not clear, (e4) Hallucinations on the legal
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Disclosed Organic Undisclosed

Posts 592 424 127
Tokens (mean ± std) 51.67 ± 47.93 26.45 ± 45.65 41.04 ± 56.97
Hashtags (mean ± std) 2.23 ± 3.53 2.91 ± 7.18 1.84 ± 4.11
Mentions (mean ± std) 1.36 ± 1.06 0.51 ± 2.38 1.90 ± 2.19
Posts with hashtag (%) 58.78 33.25 41.73
Posts with mention (%) 90.88 12.74 93.70

Table 1: Descriptive statistics for posts by category. Means and standard deviations (std) are reported for tokens,
hashtags, and mentions. Posts with hashtags/mentions (%) show the percentage of posts that have hashtags or
mentions.

Model Prompting strategy Precision Recall F1

logistic regression (TF-IDF) 0.85 0.91 0.88
gemini-2.5-flash-lite no_article 0.91 0.93 0.92
gemini-2.5-flash-lite article 0.92 0.93 0.93
gemini-2.5-flash-lite article_explanation 0.92 0.92 0.92
gpt-4.1-nano no_article 0.88 0.87 0.87
gpt-4.1-nano article 0.87 0.83 0.85
gpt-4.1-nano article_explanation 0.86 0.83 0.85
gpt-5-nano no_article 0.94 0.91 0.92
gpt-5-nano article 0.94 0.87 0.91
gpt-5-nano article_explanation 0.95 0.86 0.90

Table 2: Comparison of performance across models and prompting strategies for the whole dataset in the task of
advertisement identification.

citations, (e5) Hallucinations on the content, (e6)
Mistaken potential cues, and (e7) Reasoning re-
sults in opposite output. Detailed descriptions and
examples are provided in Table 4 (Appendix B).

Two research assistants with legal knowledge
(annA and annB) rated the helpfulness of a sub-
set of explanations and annotated the presence of
these errors. Since LLM outputs vary widely in
length and content, we only note whether an error
is present in an explanation (note that one explana-
tion might contain multiple errors). Before annota-
tion, the assistants received training from domain
experts and completed revisions after resolving any
ambiguities.

The evaluation sample includes 60 randomly se-
lected posts, evenly distributed across three types
of content: 20 disclosed ads, 20 hidden ads, and
20 organic posts. For hidden ads and organic posts,
we further divide the 20 examples into two groups
based on the earlier sponsorship annotation stage:
10 posts with consensus labels from annotators
ann1 and ann2, and 10 labelled solely by ann3
(no consensus reached by ann1 and ann2).

For the evaluation of the explanations, annota-
tors A and B labelled 10 overlapping posts (in ad-
dition to 25 distinct posts each), achieving 89.29%
absolute agreement and 0.37 Krippendorf’s Al-
pha. As we compare different LLMs (gpt-5-nano
and gemini-2.5-flash-lite) under three prompting
strategies, each annotator evaluates 210 explana-
tion units (35 posts × 2 models × 3 prompting
strategies). Using these annotations, we analyse
and discuss how explanation quality varies across
models, prompting strategies, and different types
of content.

3.4 Explanation evaluation: case analysis
We complement the evaluation of the explanations
with a qualitative, expert-driven evaluation of the
results. For this, one of the authors of this paper,
a senior legal scholar with expertise in Dutch ad-
vertising law, was assigned a random set of four
explanations pertaining to two posts from the ar-
ticle_explanation prompt, one of which involves
a disclosed advertisement and the other an undis-
closed advertisement. While these examples cannot
capture every factor present in the dataset, this case
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analysis provides insight into the recurring patterns
that characterise each experimental setting.

4 Results

We first evaluate the classification performance of
three LLMs under three prompting strategies across
the entire dataset in a zero-shot setup (i.e., with-
out fine-tuning). Based on these results, we se-
lect the two best-performing LLMs for subsequent
tasks, which include evaluating classification per-
formance on each type of content and examining
the quality of their explanations.

4.1 Classification results

Table 2 presents classification performance on the
full dataset of 1,143 posts across all experimental
settings. Overall, the results indicate that all models
achieve reasonable performance, but gpt-4.1-nano
consistently underperforms on every metric, even
worse than the baseline, with F1 scores ranging
from 0.85 to 0.87. To streamline further analy-
ses, we focus on gpt-5-nano (GPT) and gemini-2.5-
flash-lite (Gemini).

Examining model-level performance, GPT
achieves the highest precision (0.95 with the ar-
ticle_explanation prompt), while Gemini demon-
strates stronger recall (0.93) and generally higher
F1 scores (0.93). Interestingly, the prompting strat-
egy that incorporates the most legal knowledge
(article_explanation) does not always yield the best
overall classification performance. For GPT, al-
though article_explanation maximises precision, it
reduces recall, resulting in the lowest F1 (0.90).
Similarly, for Gemini, the highest recall (0.93)
is achieved without explanations (article prompt),
highlighting that more legal knowledge does not
automatically translate into better classification out-
comes. Differences across prompting strategies
are relatively small, but this pattern suggests that
LLMs’ ability to apply legal knowledge may rely
more on patterns learned during pretraining rather
than the provided legal text.

Next, we focused on 95 ambiguous posts where
annotators (ann1 and ann2) disagreed or expressed
uncertainty in the advertisement annotation pro-
cedure (section 3.1). As expected, overall perfor-
mance dropped significantly, with F1 scores falling
by over 10 percentage points compared to the full
dataset. The baseline model exhibited an even
steeper decline, exceeding a 30-point reduction.
GPT shows high precision (0.80 with no_article

prompt) but suffers from lower recall, whereas
Gemini maintains stronger recall and balanced F1
scores (0.80), consistent with its relative strengths
in the full dataset. Notably, no prompting strat-
egy equipped with explanations consistently out-
performs others, reinforcing the observation that
adding explicit legal text does not guarantee im-
proved performance, particularly on ambiguous or
borderline cases. Detailed results are provided in
Table 5 (Appendix B).

Zooming in on the results by types of con-
tent, Gemini performs better on disclosed and hid-
den ads (0.94 and 0.93), whereas GPT performs
better on organic content (0.92). GPT’s perfor-
mance on hidden ads remains notably weaker, even
weaker than the baseline model, suggesting that its
precision-oriented strengths do not extend to detect-
ing subtle or undisclosed advertising cues. Prompt-
ing strategies show no consistent pattern: for Gem-
ini, ‘article’ prompts perform best overall, while
‘no_article’ prompts slightly lead on disclosed and
hidden ads; for GPT, ‘no_article’ prompts domi-
nate on disclosed and hidden ads, whereas legal-
knowledge prompts are better for organic content.
A more granular breakdown of accuracy by content
type, model, and prompting strategy can be found
in Table 6 (Appendix B).

4.2 Evaluation of explanations

To assess the quality of LLM-generated legal ex-
planations, we consider two complementary dimen-
sions: (1) their perceived helpfulness to annotators,
and (2) the types and frequencies of errors they
contain.

Helpfulness and errors by models and prompt-
ing strategies We begin by analysing the errors
in the explanations as described above. The last
row in Table 3 shows the percentage of error types
observed in LLM-generated explanations across all
annotated posts. The most frequent error is e2 (No
citation, 28.57%), followed by e3 (Unclear cita-
tion, 20.71%), indicating that LLMs often attempt
but fail to provide explicit legal references. Less
common errors include e1 (Wrong interpretation,
8.57%), e6 (Mistaken cues, 7.38%), e4 (Halluci-
nated citations, 2.62%), and e5 (Hallucinated con-
tent, 2.38%), while e7 (Contradictory reasoning,
0.24%) is rare. These patterns raise a key ques-
tion: do models genuinely understand legal content
or simply produce superficially plausible explana-
tions?
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Model Variant Helpfulness score e1 (%) e2 (%) e3 (%) e4 (%) e5 (%) e6 (%) e7 (%)

0 gemini-2.5-flash-lite no_article 3.31 ± 0.84 17.14 81.43 25.71 5.71 2.86 10.00 0.00
1 gemini-2.5-flash-lite article 4.37 ± 0.89 5.71 5.71 7.14 0.00 7.14 12.86 1.43
2 gemini-2.5-flash-lite article_explanation 4.37 ± 0.75 7.14 2.86 4.29 0.00 1.43 10.00 0.00
3 gpt-5-nano no_article 3.29 ± 0.93 2.86 78.57 35.71 7.14 1.43 2.86 0.00
4 gpt-5-nano article 4.20 ± 1.10 11.43 1.43 20.00 1.43 1.43 4.29 0.00
5 gpt-5-nano article_explanation 4.13 ± 0.99 7.14 1.43 31.43 1.43 0.00 4.29 0.00
Total 8.57 28.57 20.71 2.62 2.38 7.38 0.24

Table 3: Helpfulness score and error rates across models and prompting strategies for all types of content. Error
types: (e1) Wrong interpretation of legal citations, (e2) No citation, (e3) Citation is not clear, (e4) Hallucinations
on the legal citations, (e5) Hallucinations on the content, (e6) Mistaken potential cues, and (e7) Reasoning results
in opposite output. For each error, the value shown is the proportion of posts containing the corresponding error.
The last row shows the percentage of each error across the whole dataset.

Table 3 also presents a detailed assessment of
LLM explanations in terms of both their perceived
helpfulness and the percentage of data that contains
corresponding types of errors across different mod-
els and prompting strategies. Helpfulness scores
(1–5 scale) show Gemini with article_explanation
performs best (4.37± 0.75), followed by GPT with
article prompts (4.20 ± 1.10). No_article variants
for both models achieve the lowest scores, indi-
cating that legal input, especially when combined
with explanations, improves perceived reasoning
quality.

Critical citation errors (e2, e3) dominate
no_article prompts: 81.43% and 25.71% for
Gemini, 78.57% and 35.71% for GPT. Even
with legal input, GPT still shows notable
e1/e3 rates (7.14%/31.43% for article_explanation,
11.43%/20% for article), whereas Gemini’s rates
are lower (7.14%/4.29% for article_explanation,
5.71%/7.14% for article). However, Gemini ex-
hibits higher e6 under article prompts (12.86%),
showing that legal text alone does not guarantee
accurate interpretation. In contrast, hallucinations
(e4, e5) remain rare but concerning. Nearly all e4
cases occur in no_article prompts (5.71% Gemini,
7.14% GPT), where models fabricate citations due
to missing legal context.

Errors by content type We also analyse errors
by content type. Disclosed ads show the lowest
rates for most errors, except for some e1–e3 cases
in no_article variants. With legal context, halluci-
nations (e4, e5) are virtually absent, indicating that
models rarely fabricate legal citations or misrepre-
sent content when sufficient context is given. De-
tailed results can be found in Table 7 (Appendix B).

Undisclosed ads exhibit the highest e6 rate
(28.57%) and notable e3 errors, with e4 and e5 ap-
pearing more often than in other categories. These

patterns reflect the difficulty of detecting subtle
promotions, where models must infer intent from
indirect cues and often misidentify which signals
indicate sponsorship.

Organic content shows comparatively higher e2
(No citation) and e3 (Unclear citation) errors, es-
pecially under no_article prompts, suggesting that
models sometimes false legal reasoning without a
real basis. Moderate e6 levels further indicate a
tendency to overfit and misread ordinary content as
promotional, highlighting the inherent ambiguity
of influencer posts.

Case analysis: examining legal reasoning
From a legal perspective, the task is simple, al-
beit domain-specific. Legal explanations follow
an innate structure, due to the relevance of logic
for legal argumentation (Bench-Capon et al., 2009;
Lind, 2014). The task at hand involves identify-
ing whether a post constitutes advertising. Our
case analysis reveals that neither model was able to
generate a cohesive, well-structured legal explana-
tion. The model outputs an amalgam of statements,
which is comparable to a rather poorly performing
first-year law student. To be considered a basic but
complete legal analysis, the output needed better
performance in terms of selecting relevant provi-
sions and in terms of structure.

In terms of provisions, according to the Dutch
Advertising Code, which is industry self-regulation
in the Netherlands, the starting point in determining
whether something is advertising is that it has to
fulfil all the conditions of Article 1 in Code (2023a)
and Article 2. (c, d, e) in Code (2023b). While
some dimensions of this definition cannot be anal-
ysed without additional facts (e.g., the relationship
between an advertiser and a third party), some very
concrete conditions should have been considered
in an explanation, such as whether a post on Insta-
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gram is public, whether the promotion of goods or
services is direct or indirect, or whether the post
consists in an idea, a good or a service. The four
explanations in our case analysis mention Article 1,
but there is generally a lack of systematic tackling
of the conditions. In addition, the models seem to
try to select and discuss many other articles, some-
times irrelevant (e.g., GPT mentioning Article 8.4).
In terms of structure, there is no acknowledgement
that a legal analysis is a demonstration that needs
to be built according to some form of structure.

Generally, such a structure will differ from coun-
try to country or across fields of legal theory and
practice; an inherent and easily detectable logic is
necessary. All four explanations seem to provide
some sort of conclusion, whether explicitly recog-
nised as such or not, but the conclusion sometimes
makes logical jumps, or it is a demonstration of
conditions which are not relevant. Based on these
factors, the explanations might seem, at first sight,
to have relevance and accuracy, but upon closer
examination, they are either chaotic, incomplete,
or simply inaccurate.

5 Discussion and conclusion

This study examined how large language models
(LLMs) can be applied to detect undisclosed ad-
vertising on social media while providing legal rea-
soning. Unlike prior research, which focused al-
most exclusively on classification accuracy, our
work systematically evaluates both the quality of
classification and the legal soundness of LLM ex-
planations. This dual lens highlights critical gaps
in current practice and suggests pathways toward
more transparent and accountable automated mod-
eration systems.

Starting from the classification task, both gpt-5-
nano and gemini-2.5-flash-lite achieve high over-
all accuracy in identifying advertising content, but
model choice strongly influences both classification
strength and error profile: Gemini is more effective
for recall-oriented tasks such as detecting hidden
ads, whereas GPT excels in precision. Notably,
LLMs are not always superior to simple baselines
in overall classification performance; however, they
perform better in challenging cases. Similar pat-
terns of strength appear in the 95 ambiguous posts,
where annotators (ann1 and ann2) disagreed or ex-
pressed uncertainty in the advertisement annota-
tion procedure (section 3.1). Examining the con-
tent further, these patterns of ambiguity align with

previous findings, which attribute annotator dis-
agreement to both data-related factors (e.g., various
language features, uncertainty in sentence mean-
ing), and annotator-related factors (e.g. various
language features, uncertainty in sentence mean-
ing) Jiang and de Marneffe (2022); Plank (2022-
12); Xu et al. (2023-12). These intrinsic complex-
ities pose challenges for LLMs, contributing to
lower performance in ambiguous contexts.

Moreover, increasing the amount of embedded
legal text does not consistently improve the classi-
fication outcomes. While prompts containing full
regulatory codes and explanations raise the per-
ceived helpfulness of LLM reasoning (e.g., Gemini
article_explanation reaching 4.37 ± 0.75 versus
4.20 ± 1.10 for GPT), they do not guarantee better
moderation outcomes. This indicates that current
LLMs do not simply “read and apply” legal norms;
instead, they rely heavily on internal heuristics and
contextual associations. In practice, this means that
LLMs are already capable of recognising different
forms of advertising because promotional language
and stylistic cues are strongly represented in their
training data. Cues indicating sponsorship, patterns
of product placement, or persuasive rhetorical de-
vices can often be detected without direct reference
to regulatory codes. In this sense, the models’ per-
formance may reflect an underlying competence in
identifying pragmatic markers of advertising, rather
than understanding and applying legal knowledge
as a content moderator.

The explanation analysis further reveals system-
atic weaknesses. Citation-related errors, missing
(e2, 28.57%), unclear (e3, 20.71%), or wrong in-
terpretations (e1, 8.57%), dominate across settings,
particularly when no legal text is provided. Even
when legal sources are available, models often se-
lect irrelevant provisions or fail to structure reason-
ing in a way consistent with basic legal methodol-
ogy. More severe hallucinations of legal citations
(e4, 2.62%) and content (e5, 2.38%) are rare but
concentrated in no_article prompts, where GPT and
Gemini fabricated legal references at 7.14% and
5.71%, respectively. These patterns suggest that
LLMs tend to approximate legal reasoning rather
than reliably apply normative rules, which essen-
tially means that they fail to ’read, understand, and
apply.’

A closer look by content type further illuminates
these limitations. Undisclosed ads produce the
highest rate of misidentified cues (e6, 28.57%),
showing that LLMs frequently mistake ordinary or
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ambiguous content for sponsored posts. In contrast,
disclosed ads show almost no hallucinations when
legal text is provided, indicating that straightfor-
ward content allows LLMs to stabilise their reason-
ing more reliably. Together with the case analysis
carried out, these findings confirm that although
LLMs can approximate legal reasoning, they are
far from delivering rigorous justifications akin to
an expert with domain-specific knowledge.

These findings have two broad implications for
moderation. First, they demonstrate that high clas-
sification accuracy does not ensure trustworthy en-
forcement. An LLM that labels a post correctly
but cites irrelevant or fabricated legal provisions
cannot satisfy procedural fairness standards. Sec-
ond, explanation quality varies systematically by
content type and prompting strategy, meaning that
moderation pipelines cannot rely on a one-size-fits-
all approach. Platforms using LLMs for detection
must pair performance metrics with legal-reasoning
audits to ensure that decisions are not only cor-
rect but also defensible. In practice, this means
building tools that flag cases with high-risk errors
(e.g., e4/e5 hallucinations) for human review and
calibrating models to reduce over-classification in
ambiguous contexts.

These findings also connect to broader debates
on moderation with LLMs. As Goanta et al. (2023)
argues, NLP research must be situated within reg-
ulatory studies to avoid regulatory capture and to
bridge the “pacing gap” between technological in-
novation and legal adaptation. Our results reflect
this concern: models that appear accurate can still
misapply or fabricate legal norms, undermining
the legitimacy of enforcement. Treating moder-
ation as a purely technical task risks obscuring
the regulatory standards it is supposed to serve; in-
stead, explanation quality and legal soundness must
be foregrounded alongside accuracy. At the same
time, our taxonomy of explanation errors resonates
with emerging moderation research that highlights
the concerns of LLMs as moderators. Yin et al.
(2025) demonstrates that binary safe/unsafe labels
miss important gradations of harm. Similarly, in
our research, not all explanation errors are equally
harmful: vague reasoning may be tolerable, but fab-
ricated citations or misapplied provisions threaten
procedural fairness. Integrating severity-sensitive
auditing into compliance monitoring would thus
allow regulators to triage high-risk cases while en-
suring that enforcement remains both effective and
legitimate.

The main contribution of this paper is to inte-
grate the quality of legal reasoning in the evalua-
tion of influencer marketing detection systems. By
developing a taxonomy of LLM explanation errors
and showing how these patterns vary by model,
prompting strategy, and content type, we provide
an actionable framework for regulators and plat-
form designers. Instead of treating LLM outputs as
opaque predictions, our study demonstrates how to
assess whether automated moderation is not only
accurate but also legitimate. This is particularly
valuable for self-regulatory bodies such as Stichting
Reclame Code (SRC), which must justify enforce-
ment decisions in legal terms rather than through
statistical metrics alone. More broadly, our mul-
tidisciplinary approach, combining computational
evaluation with legal analysis, offers a blueprint for
building moderation systems that are transparent,
explainable, and aligned with rule-of-law princi-
ples rather than black-box heuristics.

Limitations

Our dataset focuses solely on textual content, ex-
cluding visual or multimodal signals that frequently
convey sponsorship. Human annotation also en-
tails subjectivity, especially for borderline cases
where even experts disagree. Moreover, the study
relies on off-the-shelf LLMs without fine-tuning,
meaning performance could improve with domain-
specific adaptation.
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A Prompt template

# Identity
You are a legal expert, as well as a social media

content moderator who is responsible for keeping
monetised posts compliant with the advertisement
disclosure rules.

# Context
You are reviewing social media posts that are

likely to be undisclosed ads. Your goal is to de-
termine, under Dutch advertising law, whether the
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post is in fact an advertisement – regardless of
whether disclosure is present. Disclosed posts
should still be classified as ads if they meet the
criteria. The classification is based on the nature of
the post, not solely the presence/absence of disclo-
sure.

# Task
You’re given these social media posts. Based

on your legal knowledge of Dutch advertising law,
decide if this post is an advertisement. First, justify
your decision step-by-step using legal and contex-
tual reasoning, referring to the specific articles from
the regulations, and making a legal argument.

# Output format
Please provide the following outputs, in this or-

der, strictly adhering to the instructions and avoid-
ing verbosity:

<Justification> Output the detailed reasoning
that directed your result. This must be the chain-
of-thought style legal reasoning, grounded in the
Dutch Advertising Code and the Advertising Code
Social Media & Influencer Marketing.

<Is the post an advertisement> True (1)/False
(0). Output strictly as 1 or 0.

Always decide the label only after completing
the reasoning.

B Extra tables
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Error Type Description Example
Wrong interpretation of le-
gal citations

The LLM gives an argument based on certain
articles, but that is not what the article means

There is no disclosure or clear indication that this is a promotional
post or part of an advertising campaign (Articles 11 and 3 of Dutch
Advertising Code). Article 3: Advertising may not be contrary to
the general interest, public order, or morality.

No citation Explanations don’t include any legal citations —
Citation is not clear It cites multiple articles but didn’t clearly map

them out
There is no disclosure or clear indication that this is a promotional
post or part of an advertising campaign (Articles 11 and 3 of the
Dutch Advertising Code and RSM). It didn’t name specifically
which article is from which code.

Hallucinations on the legal
citations

When the answer includes legal information
that is not in the regulation

According to Article 7, but there is actually no Article 7. Accord-
ing to (Some random law that you can check on Google if it really
exists).

Hallucinations on the con-
tent

Besides legal content, the answer includes con-
tent that doesn’t exist, such as the brand name

The influencer cooperate with @Nike, but actually there is no
mentioning of Nike at all in the original post.

Mistaken potential cues Don’t/Wrongly identify a clue as advertise-
ments or advertisers

#fyp is not an ad cue, but LLM believe it is; @a friend, but
recognises that as an advertiser. Find the potential clues (#Nike),
but don’t take them as the evidence.

Reasoning ends up oppo-
site the output

The reasoning process is opposite to the final
conclusion. It means trying to reason it as an
ad, but the final conclusion said it is not

Is there a Relevant Relationship? – Yes, the post explicitly men-
tions collaboration with @thewoolmarkcompany, indicating a busi-
ness relationship. This relationship influences the content, as the
post promotes wool products, possibly as part of sponsored con-
tent. With explanations all like this, it still label the post as False
(non-ad).

Table 4: Types of errors in LLM responses regarding advertising identification.

Model Prompting strategy Precision Recall F1 Score

0 logistic regression (TF-IDF) 0.60 0.55 0.57
1 gemini-2.5-flash-lite no_article 0.72 0.84 0.77
2 gemini-2.5-flash-lite article 0.74 0.88 0.80
3 gemini-2.5-flash-lite article_explanation 0.75 0.86 0.80
4 gpt-5-nano no_article 0.80 0.79 0.80
5 gpt-5-nano article 0.75 0.70 0.73
6 gpt-5-nano article_explanation 0.76 0.61 0.68

Table 5: Comparison of performance across models and prompting strategies for the ambiguous cases in the task of
advertisement identification

Model Prompting strategy Category Accuracy Category Accuracy Category Accuracy

0 logistic regression (TF-IDF) Disclosed ads 0.92 Hidden ads 0.86 Organic 0.73
1 gemini-2.5-flash-lite no_article Disclosed ads 0.94 Hidden ads 0.91 Organic 0.86
2 gemini-2.5-flash-lite article Disclosed ads 0.94 Hidden ads 0.93 Organic 0.88
3 gemini-2.5-flash-lite article_explanation Disclosed ads 0.93 Hidden ads 0.91 Organic 0.88
4 gpt-5-nano no_article Disclosed ads 0.92 Hidden ads 0.87 Organic 0.90
5 gpt-5-nano article Disclosed ads 0.90 Hidden ads 0.79 Organic 0.92
6 gpt-5-nano article_explanation Disclosed ads 0.89 Hidden ads 0.76 Organic 0.92

Table 6: Accuracy by model, prompting strategy, and type of content.
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Model Variant Data Source e1 (%) e2 (%) e3 (%) e4 (%) e5 (%) e6 (%) e7 (%)

0 gemini-2.5-flash-lite article disclosed_ads 0.00 4.35 4.35 0.00 0.00 0.00 0.00
1 gemini-2.5-flash-lite article organic 3.85 7.69 11.54 0.00 7.69 11.54 0.00
2 gemini-2.5-flash-lite article undisclosed_ads 14.29 4.76 4.76 0.00 14.29 28.57 4.76
3 gemini-2.5-flash-lite article_explanation disclosed_ads 0.00 4.35 0.00 0.00 0.00 0.00 0.00
4 gemini-2.5-flash-lite article_explanation organic 11.54 0.00 7.69 0.00 3.85 19.23 0.00
5 gemini-2.5-flash-lite article_explanation undisclosed_ads 9.52 4.76 4.76 0.00 0.00 9.52 0.00
6 gemini-2.5-flash-lite no_article disclosed_ads 17.39 78.26 26.09 8.70 0.00 0.00 0.00
7 gemini-2.5-flash-lite no_article organic 3.85 92.31 23.08 0.00 3.85 15.38 0.00
8 gemini-2.5-flash-lite no_article undisclosed_ads 33.33 71.43 28.57 9.52 4.76 14.29 0.00
9 gpt-5-nano article disclosed_ads 13.04 4.35 39.13 0.00 0.00 0.00 0.00
10 gpt-5-nano article organic 7.69 0.00 3.85 0.00 0.00 7.69 0.00
11 gpt-5-nano article undisclosed_ads 14.29 0.00 19.05 4.76 4.76 4.76 0.00
12 gpt-5-nano article_explanation disclosed_ads 4.35 0.00 39.13 0.00 0.00 0.00 0.00
13 gpt-5-nano article_explanation organic 7.69 0.00 26.92 3.85 0.00 7.69 0.00
14 gpt-5-nano article_explanation undisclosed_ads 9.52 4.76 28.57 0.00 0.00 4.76 0.00
15 gpt-5-nano no_article disclosed_ads 0.00 95.65 26.09 4.35 0.00 0.00 0.00
16 gpt-5-nano no_article organic 3.85 76.92 42.31 7.69 0.00 7.69 0.00
17 gpt-5-nano no_article undisclosed_ads 4.76 61.90 38.10 9.52 4.76 0.00 0.00

Table 7: Error percentages by model, prompting strategy, and data source. Each value represents the proportion of
posts containing the corresponding error. (e1) Wrong interpretation of legal citations, (e2) No citation, (e3) Citation
is not clear, (e4) Hallucinations on the legal citations, (e5) Hallucinations on the content, (e6) Mistaken potential
cues, and (e7) Reasoning results in opposite output. Each value represents the proportion of posts exhibiting the
corresponding error.
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Abstract

Automating the classification of negative treat-
ment in legal precedent is a critical yet nu-
anced NLP task where misclassification carries
significant risk. To address the shortcomings
of standard accuracy, this paper introduces a
more robust evaluation framework. We bench-
mark modern Large Language Models on a new,
expert-annotated, publicly available dataset of
239 real-world legal citations and propose a
novel Average Severity Error metric to better
measure the practical impact of classification
errors. Our experiments reveal a performance
split: Google’s Gemini 2.5 Flash achieved the
highest accuracy on a high-level classification
task (79.1%), while OpenAI’s GPT-5-mini was
the top performer on the more complex fine-
grained schema (67.7%). This work establishes
a crucial baseline, provides a new context-rich
dataset, and introduces an evaluation metric
tailored to the demands of this complex legal
reasoning task.

1 Introduction

In common law jurisdictions, the doctrine of prece-
dent, or stare decisis, is a cornerstone of the legal
system (American Bar Association, 2022). It com-
pels judges to decide cases by referencing previ-
ous decisions with similar factual situations. This
makes it imperative for legal practitioners to de-
termine if a judicial decision is still considered
"good law," or if its authority has been weakened
or nullified by subsequent cases. A case can be
"negatively treated" in various ways; for instance,
it can be explicitly "overruled" by a higher court,
its reasoning can be "criticized," or it can be "dis-
tinguished" as not applying to a new set of facts.
For a lawyer, building an argument upon a case
that is no longer good law can be a critical error,
potentially leading to unfavorable judgments and
professional repercussions—especially when the
error is severe.

To address this challenge, the legal industry has
historically relied on commercial citator services.
Leading platforms like Shepard’s on LexisNexis
(LexisNexis, 2014, 2022), KeyCite on Westlaw
(Reuters, 2025a,b), and BCite on Bloomberg Law
(Law, 2025, 2021) employ teams of legal editors
to analyze how cases are treated in subsequent de-
cisions. These services provide signals, such as
color-coded flags, to quickly alert practitioners to
potential negative treatment1. However, these ser-
vices are not infallible.

Documented human error in manual citation
analysis (Hellyer, 2018) have spurred interest in
automated solutions. The recent emergence of pow-
erful Large Language Models (LLMs) has signif-
icantly advanced the capabilities of legal natural
language processing (NLP), offering the potential
to handle the complex, nuanced reasoning inherent
in legal texts.

This paper builds upon this body of work by
evaluating the performance of modern LLMs on
the task of classifying case law citation treatments.
The central research question we address is:

How accurately can contemporary LLMs
replicate the sophisticated legal reasoning re-
quired to classify the various ways a judicial
precedent is treated in a subsequent case?

Early research in this area utilized rule-based
approaches (Sartor, 1992; Prakken, 1993). Later
work, such as the LEXA system by Galgani and
Hoffmann (2010), demonstrated the feasibility of
combining knowledge engineering with baseline
machine learning models for this task. More re-
cently, traditional machine learning models (Locke
and Zuccon, 2019) were used to classify how a
cited case is treated.

1An example of use of color codes and descriptive labels
by Shepard’s, citation product of LexisNexis, a division of
RELX Inc., can be found here https://supportcenter.
lexisnexis.com/app/answers/answer_view/a_id/
1088155/~/shepards-signals-and-analysis
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While previous studies have highlighted the in-
trinsic difficulty of this task for earlier neural net-
work architectures, the capabilities of the latest
generation of LLMs remain to be thoroughly bench-
marked. This paper contributes to the field by pre-
senting a systematic evaluation of these models on
a challenging, multi-label classification task, using
an expert-annotated dataset of real-world legal de-
cisions to provide a new baseline for this critical
task.

2 Related Work

In this section, we are reporting the related work to
the research question that we are examining in this
paper, in 3 category that surrounds the task that we
have defined with our research question.

2.1 Comparative Studies of Commercial
Citators

The task of validating case law is critical for le-
gal practice, yet manual review is fraught with
challenges. Seminal studies by (Taylor, 2000) and
(Hellyer, 2018) put the major commercial citator
services to the test. Their findings revealed sig-
nificant rates of error and inconsistency, with the
services missing or mislabeling a substantial por-
tion of negative citation treatments.

2.2 Machine Learning Enabled Legal
Reasoning and Classification

The legal field has long been a target for automa-
tion through NLP. Domain-specific models such as
LEGAL-BERT (Chalkidis et al., 2020),when pre-
trained on large legal corpora, showed improved
performance on complex legal tasks. One example
is by Zheng et al. (2021), which tried to identify
case holdings from the CaseHOLD dataset which
resembles with the work at hand.

However, the specific task of classifying cita-
tion treatment has remained a significant chal-
lenge. Early work by Galgani and Hoffmann (2010)
demonstrated the task’s complexity, a finding re-
inforced by a notable study from Locke and Zuc-
con (2019) which investigated various neural net-
work architectures for this purpose and found the
task to be intrinsically difficult, with most models
performing poorly. This established an important
benchmark for the complexity of the task before
the widespread availability of modern LLMs.

The recent advent of Transformer-powered
LLMs is now fundamentally transforming the le-
gal sector. These models are pioneering change by

automating intricate tasks such as predicting legal
judgments (Chalkidis, Androutsopoulos, and Ale-
tras, 2019), analyzing vast legal documents (Ma-
makas et al., 2022). This development also holds
hope for democratizing legal services and address-
ing the global access-to-justice crisis (Chien and
Kim, 2021).

Despite this potential, applying LLMs in law
is constrained by major factors. The LegalBench
benchmark put by Guha et al. (2023), reports the
broad capabilities of LLMs, also highlights the
challenge of data scarcity, as high-quality, expert-
annotated legal data is expensive and difficult to
produce . Furthermore, the use of external, third-
party LLMs raises critical privacy and confidential-
ity concerns (Demir et al., 2025).

To our knowledge, this paper is the first aca-
demic study to systematically benchmark modern
LLMs on the fine-grained, multi-label classifica-
tion of negative citation treatments. We aim to
establish a new performance baseline for this fun-
damental legal reasoning task, addressing a known
hard problem within the current LLM landscape.

3 Methodology

3.1 Dataset Curation

A primary challenge in developing and evaluating
specialized legal NLP applications is the scarcity
of high-quality, annotated data. While general le-
gal benchmarks like LegalBENCH exist (Guha
et al., 2023), and specific datasets like CaseHOLD
(Zheng et al., 2021) address tasks such as identi-
fying overruled cases, they often have limitations
for our specific purpose. CaseHOLD, for instance,
provides a binary classification (overruled or not)
based on a single holding sentence, lacking the
broader case context and the fine-grained, multi-
label classifications needed to rigorously test the
nuanced reasoning capabilities of LLMs.

To address this gap, we build on the annotated
corpus from Hellyer (2018), which empirically
evaluated commercial citators. The author shared
the annotations for research use, providing an ideal
foundation for our experiments.

To utilize this expert analysis for our compu-
tational experiments, we undertook a multi-stage
process to structure, enrich, and filter the data.
The initial corpus, provided in PDF format, was
first digitized manually into a structured CSV file.
Following Hellyer (2018)’s methodology, we ex-
cluded citing relationships that were marked as
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ambiguous (cases where reasonable legal experts
might disagree on the treatment) resulting in a high-
confidence set of 329 citing relationships. An ex-
ample of a entry of a dataset in the format provided
by Hellyer is provided in the Appendix B, Figure
2.

To create a definitive ground truth from the re-
maining annotations, we developed a systematic,
priority-based logic. The highest priority was as-
signed to entries Hellyer marked as an explicit
correction (e.g., a commercial citator’s "Criticized
by" label corrected to "[Not Followed]"). In these
instances, the corrected label within the brackets
was adopted as the single, most accurate ground
truth. An example of an explicit correction from
the dataset is provided in the Appendix B, Figure
3.

For entries without an explicit correction, we
interpreted labels marked as "acceptable" as our
ground truth. If multiple, different labels were
deemed acceptable for a single relationship (e.g.,
both "Criticized by" and "Questioned by"), our
ground truth embraced this nuance by including
both labels. We then considered the LLM’s single-
label prediction to be correct if it matched any of
the acceptable ground truth labels. An example of
a relationship with multiple acceptable labels has
also been provided in the B, Figure 4.

Finally, we retrieved citing-case full text via the
CourtListener REST API2 to provide models with
full-document context. CourtListener is the public-
facing access point for the Free Law Project, a non-
profit initiative dedicated to providing free, public
access to primary legal materials. As a public-
benefit, non-commercial repository, its collection,
while vast, is not exhaustive and can have gaps
compared to proprietary legal databases. We en-
countered two primary challenges in our data re-
trieval process: some cases in our set were not yet
included in CourtListener’s public collection, and
other citations were provided as LexisNexis cita-
tion slips, which are not universally indexed and
are therefore difficult for public initiatives like the
Free Law Project to resolve.

We programmatically queried the CourtListener
API for each of the 329 citing relationships in our
structured dataset. As of August 13, 2025, we suc-
cessfully retrieved full-text opinions for 239 citing
cases. This final corpus of 239 fully-contextualized

2CourtListenerRESTAPI:https://www.
courtlistener.com/api/rest/v4/

citing relationships forms the basis for our evalua-
tion. In the subsequent section, we detail the key
statistical properties of this dataset, including the
distribution of ground truth labels, which reveals a
significant class imbalance inherent to real-world
legal data; the textual complexity of the citing docu-
ments, measured by their average token count; and
the multi-label nature of the annotations, a direct
result of Hellyer (2018)’s methodology allowing
for multiple acceptable interpretations of a single
legal treatment.

3.2 Label Distribution and Classification
Schema

The final dataset of 239 citing relationships forms
the basis for our evaluation. Each data point was
structured to provide the full context necessary for
complex legal reasoning. An example of a single,
fully-processed entry is shown in Table 1.

Variable Name

Seed Case Citation
Seed Case Name
Citing Case Citation
Citing Case Text
True Label (FG)
True Label (HL)

Table 1: Variables for each citing relationship.

A summary of these properties is presented in
Table 2,3 and 4. The citing documents are textu-
ally complex, with an average length of over 7,000
tokens, requiring models to process substantial con-
text to identify the relevant legal treatment.

Summary Statistic Count
Total Citing Relationship 239
Average Token Count 7296
Relationships with >1 True Label 46

Table 2: Summary statistics for the corpus

A defining feature of this corpus, inherited from
Hellyer’s methodology, is its multi-label nature.
The annotation process was not designed to find
a single, objectively "correct" label, but rather to
identify all treatments that a reasonable legal ex-
pert would find acceptable. As Hellyer notes, it
is common for different citators to apply different
descriptive labels to the same citing relationship.
Our ground truth embraces this nuance by allowing
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multiple valid labels for a single case, a charac-
teristic reflected in our data where more than 19%
of relationships have more than one fine-grained
label.

The distribution of these labels reveals a signif-
icant class imbalance inherent to the dataset that
we have utilized. The dataset is skewed towards
negative treatments because it was constructed ex-
clusively from cases already flagged as negative.
As a result, less severe labels such as LIMITED
OR DISTINGUISHED3 (and its fine-grained coun-
terpart, Distinguished) are far more common than
severe, dispositive treatments like INVALIDATED.

Notably, the presence of the non-negative labels
is a direct artifact of the dataset’s origin. These
instances represent cases that commercial citators
incorrectly flagged as negative, which Hellyer sub-
sequently corrected to non-negative treatments. We
have included this entries as neutral citations to pro-
vide a testbed for evaluating an LLM’s ability to
reject these false positives.

While the fine-grained schema offers high pre-
cision, its 16 distinct categories can pose a chal-
lenge for both model classification and high-level
analysis. To facilitate a broader understanding of
precedent treatment, we developed a hierarchical,
high-level classification schema that groups seman-
tically similar fine-grained labels. This schema,
detailed in Table 5, condenses the fine-grained cat-
egories into five conceptually distinct groups, al-
lowing for a clearer interpretation of the models’
core reasoning capabilities. For instance, all la-
bels indicating direct negative commentary on a
case’s reasoning are grouped under CRITICIZED
OR QUESTIONED, while all labels that limit a
precedent’s scope without nullifying it are grouped
under LIMITED OR DISTINGUISHED. This two-
tiered schema allows for a comprehensive evalua-
tion at both a granular and a conceptual level.

4 Experiment

To evaluate the capabilities of modern LLMs on
this task, we designed a systematic experimental
setup focusing on zero-shot and few-shot learning
paradigms. This approach was chosen to simulate
a realistic use case where fine-tuning a model on a
large, domain-specific dataset is often impractical
due to data scarcity and computational cost.

Our experiments include a representative sam-

3Within the rest of this work, fine-grained labels typed as
This, while high-level labels typed as THIS.

Label Count
Distinguished by 132
Criticized by 36
Not followed by 21
Overruling recognized by 18
Neutral 10
Disagreement recognized by 10
Disagreed with by 10
Questioned by 9
Declined to extend by 9
Among conflicting authorities noted in 8
Called into doubt by 8
Overruled 6
Abrogation recognized by 4
Reversed by 2
Implied overruling recognized by 1
Disapproved as stated in 1
Limitation of holding recognized by 1
Total 286

Table 3: Distribution of fine-grained ground-truth labels
(multi-label; totals exceed 239 relationships)

Label Count
LIMITED OR DISTINGUISHED 156
CRITICIZED OR QUESTIONED 49
INVALIDATED 30
CONFLICT NOTED 16
NEUTRAL CITATION 10
Total 261

Table 4: Distribution of high-level ground-truth labels
(multi-label; totals exceed 239 relationships)

ple of both proprietary and high-performance open-
source models. For proprietary models, we selected
Google’s Gemini 2.5 Pro and Gemini 2.5 Flash,
alongside OpenAI’s GPT-5-mini, all accessed via
their official APIs. Our choice was guided by the
availability of research credits, a common con-
straint in academic research; a detailed discussion
of this limitation is provided in the Limitations and
Future Work section. For the open-source model,
we evaluated the Qwen3 (30B variant), which was
served using vLLM on a machine equipped with
two NVIDIA RTX A6000 GPUs, allowing us to
evaluate its full-precision bfloat16 version.

Prompting Strategies

Our experimental design centers on two primary
prompting strategies: zero-shot and few-shot
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High-Level Category Fine-Grained Label

INVALIDATED Overruled
Overruling recognized by
Implied overruling recognized by
Abrogation recognized by
Reversed by

CRITICIZED OR QUESTIONED Criticized by
Called into doubt by
Questioned by
Disagreed with by
Disapproved as stated in

LIMITED OR DISTINGUISHED Distinguished by
Declined to extend by
Limitation of holding recognized by
Not followed by

CONFLICT NOTED Among conflicting authorities noted in
Disagreement recognized by

NEUTRAL CITATION Neutral Citation

Table 5: The hierarchical mapping from fine-grained to high-level labels. This table defines each fine-grained
abbreviation and its mapping to the five high-level categories.

prompting. For each LLM call, the model was
provided with a prompt constructed from each vari-
able in citing relationship, listed in Table 1. Due
to page constraints, detailed content of prompts
used for our zero-shot and few-shot experiments
are provided in Appendix A.

We constructed our few-shot prompts by ran-
domly selecting three precedent treatment exam-
ples from our dataset. To ensure a rigorous evalua-
tion and prevent data contamination, any example
used for in-context learning was excluded from the
test set. For all prompts, the context provided to the
model was a curated snippet from the citing case,
specifically the paragraph(s) where the cited case
is analyzed. We did not use the full text of the legal
document. This was done for brevity and to isolate
the most relevant text for the classification task.

5 Results

5.1 Main Results

In Table 6, we report overall performance for each
model under both the high-level and fine-grained
schemas. The table includes the license type for
each model to distinguish between proprietary and
open-source systems. As the results indicate, pro-
prietary models generally outperform the open-

source Qwen3 model in this task. The best per-
formance for the high-level schema was achieved
by Gemini 2.5 Flash (Accuracy: 0.7908), while
GPT-5-mini performed best on the more complex
fine-grained schema (Accuracy: 0.6771), with top
scores for each highlighted in bold.

5.2 Per-Label Performance Analysis
To provide a more granular view of the top-
performing models’ capabilities, we present a de-
tailed breakdown of their per-label classification
performance for the best-performing model on each
schema in Table 7 and Table 8.

6 Discussion

6.1 Main Findings
Our experimental results provide a quantitative as-
sessment of the capabilities and limitations of mod-
ern LLMs for Negative Precedent Treatment Clas-
sification. Our primary finding is that model per-
formance is overwhelmingly dictated by the class
distribution of the dataset, a classic consequence
of class imbalance. This is clearly demonstrated
by the best-performing model on the high-level
schema, Gemini 2.5 Flash, which achieved its high
accuracy (0.7908) by excelling on the most fre-
quent labels. As shown in Table 7, the LIMITED
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High-Level Fine-Grained

Model License Type Prompt Type Accuracy Accuracy

Gemini 2.5 Flash Proprietary
Zero-Shot 0.7908 0.6463
Few-Shot 0.7699 0.6276

Gemini 2.5 Pro Proprietary
Zero-Shot 0.7029 0.6638
Few-Shot 0.7327 0.6682

Qwen3:30B Apache 2.0
Zero-Shot 0.6946 0.5356
Few-Shot 0.5346 0.5484

GPT-5-mini Proprietary
Zero-Shot 0.7597 0.6771
Few-Shot 0.7005 0.5760

Table 6: Overall performance of all models and prompt types on the high-level and fine-grained classification tasks.
The primary metric shown is Instance-Based Accuracy. The best performing result in each schema is highlighted in
bold.

Label Precision Recall F1-Score Num. of Samples(Support)

LIMITED OR DISTINGUISHED 0.947 0.795 0.864 156
CRITICIZED OR QUESTIONED 0.794 0.551 0.651 49
INVALIDATED 0.840 0.700 0.764 30
CONFLICT NOTED 0.353 0.750 0.480 16
NEUTRAL CITATION 0.333 0.500 0.400 10

Weighted Avg 0.846 0.724 0.771 261

Table 7: Per-label performance metrics for the best-performing model on the high-level schema (Gemini 2.5 Flash,
Zero-Shot). Support refers to the number of true instances for each label.

OR DISTINGUISHED label, constituting a major-
ity of the dataset with 156 instances, was classified
with near-perfect precision (0.947) and a strong F1-
Score of 0.864. Conversely, the model struggled
with less represented labels like NEUTRAL CITA-
TION (10 instances) and CONFLICT NOTED (16
instances), which had poor F1-Scores of just 0.400
and 0.480, respectively.

This challenge is magnified when examining
the fine-grained schema, which reveals the limits
of applying LLMs to highly specialized, domain-
specific taxonomies. The results in Table 7 are
stark: seven of the fifteen labels show zero success-
ful predictions, with F1-Scores of 0.000, including
legally significant treatments like Reversed by and
Questioned by. This widespread failure suggests
that the semantic distinctions provided by com-
mercial citators are often too subtle for models to
reliably differentiate from limited data. For a le-
gal practitioner, the practical difference between a
precedent being Criticized by versus Questioned by
can be marginal. This poor performance validates

our decision to construct the high-level schema,
which merges semantically adjacent labels to cre-
ate a benchmark that is more tractable for current
models and more aligned with a realistic legal anal-
ysis.

However, even within the more robust high-
level schema, classification difficulty varies by
label. While the model performed well on IN-
VALIDATED (0.764 F1-Score), its performance
on CRITICIZED OR QUESTIONED was weaker
(0.651 F1-Score) despite more support (49 in-
stances), suggesting greater ambiguity in the lat-
ter. The model’s poor performance on NEUTRAL
CITATION (0.400 F1-Score) is the most reveal-
ing, as it highlights a limitation in our task design.
By framing the problem as a choice among pre-
dominantly negative labels, the model is biased
against selecting the NEUTRAL category. This
aligns with known challenges in machine learning
where a class is defined by the absence of the pri-
mary signal shared by the majority classes, making
it a de facto background class that single-stage clas-
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Fine-Grained Label Precision Recall F1-Score Num. of Samples(Support)

Distinguished by (D) 0.954 0.825 0.885 126
Overruling recognized by (OR) 1.000 0.722 0.839 18
Disagreed with by (DW) 0.471 0.800 0.593 10
Overruled (O) 0.667 0.333 0.444 6
Among conflicting authorities noted in (ACAN) 0.292 0.875 0.438 8
Declined to extend by (DE) 1.000 0.250 0.400 8
Called into doubt by (CID) 1.000 0.250 0.400 8
Not followed by (NF) 0.667 0.286 0.400 21
Implied overruling recognized by (IOR) 0.200 1.000 0.333 1
Disagreement recognized by (DR) 0.333 0.200 0.250 10
Criticized by (C) 0.364 0.111 0.170 36
Reversed by (R) 0.000 0.000 0.000 2
Questioned by (Q) 0.000 0.000 0.000 9
Neutral Citation (N) 0.000 0.000 0.000 0
Limitation of holding recognized by (LHR) 0.000 0.000 0.000 1
Disapproved as stated in (DAS) 0.000 0.000 0.000 1
Abrogation recognized by (AR) 0.000 0.000 0.000 4

Weighted Avg 0.728 0.561 0.604 269

Table 8: Per-label performance metrics for the best-performing model on the fine-grained schema (GPT-5-mini,
Zero-Shot), sorted by F1-Score. The abbreviations used in the text are provided in parentheses.

sifiers often under-select (Silla and Freitas, 2011).

6.2 Semantic Overlap and the Nature of Legal
Ground Truth

Our analysis also highlights a fundamental chal-
lenge in legal NLP: the thin semantic lines between
classification labels. The distinction between a
court criticizing versus questioning a precedent,
for example, is highly context-dependent and can
be subjective. This challenge is amplified by the
nature of our source dataset. As Hellyer (2018) con-
ducted his study not to create a single, definitive
ground truth, but to evaluate the inter-accuracy of
commercial citator services, his annotations reflect
a more flexible standard of what is "acceptable."

Subjectivity is a problem inherent to legal clas-
sification tasks, as even legal experts can hold dif-
fering views on the correct interpretation of a case,
particularly when classifications must be made
from semantically nuanced descriptions (Kurni-
awan et al., 2024). This has profound implications
for our evaluation, especially for the fine-grained
labels. It means that some classifications marked as
"incorrect" by our metrics might still be considered
"not wrong" from a legal perspective. An LLM’s
prediction of Criticized By for a case labeled Dis-
agreed With By is an error in our benchmark, but
it demonstrates a correct grasp of the underlying
negative sentiment. Therefore, our results should
be interpreted as an exploration of current LLM
capabilities and a measure of their alignment with
this specific expert-annotated benchmark, rather

than a definitive judgment on their legal reasoning.
The inherent subjectivity of legal interpretation sug-
gests that there is a ceiling to how high any model’s
accuracy can be on this task.

6.3 A Severity Scale for Evaluating Precedent
Treatment

Finally, our analysis reveals that standard accuracy
is an insufficient metric for this task, as it treats all
misclassifications equally. A model that confuses
a case-ending INVALIDATED treatment with a
NEUTRAL CITATION makes a far more critical
mistake than one that confuses two similar nega-
tive labels. To address this, we developed a more
nuanced evaluation framework based on a Sever-
ity Scale, introduced in Table 9, which assigns a
score from 1 (NEUTRAL CITATION) to 5 (IN-
VALIDATED).

This allows us to calculate an Average Severity
Error. For our fine-grained evaluation, labels were
mapped to their high-level parent category before
calculating this error, reinforcing the high-level
schema as the core basis for semantic evaluation.
Furthermore, to provide a more robust measure of
a model’s typical performance on this ordinal scale,
we also report the Median Severity Error.

The results from this analysis are presented in
Table 10. The metric’s value is evident: Gemini
2.5 Flash (zero-shot) again proved to be the top-
performing model, achieving the lowest Average
Severity Error on both the high-level (0.3933) and
fine-grained (0.3755) tasks. The colors in the table
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highlight the Median Severity Error. Critically, the
green values indicate a median of 0.0, a significant
finding which means that for over half of all pre-
dictions, the top-performing models produced the
perfectly correct label with zero error. By focusing
on both the average magnitude of error and the typ-
ical error, our framework provides a more realistic
assessment of a model’s fitness for the high-stakes
legal domain.

Severity High-Level Category

5 INVALIDATED
4 CRITICIZED OR QUESTIONED
3 LIMITED OR DISTINGUISHED
2 CONFLICT NOTED
1 NEUTRAL CITATION

Table 9: The severity scale used to evaluate the magni-
tude of classification errors.

Model Prompt Type Avg. Error

HL FG

Gemini 2.5 Flash
Zero-Shot 0.3933 0.3755
Few-Shot 0.4310 0.4686

Gemini 2.5 Pro
Zero-Shot 0.5816 0.4192
Few-Shot 0.5069 0.4654

GPT-5-mini
Zero-Shot 0.5279 0.4260
Few-Shot 0.5945 0.6544

Qwen3:30B
Zero-Shot 0.5356 0.5732
Few-Shot 0.7051 0.5300

Table 10: Model performance by Average Severity Error.
Values are colored based on their Median Severity Error:
green for a median of 0.0 (typically perfect) and red for
a median > 0.0 (typically imperfect). Lower scores are
better.

6.4 Qualitative Error Analysis

To understand the nuances of the model’s perfor-
mance beyond quantitative scores, we conducted a
qualitative error analysis. Our prompting strategy
required the LLM to provide its reasoning and a
verbatim excerpt supporting each prediction, en-
abling a transparent review of its decision-making
process (see Appendix A). This analysis revealed
several key patterns, which we present below.

6.4.1 Justifiable Disagreement Due to Label
Ambiguity

A primary example of such justifiable disagree-
ments occurred in the treatment of In re Matthews
(1984), where our model predicted CRITICIZED
OR QUESTIONED while the ground truth was
Not Followed for fine-grained and LIMITED OR
DISTINGUISHED for high-level labels. The
model’s prediction was highly defensible, as it cor-
rectly identified the citing court’s description of the
Matthews rule as leading to “unintended and in-
equitable results”(In re Hatfield, 1990). However,
the ground truth label is also valid, as it reflects
the court’s ultimate action of refusing to follow
the precedent. This highlights a classic scenario
where explicit criticism serves as the justification
for limiting a precedent’s application, making both
labels defensible and classifying the discrepancy as
a valid interpretive difference rather than a model
error.

6.4.2 Misattributing the Target of Judicial
Action

A subtle error pattern involves the model misat-
tributing the target of a judicial action. For instance,
in the treatment of Kail v. Heckler (1984), the
model predicted LIMITED OR DISTINGUISHED
against a ground truth of NEUTRAL CITATION,
reasoning that the court was "correcting a party’s
overbroad interpretation and thereby narrowing
its perceived applicability." While the model cor-
rectly identified this narrowing function, it failed to
recognize that the target of the correction was the
claimant’s argument, not the Kail precedent itself.
This misattribution occurred despite our explicit
instruction to focus solely on the treatment of the
seed case (see Appendix A). The court actually
treats Kail neutrally, highlighting a key challenge
for the model: distinguishing between the rhetori-
cal use of a citation and the direct treatment of its
legal holding.

7 Conclusion

In this paper, we conducted a comprehensive eval-
uation of modern LLMs for the task of Negative
Precedent Treatment Classification. Our findings
show that leading proprietary models have signif-
icant potential for automating this crucial aspect
of legal research. Gemini 2.5 Flash was the top
performer on the high-level schema with 79.1%
accuracy, while GPT-5-mini performed best on the
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more challenging fine-grained schema at 67.7% ac-
curacy. Despite this promise, overall performance
remains constrained by the dataset’s class imbal-
ance and the complexity of legal reasoning.

We identify two primary challenges: a scarcity
of context-rich legal data and the task’s inherent
semantic complexity, which pushes the limits of
current models. Critically, we find standard ac-
curacy metrics insufficient for this domain. Our
proposed Average Severity Error provides a more
robust evaluation of model reliability, essential for
trustworthy legal AI. We establish a vital baseline
and provide a new dataset to the community to
advance research in this area.

The dataset used in this work is pub-
licly available on the Hugging Face Hub
at https://huggingface.co/datasets/
mmikaildemir/negative_treatment.

Limitations and Future Work

While comprehensive, our study is limited in scope.
We evaluated a select group of models, and future
work should provide a more complete picture by
benchmarking a wider variety of systems. Our
focus on proprietary models from Google and Ope-
nAI was guided by the availability of research cred-
its, a practical constraint common in academic re-
search.

The generalizability of our findings also needs
to be tested, as our dataset was derived from a
single legal jurisdiction. Methodologically, our
focus on basic prompting strategies highlights an
opportunity for future research to explore more
advanced techniques. Investigating fine-tuning and
sophisticated context-handling methods, such as
retrieval-augmented generation (RAG), will be key
to improving the efficiency and accuracy of models
on complex legal reasoning tasks.

A critical decision in our setup was to provide the
LLM with the full, cleaned text of the citing case
as its context, rather than a pre-selected snippet.
This choice was made to create the most realistic
and challenging testbed. Legal reasoning for a ci-
tation’s treatment is often not localized to a single
sentence; it can be distributed across paragraphs,
depend on surrounding arguments, or even be im-
plied by the structure of the legal analysis (Panagis
et al., 2017).

Furthermore, crucial context can be located in
non-standard parts of the text, such as footnotes.
During our analysis, we identified instances where

the determinative information for a classification
was present only in a footnote attached to the sen-
tence containing the citation. By providing the full
text, we force the model to engage in a more holis-
tic form of document comprehension, requiring it
to locate and synthesize the most relevant evidence
from a large and complex input. Understanding
how models perform on such a complex task re-
quires more than quantitative metrics alone; while
our primary focus has been on benchmarking, we
provide an initial qualitative analysis to pave the
way for the more thorough investigation needed to
use these models confidently.
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A Prompts

Figure 1: An illustration of the prompt components used
for classifying legal citation treatments. The architec-
ture includes sections for persona, task definition, clas-
sification labels, input, optional examples for few-shot
learning, and output specifications for both high-level
and fine-grained labeling schemas.

B Dataset Example
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Figure 2: A snippet of the dataset that (Hellyer, 2018) provided, with explanations about ground truth logic.

Figure 3: A snippet of the dataset that (Hellyer, 2018) provided, where corrected label provided in the brackets

Figure 4: A snippet of the dataset that (Hellyer, 2018) provided, where more than one label is accepted as ground
truth
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Abstract
Relation Extraction (RE) is a challenging Na-
tural Language Processing task that involves
identifying named entities from text and clas-
sifying the relationships between them. When
applied to a specific domain, the task acquires
a new layer of complexity, handling the lexicon
and context particular to the domain in question.
In this work, this task is applied to the Legal
domain, specifically targeting Brazilian Labor
Law. Architectures based on Deep Learning,
with word representations derived from Trans-
former Language Models (LM), have shown
state-of-the-art performance for the RE task.
Recent works on this task handle Named En-
tity Recognition (NER) and RE either as a sin-
gle joint model or as a pipelined approach. In
this work, we introduce Labor Lex, a newly
constructed corpus based on public documents
from Brazilian Labor Courts. We also present
a pipeline of models trained on it. Different
experiments are conducted for each task, com-
paring supervised training using LMs and In-
Context Learning (ICL) with Large Language
Models (LLM), and verifying and analyzing
the results for each one. For the NER task, the
best achieved result was 89.97% F1-Score, and
for the RE task, the best result was 82.38% F1-
Score. The best results for both tasks were ob-
tained using the supervised training approach.

1 Introduction

Information Extraction (IE) is a field of Natural
Language Processing (NLP) that involves a range
of tasks aimed at structuring unstructured textual
information, thereby facilitating the categorization
of such information (Maynard et al., 2016). Among
these tasks, two can be considered fundamental to
this objective: Named Entity Recognition (NER)
(Nadeau and Sekine, 2007) and Relation Extraction
(RE) (Zhang et al., 2017). NER aims to identify
and classify proper nouns in textual content (May-
nard et al., 2016), while RE is responsible for clas-
sifying the relationship between a pair of entities.

IE tasks, such as NER and RE, are essential for
building knowledge bases and graphs (Huang and
Wang, 2017), which support and provide inputs for
the development of other NLP applications, such
as semantic search, summarization, and question-
answering (Huang and Wang, 2017).

Formally, the task is defined as a relation classi-
fication over entity pairs, represented as the triplet
(subject, RELATION, object), where the subject
and the object are two entities that share a RELA-
TION between them. Figure 1 shows the identifi-
cation of entities, followed by the classification of
the relations between them, performed by NER and
RE models. In sentence S1 there are two types of
relations between the entities: grant corresponds to
the decision of the judge (DECISION) to accept
the unhealthy work conditions allowance claim
(CLAIM) made by the plaintiff, while R$2,230.23
is the amount (CLAIM_VALUE) that the defen-
dant must pay for such a claim. For entity pairs
within a sentence window that do not exhibit any
relation, the label assigned is NO_RELATION,
as in relation R8 between compensation for moral
damages and grant.

Entity relations can occur across different scopes,
depending on the location of the entities involved:
(i) the entities can be present in the same sentence
(Intra-Sentence); (ii) in different contiguous sen-
tences (Inter-Sentence); or (iii) across all sentences
in an entire document. In Figure 1, R1 and R2
are examples of Intra-Sentence relations, as both
entities in each relation are part of the same sen-
tence S1. R5 is an example of an Inter-Sentence
relation, as the subject of the relation (termination
payments) is in sentence S3, and the corresponding
decision object (denied) is in sentence S4. This
work contemplates both Intra and Inter-Sentence
relations.

This research addresses the complexities of RE,
a challenging task, particularly within the legal
domain. The project is motivated by a signifi-
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Figure 1: Example of legal entities extracted from a four-sentence window of a labor court judgment, comprising
claims, amounts, decisions, and their relation triplets. Only one NO_RELATION instance is shown; the others
were omitted.

cant gap in resources and benchmarks for the Por-
tuguese language compared to English, which lim-
its the progress of RE in this domain. This domain-
specific focus is crucial because general-purpose
datasets are not suited for legal-specific informa-
tion, and the resulting structured data provides valu-
able insights for Jurimetrics1 (Jaeger Zabala and
Silveira, 2014).

We propose a pipeline-based approach for Re-
lation Extraction, training an NER and RE model
for each task using the Labor Lex dataset built
for the Portuguese Legal Domain. For the NER
task, we evaluate the fine-tuning of different Trans-
former base models, also evaluating linear and CRF
(Conditional Random Field) (Lafferty et al., 2001)
classifiers. For RE, we experiment with the PURE
architecture (Zhong and Chen, 2021) for a specific
domain in the Portuguese language. We also con-
ducted experiments on a joint, end-to-end approach
for both tasks, utilizing In-Context Learning (ICL)
(Dong et al., 2024) with LLMs and comparing the
results obtained with the fine-tuned models. From
now on, we refer to this approach as LLM ICL.

1Statistical analysis applied to legal data.

We present four key contributions: (1) Labor Lex
Corpus, a new Portuguese Corpus for the Labor
Legal Domain2. (2) An Evaluation of NER and
RE tasks on this domain dataset. (3) A new NER
and RE model pipeline. (4) Results analysis and
comparison with the LLM ICL approach.

The remainder of the paper is organized as
follows: Section 2 introduces our corpus annota-
tion. Section 3 describes the Related Work. Section
4 presents our proposed Model to train on our data.
Section 5 describes the Experimental Evaluation.
And finally, Section 6 concludes the paper.

2 Labor Lex Corpus

When initiating a labor lawsuit, the claimant
must submit a document known as initial petition
through their representing attorney. The petition
must enumerate the claims and the legal substanti-
ation for each, also identifying the respondent who
allegedly breached the labor contract. According to
Brazilian Labor Law, the petition must specify the

2We intend to release a subset of the full corpus to the
research community.
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amount claimed3 for each claim. The sum of all
claim values is called the case value. When deci-
ding, the judge may grant or deny each claim made
by the claimant. Similarly, even for claims that are
granted, the amount awarded may not correspond
to the amount claimed. The sum of the amounts
granted by the judge for each claim is referred to
as the conviction value. At any point in the lawsuit,
there can be a settlement between the parties, speci-
fying an agreement that the judge must sanction.
The amount agreed upon between the parties, to
be paid by the respondent to the claimant, is called
the settlement value. There is also the legal costs
value representing the total expenses incurred du-
ring a lawsuit, owed to the Judiciary for providing
public services.

2.1 Named Entitiy Categories

Other works in the Brazilian Legal Domain have fo-
cused on creating corpora for the NER task. Luz de
Araujo et al. (2018) introduced LeNER-Br, a NER
dataset consisting of 70 legal documents from dif-
ferent justice courts, containing six different types
of entities: organizations, persons, time, locations,
laws, and precedents. Correia et al. (2022) pro-
posed a corpus for the NER task containing 594
decisions from the Brazilian Supreme Court (STF),
focusing on courts, dates, and different types and
granularity levels of legal grounds. Albuquerque
et al. (2022) proposed UlyssesNER-Br, a corpus
composed of 100 bills of law and 500 legislative
consultations, in which seven different categories
of entities were labeled: legal grounds, organiza-
tions, persons, locations, dates, events, and law
products. In de Castro (2019), a NER corpus con-
taining 144 documents was created for the Brazi-
lian Labor Legal Domain, focusing on categories
such as names of people and organizations, as well
as their roles in the lawsuits; values of settlements,
cases, convictions, and legal costs. This work intro-
duces new entity categories for the same domain,
such as claims, decisions, and claim values, while
also introducing annotations for the RE task. The
relations defined here aim to associate claims with
their respective values and the decisions in judg-
ments that grant or deny such claims. In addition to
the claim relations, another relation between roles
and people or organizations allows for identifying
who the parties in the lawsuits are: their lawyers,
witnesses, representatives, experts, and the judge

3Referred to in this work as the claim value.

responsible for the rulings. Figure 1 shows differ-
ent claims made in a lawsuit in terms of their value
and decision relations, sampled from a judgment.

We introduce Labor Lex, a novel corpus for the
Brazilian Labor Legal Domain, comprising 465
annotated documents. This corpus supports both
Named Entity Recognition and Relation Extraction
tasks. The entity categories are defined as follows:

1. Assignment: Refers to the entity to whom a
specific obligation or ruling in the lawsuit is
assigned;

2. Claim and Repercussion: A Claim denotes
a legally asserted right or benefit, such as va-
cation pay. A Repercussion signifies the sec-
ondary impact of a Claim on other rights. For
instance, an overtime Claim may affect the
calculation of the 13th salary.

3. Decision: Decision is an expression designa-
ting a decision in a lawsuit, which can be re-
lated to a specific claim or the whole case;

4. Organization and Person: Names of indivi-
duals and organizational entities;

5. Role: Role refers to the function of individuals
and organizations within a legal proceeding,
such as claimant, defendant, or judge.

6. Settlement, Case, Conviction, Legal Costs,
and Claim4 values: as explained at the begin-
ning of Section 2.

Table 6 in the appendix presents examples of
entities of types Assignment, Decision, Claim,
and Role, which are the main categories of en-
tities involved in the annotated relations in this
work. Examples of Repercussion are not provided
because the mentions are similar to claims, only
changing the classification according to the context.
The categories Person and Organization are also
omitted, as they are proper names.

2.2 Relation Categories
The annotations made in this work are Single En-
tity Overlap (SEO) (Wang et al., 2020), meaning
each object can be related to multiple subjects: an
assignment, a decision or a claim value may be
related to more than one claim or repercussion;
and a role may be related to more than one person

4Amount claimed in petitions or granted in decisions for
each claim.
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or organization. The following relation categories
were annotated:

1. Assignment: This relation resolves possible
ambiguities by connectinng Claim or Reper-
cussion entities (subjects) to Assignment en-
tity (object), indicating the responsibility to
bear the obligations of a decision concerning
that specific claim.

2. Decision: Relation between Claim or Reper-
cussion (subjects) and Decision (object);

3. Role: This relation corresponds to the associ-
ation between entities of type Person or Or-
ganization (subjects) and Role (object). The
purpose of this relation is to map the procedu-
ral role that each participant has in the case;

4. Value: This relation occurs between entities
of type Claim or Repercussion (subjects) and
Claim Value (object), indicating the corres-
ponding value of the claim or repercussion.

2.3 Annotation Methodology and Statistics

The annotation tool used was INCEpTION (Klie
et al., 2018)5. Two lawyers with previous expe-
rience in annotating entities in legal documents
annotated the documents. To maximize coverage
under fixed annotation resources, documents were
partitioned into two non-overlapping subsets and
assigned to each of the annotators. Next, a recip-
rocal cross-review was performed: each annotator
reviewed the subset of the other and proposed ed-
its; disagreements were resolved by consensus be-
tween the two annotators, yielding a single curated6

dataset. The review aimed to ensure adherence to
annotation criteria and standards, as well as the
inherent detection and correction of annotation er-
rors. During the annotation process, the annotators
reported that the CLAIM entity category was the
one that triggered the most discussions, as they
deemed it the most subjective one. Because the
design did not include redundant double annotation
of the same documents, the Inter-Annotator Agree-
ment (IAA) was not computed over the full corpus.
While this choice prioritized breadth of annota-
tion over duplicated effort, the cross-review and
curation procedure served as our quality-control
mechanism.

5https://inception-project.github.io/
6INCEpTION contains a Curation feature used for review-

ing annotations.

The produced corpus is composed of 465 docu-
ments from 149 different cases, distributed among
various types: Petitions (178), Contestations (56),
Hearing Records (69), Judgments (90), Appeals
(58), Decision (9), Dispatch (1), Notification (2),
and Warrant (2). Labor Lex has a total number of
sentences of 39,905, with 71,146 annotated entities
and 15,011 annotated relations. The total number
of tokens in the documents is 1,260,965 according
to standard whitespace tokenization, and 1,737,904
according to the WordPiece tokenization (Devlin
et al., 2019). Table 1 displays the number of anno-
tated entities and relations in each category. Figure
3 in the appendix shows examples of relations an-
notated in this work.

NER RE
Category #Entities Category #Relations
Assignment 1,400 Assignment 2,619
Case Value 535 Decision 5,874
Claim 29,444 Role 4,053
Claim Value 1,829 Value 2,465
Conviction Value 506 Total 15,011
Court 1,618
Court Branch 627
Decision 3,691
Legal Costs Value 962
Legal Ground 10,081
Location 1,985
Organization 4,735
Person 4,848
Proceeding Type 2,438
Repercussion 2,521
Role 3,644
Settlement Value 282
Total 71,146

Table 1: Entities and Relations annotated for each cate-
gory.

3 Related Work

Recent works on RE have evolved from traditional
neural architectures to Transformer-based models
(Vaswani et al., 2017), with advances in both
pre-training and task-specific adaptation. ERNIE
(Zhang et al., 2019) incorporated structured knowl-
edge into Masked Language Modeling (MLM) pre-
training, SpanBERT (Joshi et al., 2020) used span-
level objectives, and LUKE (Yamada et al., 2020)
employed entity-aware attention. Some works used
contrastive learning and masking of entity pairs,
such as MTB (Baldini Soares et al., 2019). ERICA
(Qin et al., 2021) also uses contrastive learning, but
with an objective that focuses on entity and relation
discrimination.

Enhancing entity representation through special
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markers has proven effective for highlighting en-
tity boundaries, their categories, and roles in the
participating relations (Baldini Soares et al., 2019;
Peng et al., 2020; Zhong and Chen, 2021; Ye et al.,
2022). Yan et al. (2023) do something similar but
use an architecture based on Graph Neural Net-
works (GNN). Joint architectures such as SpERT
(Eberts and Ulges, 2019), TPLinker (Wang et al.,
2020), and ATLOP (Zhou et al., 2021) combine en-
tity and contextual embeddings for classification.

Graph-based methods like DyGIE (Luan et al.,
2019) and DyGIE++ (Wadden et al., 2019) model
entities and relations as graph structures. Other
works leverage GNN architectures, such as Graph
Convolutional Network (GCN) (Zhang et al., 2018)
and Attentive Graph Convolutional Network (A-
GCN) (Tian et al., 2021), while PL-Marker (Yan
et al., 2023) explores various graph topologies.
More recently, the Graph Language Model (GLM)
by Plenz and Frank (2024) adapts T5 (Raffel et al.,
2020) with graph biases to enable joint reasoning
over text and graphs.

Prompt-based fine-tuning reformulates RE as
a masked prediction task, aligning it with pre-
training objectives (Chen et al., 2022; Zhang et al.,
2023b; Chen et al., 2024; Efeoglu and Paschke,
2025). More recent work leverages LLMs for
zero- and few-shot RE through In-Context Learn-
ing (ICL) (Li et al., 2023; Wan et al., 2023; Zhang
et al., 2023a; Wang et al., 2023). The RAG4RE
framework by Efeoglu and Paschke (2025) extends
this by integrating retrieved external knowledge, a
key distinction from earlier methods.

For the legal domain, prior work includes a hy-
brid CRF and rule-based approach for French NER
and RE (Andrew, 2018) and a legal triplet extrac-
tion system for Chinese (Chen et al., 2020). A
recent study by Deußer et al. (2024) applied ICL
to seven diverse legal datasets across multiple lan-
guages using eleven state-of-the-art LLMs.

In the Brazilian context, research has focused
on domain adaptation for various tasks. Polo et al.
(2021) adapted word embeddings to classify the
status of legal proceedings. More recently, Garcia
et al. (2024) introduced Portulex, a benchmark with
four datasets for NER and Rhetorical Role Identi-
fication. They also performed domain adaptation
of RoBERTa (Liu et al., 2019) and evaluated it on
this benchmark.

In terms of the available General Domain Por-
tuguese RE corpora, the only benchmark identified
was ReRelEM (Relations Recognition between En-

tity Mentions) (Freitas et al., 2008), and few works
were found using it (Cardoso, 2008; Bruckschen
et al., 2008; Chaves, 2008). Collovini et al. (2020),
Reyes et al. (2021), Pavanelli (2022), and da Silva
et al. (2023) developed domain-specific corpora tar-
geting commercial and medical applications. There
are tasks and evaluations such as those proposed in
(Collovini et al., 2019), but since the gold-standard
evaluation corpus was not released after the confer-
ence, it was not possible to establish a new bench-
mark as a reference for future work. To the best of
our knowledge, no prior work addresses Relation
Extraction in the Portuguese Legal Domain.

4 Model

We adopt a pipeline where a NER model first identi-
fies entity spans and types, and its outputs are then
fed into a RE model. This design is inspired by the
PURE framework (Zhong and Chen, 2021), which
demonstrated that well-engineered pipeline models
can achieve performance comparable to, or even
exceeding, that of complex joint models. Figure 2
illustrates the design of our framework.

While the original PURE system employs a span-
based NER model as its first stage, our implementa-
tion experiments with a Transformer-based encoder
combined with two alternative classification layers:
a Conditional Random Field (CRF) (Lafferty et al.,
2001; Lample et al., 2016; Ma and Hovy, 2016) and
a linear neural layer. The Transformer encoder pro-
vides rich contextual representations of the input
sequence, while the CRF layer offers sequence-
level decoding that models label dependencies and
enforces valid tag sequences. In contrast, the linear
layer performs independent token-level classifica-
tion, offering a simpler and faster alternative. For
the RE stage, we retain the core design principles
from PURE, embedding entity spans with special
position markers, contextualized via a Transformer
encoder, and then classifying them into relation
types using the concatenated span representations.
This architecture allows the RE model to focus
solely on the semantics and context of the provided
entities, while enabling a controlled comparison of
NER classification strategies.

5 Experimental Evaluation

For our experiments, we trained two models for the
NER and RE subtasks. Besides what was described
as the proposed model in the previous section, we
have also experimented with LLM ICL, providing
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(a) Entity Model

(b) Relation Model

I the in amountthepayment of of .R$2,230.23

CLAIM_VALUE

unhealthy

CLAIM

work conditions allowancegrant

DECISION

I the in amountthepayment of of .R$2,230.23unhealthy work conditions allowancegrant

DECISION

<O:D> </O:D> <S:C> </S:C>

I the in amountthepayment of of .R$2,230.23unhealthy work conditions allowancegrant

VALUE

<O:V> </O:V><S:C> </S:C>

I the in amountthepayment of of .R$2,230.23unhealthy work conditions allowancegrant

NO_RELATION

<O:V> </O:V><O:D> </O:D>

Figure 2: The same S1 sentence example from Figure 1. (a) In this sentence, the expected entities to be extracted by
the NER model are “grant” (DECISION), "unhealthy work conditions allowance" (CLAIM) and “R$2,230.23”
(CLAIM_VALUE). (b) Next, entity markers are appended around the predicted entities, highlighting them as either
subject or object (S or O prefixes in the markers) of the relation. In the examples, “O:D” indicates that the entity of
type DECISION is the object of the relation; “S:C” indicates that the entity of type CLAIM is the subject of the
relation and “O:C” indicates that the entity of type CLAIM_VALUE is the object of the relation. The RE model
then uses the concatenated contextual embeddings from these markers to classify the relation with a linear layer. As
an example, the CLAIM entity is related to both the DECISION and CLAIM_VALUE entities, while unrelated
entities are classified as NO_RELATION.

LLMs with few-shot examples to evaluate their per-
formance on Labor Lex. Details of the experiments
conducted with each approach are presented in the
following subsections.

5.1 NER Model

To create the training data for the NER task, we first
deduplicated sentences and randomly split them
to prevent data leakage from a single legal case
into the test set. Specifically, 10% of all sentences
were allocated to the test set, while the remaining
90% were used for a 5-fold cross-validation split
to create the training and validation sets.

5.1.1 Parameterization, Training and Setup
Three LMs were evaluated for the NER task: the
BERT model (Devlin et al., 2019) trained for the
Portuguese General Domain by Souza et al. (2020),
and two RoBERTa (Liu et al., 2019) models by
Garcia et al. (2024) for both General and Legal
domains. All evaluated models are of base size7.
The NER task training involves fine-tuning the LM
parameters using the NER annotations from Labor
Lex. The cost function used to adjust the weights
for training with the CRF classifier is the Condi-
tional Log Likelihood, while models using a linear

7The base models of BERT and RoBERTa contain approx-
imately 110 million and 125 million parameters, respectively.

neural layer for classification adopt Cross Entropy.

We evaluated our models using 5-fold cross-
validation with three different seeds. This proce-
dure resulted in a total of 15 training runs per model.
We evaluated 3 LMs and 2 classifiers, reaching a
total of 90 trainings. The reported performance
metrics are the F1-Score on the test set, obtained
by averaging the 15 training sessions performed for
each evaluated combination. The hyperparameters
used for these trainings are presented in Table 7 in
the appendix section.

5.1.2 Results for NER subtask

Table 2 contains the results for all the experi-
ments conducted with each of the three evalu-
ated language models, considering the two clas-
sifier options used. The best classifier was CRF,
and the best LM coupled with it was BERT.
The best average performance was obtained with
the RoBERTaLexPT model Garcia et al. (2024),
followed by BERT. With the linear classifier,
RoBERTaLexPT outperformed both General Do-
main models. Appendix Figure 5 contains the eval-
uation data per entity category for the best NER
model. Section A.5.1 in the appendix presents a
detailed error analysis for this task.
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Model LM Domain F1 Average*CRF Linear
RoBERTaLexPT (Garcia et al., 2024) Legal 89.75% 88.20% 88.97%
BERT (Souza et al., 2020) General 89.97% 87.86% 88.91%
RoBERTaCrawlPT (Garcia et al., 2024) General 89.58% 87.75% 88.66%

Table 2: Average cross-validation results of NER for each evaluated LM. Results are presented for the CRF and
Linear classifiers. The asterisk (*) indicates the overall average while LM Domain specifies the domain of LM is
pre-trained.

5.2 RE Model

RE training data building is detailed in the Ap-
pendix section A.2. The resulting preprocessing
of the labeled data produced 7,261 training items
(each item is a window of 4 sentences), 675 of
which were assigned to the test set, and the remain-
der was split between the cross-validation sets.

5.2.1 Parameterization, Training and Setup
The three LMs previously evaluated in the NER
task were also used for the RE task. Consistent with
the NER methodology, the LMs were fine-tuned on
the RE annotations from Labor Lex. Cross Entropy
is the cost function used to adjust the model weights
during training. A 5-fold cross-validation with
three different seeds was performed. This resulted
in 15 distinct training runs for each evaluated LM
(5 folds × 3 seeds), totaling 45 training sessions.
Following our pipeline approach, the RE models
were trained on gold-standard entities but evaluated
on entities predicted by the best-performing NER
model. Performance is reported using the F1-Score,
averaged across the 15 training runs for each model.
Hyperparameters for these trainings are detailed in
Table 8 (in appendix).

5.2.2 Results for RE subtask
Table 3 presents the experimental results for these
models, including the average for each evaluated
LM. The domain-specific LM achieved the best
performance in this task, outperforming the next
best model by 1.37%. A confusion matrix detailing
the results per relation category is presented in
Figure 6, and a detailed error analysis is provided
in Section A.5.2 (in the appendix section).

5.3 In-Context Learning with LLMs

We evaluated both tasks on our benchmark using
different LLMs, applying ICL (LLM ICL) while
providing them with few-shot examples to use as
references. Two prompting strategies were tested,
Annotation and Question Answering, each one pro-
vided with the same 12 few-shot examples (three

for each relation type). A structured JSON output
is expected for both strategies.

• Annotation: This prompting strategy pro-
vided the LLMs with details instructions on
all entity and relation categories, as well as
each property from the JSON data used as in-
put and output. In the prompt, we provide a
list of tokens for each example, asking them
to fill in the entities and relations data accor-
ding to the examples given. Appendix A.4.1
contains the prompt used for this strategy.

• Question Answering: For this strategy, we
provide the LLM with instructions contain-
ing the same details regarding the entity and
relation categories. However, instead of in-
structing the LLM to fill in the provided input
according to those instructions, we use a series
of questions for it to answer in the specified
JSON format. Appendix A.4.2 contains the
prompt used for this strategy.

For our experiments, we have evaluated the fol-
lowing LLMs: gemini-2.0-flash (Google, 2024),
OpenAI o3 (OpenAI, 2025), gpt-4o-mini (Ope-
nAI, 2024), deepseek-chat-v3-0324 (DeepSeek-
AI, 2024), gemma-3-27b-it (Team et al., 2025),
qwen3-235b-a22b (Team, 2025), and llama-3.1-
405b-instruct (Grattafiori et al., 2024). Details on
the APIs used for them are presented in appendix
section A.4. Each LLM API was called three times
to measure the consistency of the results.

5.3.1 Results with LLM ICL
We conducted the experiments using the same
scripts and metrics employed in the supervised
training approaches, utilizing the same test set pro-
duced for each task. We performed post-processing
to ensure valid JSON output from the LLMs. Table
4 shows the results grouped by each evaluated LLM
and prompt strategy. The best LLM for both tasks
was o3 from OpenAI, using both prompt strategies.
The best open-weight LLM is deepseek-chat-v3-
0324 using QA, surpassing gemini-2.0-flash in the

190



Model LM Domain Precision Recall F1
RoBERTaLexPT (Garcia et al., 2024) Legal 80.00% 85.05% 82.38%
BERT (Souza et al., 2020) General 78.04% 84.87% 81.01%
RoBERTaCrawlPT (Garcia et al., 2024) General 77.50% 83.58% 80.23%

Table 3: Average cross-validation results of RE for each evaluated LM. LM Domain indicates the domain in which
the evaluated LM is pre-trained.

LLM Prompt Strategy NER F1 RE F1
deepseek-chat-v3-0324 Annotation 60.42% 41.66%
deepseek-chat-v3-0324 QA 62.26% 46.23%
gemini-2.0-flash Annotation 66.59% 44.86%
gemini-2.0-flash QA 65.76% 50.57%
gemma-3-27b-it Annotation 50.56% 30.37%
gemma-3-27b-it QA 51.26% 33.28%
gpt-4o-mini Annotation 40.53% 13.56%
gpt-4o-mini QA 40.94% 18.16%
llama-3.1-405b-instruct Annotation 58.46% 38.24%
llama-3.1-405b-instruct QA 55.77% 37.19%
o3 Annotation 70.46% 56.97%
o3 QA 71.11% 57.98%
qwen3-235b-a22b Annotation 53.84% 32.69%
qwen3-235b-a22b QA 54.12% 35.38%

Table 4: Average results obtained for NER and RE tasks,
with each LLM and prompt strategy (Annotation and
Question Answering - QA).

NER Model Approach F1
Transformers-CRF BERT 89.97%
LLM ICL o3 71.11%

RE Model Approach F1
PURE RoBERTaLexPT 82.38%
LLM ICL o3 57.98%

Table 5: Performance comparison for both tasks, be-
tween the best supervised approaches of each task and
the best performing LLM using ICL.

Annotation approach by 1.37%. Table 10 from
the Appendix shows that there is an average im-
provement of 2.92% of the QA strategy over the
Annotation strategy. Appendix Table 9 presents the
results grouped by each evaluated LLM.

6 Conclusions

In this paper, we introduced and experimented
with Labor Lex, a newly created legal dataset
for the NER and RE tasks, evaluating different
Transformer-based Language Models, as well as
two classifiers for NER, and verifying the best re-
sults for the created benchmark with the chosen
architecture. The best LM for the NER task was
the BERT model from Souza et al. (2020), and
the best classifier layer was Conditional Random
Fields (Lafferty et al., 2001), reinforcing the results
obtained by Lample et al. (2016); Ma and Hovy
(2016); Corro et al. (2025), which demonstrated the

performance gain from using CRF as the classifier
for sequential word classification tasks. For the RE
task, the best evaluated LM was RoBERTaLexPT
from Garcia et al. (2024), using the PURE frame-
work from Zhong and Chen (2021).

An analysis of the best supervised models
indicates that the NER subtask is strong over-
all - CLAIM (92.46% F1) and CLAIM_VALUE
(93.65%) - but exhibits lower performance for
DECISION (87.98%) and REPERCUSSION
(91.27%). Figure 5 (In appendix A) reveals con-
fusion between the CLAIM and REPERCUS-
SION categories. The matrix (see Figure 5 of ap-
pendix A) also indicates a lower recall for CLAIM,
CLAIM_VALUE and DECISION, missing up to
8.1% of the tokens for the latter category. Boundary
mismatches account for 10.49% of NER errors. For
the RE subtask, the highest F1-scores are observed
for ROLE (92.41%), followed by ASSIGNMENT
(91.87%) and VALUE (90.95%), whereas DECI-
SION attains 81.26% due to a high false positive
rate (27.26%). Additional details from the error
analysis for both subtasks are presented in the ap-
pendix section A.5. These findings indicate that
the pipeline reliably links persons/organizations
to roles and relates claims to values/assignments,
while decision-centric phenomena (at both entity
and relation levels) remain the principal bottleneck
and the most promising target for future optimiza-
tion.

Regarding the performance of the LMs, hav-
ing BERT as the best performing model for the
NER task shows some dissonance compared to the
results obtained by Garcia et al. (2024) and Liu
et al. (2019). While Liu shows improvements by
using RoBERTa compared to BERT (Devlin et al.,
2019), Garcia demonstrates that the Legal Domain
RoBERTaLexPT model has achieved superior per-
formance in benchmarks within the same domain.
The NER experiments in this work show that the
best results obtained with the CRF classifier were
achieved using the BERT model, which outper-
formed both RoBERTa models from the general
and legal domains. A possible motivation for these
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results is that the hyperparameter space of the NER
task for the RoBERTa models may differ from that
of BERT when using the CRF classifier.

For the RE task, the best-performing model was
the RoBERTa domain-specific model; however, the
BERT-based model still outperformed the General
Domain RoBERTaCrawlPT. The experiments for
this task provided the best model for the Labor
Legal Domain from Brazil, with an F1-Score of
82.38% in the created benchmark.

Our experiments show that supervised training
still outperforms few-shot In-Context Learning
with LLMs for information extraction tasks, as
shown in Table 5. While few-shot ICL offers rapid
prototyping without training, it suffers from higher
inference costs, latency, and more variable perfor-
mance. In contrast, supervised models require an-
notated data and fine-tuning but deliver reliable,
low-cost inference once deployed. Overall, su-
pervised methods remain the most cost-effective
choice for high-accuracy production use, with few-
shot ICL being better suited for quick experimenta-
tion or low-resource contexts.

For future work, we plan to extend our experi-
ments on the proposed benchmark by exploring ar-
chitectural and methodological variations discussed
in Section 3, with the goal of further improving
task performance. Specifically, we intend to inves-
tigate end-to-end joint models for NER and RE,
graph-based approaches, and prompt-based fine-
tuning strategies. Additionally, we will experiment
with data augmentation techniques using LLMs to
mitigate data scarcity and enhance model general-
ization.
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A Appendix

A.1 Annotation Examples
The Table 6 and Figure 3 provide examples of re-
lations and their participating entities annotated in
INCEpTION, along with the Portuguese terms and
their English translations.

The specialist annotators considered certain legal
documents, such as Decisions, Dispatches, Notifi-
cations, and Warrants , to be less relevant. This is
because these documents are more focused on pro-
cedural steps rather than containing substantive ar-
guments or decisions (The Decision document type
is usually used more for communicating that a deci-
sion has been taken rather than the actual decision),
resulting in a lower volume of useful information
for the analysis. Consequently, these document
types were underrepresented in the dataset.

A.2 Training Hyperparameters
The Tables 7 and 8 present the hyperparameters
used for training the models for NER and RE, re-
spectively.

Hyperparameter Value
Batch size 8
Learning rate 3× 10−5

Learning rate (CRF layer) 7.5× 10−3

Gradient accumulation steps 4
Warmup ratio 10%
Weight decay 0.1
Dropout 0.2
Epochs 10

Table 7: Hypeparameters used for NER model training.

Hyperparameter Value
Batch size 20
Learning rate 2× 10−5

Warmup ratio 10%
Weight decay 0.01
Epochs 5

Table 8: Hyperparameters used for RE model training.

Relation Dataset Preprocessing

The following preprocessing and split were done
before the RE training model: (i) Windows of sen-
tences were created with a size of 4 and a stride
of 210. This process is illustrated in Figure 4; (ii)
Windows of sentences with no inner relations are
discarded; (iii) The sentences in the windows are
joined using the [unused99] token from the Trans-
former vocabulary11; (iv) Relations containing at
least one entity outside the window are discarded12;
(v) Deduplication of windows of sentences; (vi)
Random distribution of the windows from the 149
labeled cases for 5-Fold cross-validation, keeping
all windows from the same case in the same dataset.

The windows of sentences were created with a
size of 4 and a stride of 2 to reflect a real situation
when inferring the model on new documents, as it
is unknown where the entities participating in rela-
tions will be found. Not using a stride (stride = 0)
would imply no overlap at all, causing relations that
contain entities in different windows to be missed;
a greater number of relations would be discarded in
Step 3. The cross-validation distribution at the case
level is designed to prevent data leakage among
datasets, as the overlap of sentences results in the
same sentences being present in different windows.

A.3 Evaluation Details

The Figures 5 and 6 are the confusion matrices for
the best NER and RE models trained for this work,
respectively.

A.4 LLM ICL Experiments Details

For the Gemini model, we used the Vertex AI API
13; for the OpenAI models, we used their own API
14 as well; and for all other models, we used the API
provided by OpenRouter 15. Regarding the post-
processing of the LLMs response, we followed
(Deußer et al., 2024) and developed a code-based
solution to map the positions of the extracted enti-
ties returned from the LLM to the provided list of
tokens as input.

10Size 4 was chosen due to 1.48% of labeled relations have
their entities separated by more than 3 sentences. A stride of 2
was utilized to produce a 2-sentence overlap between adjacent
windows.

11This is an unused, reserved slot in the tokenizer vocabu-
lary.

12In such cases, it is possible that the object or subject of
the relation is in a sentence outside the window.

13https://cloud.google.com/vertex-ai
14https://openai.com/api
15https://openrouter.ai
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Assignment Decision
1ª RECLAMADA (1st defendant) A SUCUMBÊNCIA (The award of legal costs)
A SEGUNDA RECLAMADA (The second defendant) ACOLHO EM PARTE (I partially grant)
Município demandado (Defendant Municipality) ACORDO HOMOLOGADO (Approved settlement)
O executado (The executed party) APELO PROVIDO (Appeal granted)

PARTE AUTORA (Plaintiff)
Arquivem-se definitivamente os autos
(Let the case records be definitively archived)

UNIÃO FEDERAL (FEDERAL GOVERNMENT) Condenar (To condemn)

a litisconsorte (the joint defendant)
DAR PROVIMENTO EM PARTE
(To partially grant the appeal)

ao Sindicato (to the Union) DECIDO CONHECER (I decide to take cognizance)
parte requerente (petitioner) Defiro (I grant)
impetrante (petitioner) JULGAR PROCEDENTES (To rule in favor)

Claim Role
01-SALDO DE SALÁRIO (01-Wage balance) advogado (lawyer)
03-MULTA ART . 467 DA CLT (03-FINE ART. 467 OF THE CLT) Desembargador Relator (Reporting Justice)
1 / 3 Constitucional de Férias (1/3 Constitutional Vacation Pay) EXEQÜENTE (Enforcing party/claimant)
13º salário proporcional (Proportional 13th-month salary) Juiz (Judge)
16hs extras semanais (16 weekly overtime hours) Julgador de Primeiro Grau (First-degree judge)
40 % de multa sobre o FGTS (40% fine on FGTS) Juíza do Trabalho Substituta (Substitute Labor Judge)
APLICABILIDADE DA REFORMA TRABALHISTA
(APPLICABILITY OF THE LABOR REFORM)

preposto do ( a ) reclamado ( a ) (representative of the defendant)

ILEGITIMIDADE ATIVA (LACK OF STANDING TO SUE) RECLAMADO (DEFENDANT)
ASSISTENCIA JUDICIÁRIA GRATUITA
(FREE LEGAL ASSISTANCE)

Relatora Ministra (Reporting Minister)

HONORÁRIOS ADVOCATÍCIOS E SUCUMBENCIAIS
(ATTORNEY AND LEGAL COSTS FEES)

Rel . Des . (Reporting Justice)

Table 6: Examples of assignments, decisions, claims and roles entities, which are the main categories of entities
participating in the relations annotated in this work. Each example in Portuguese includes its respective translation
to English in parentheses.

Figure 3: Examples of relations and their participating entities annotated in INCEpTION. These examples were
translated from Portuguese.

Concerning the prompts, we translated them into
English for presentation in this work, also adding
some translations in parentheses for the actual Por-
tuguese terms corresponding to entities and rela-
tion types. Figure 7 contains a sample of one of the
JSON objects presented to the LLMs to be used as
few-shot examples.

A.4.1 Prompt for Annotation Approach
I will now present a list of samples containing texts,
along with the corresponding lists of entities and
relations between the entities extracted from these
texts.

1. The entities are of the following types:

(a) "ATRIBUICAO" (ASSIGNMENT): cor-

responds to the entity category that rep-
resents the party being assigned or en-
trusted with a certain obligation or sen-
tencing in the case. Examples: "à recla-
mada" (to the defendant), "o executado"
(the executed party), and "parte autora"
(plaintiff).

(b) "DECISAO" (DECISION): expresses a
decision being made in a judgment,
which may be related to a claim or to
the case as a whole. Examples: "con-
denar" (to convict), "deferir" (to grant),
"acolher" (to accept), "dar provimento"
(to uphold), and "conhecer" (to hear a
case).
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All Sentences Window 1 Window 2 Window 3
The employee's dismissal occurred within the thirty-day period
preceding the 2013 category's base date — a fact noted by the
union on the employee's termination certificate (TRCT).

The employee's dismissal occurred within the thirty-day period
preceding the 2013 category's base date — a fact noted by the
union on the employee's termination certificate (TRCT).

Based on the foregoing and pursuant to Article 9 of Law No.
7238/84, the payment of the due compensation is requested.

Based on the foregoing and pursuant to Article 9 of Law No.
7238/84, the payment of the due compensation is requested.

ORDINARY APPEALS FROM THE DEFENDANTS –
ADDITIONAL COMPENSATION – The plaintiff's dismissal
occurred within the thirty days preceding her category's base date,
thus justifying the granting of the additional compensation referred
to in Article 9 of Law No. 7,238/84.

ORDINARY APPEALS FROM THE DEFENDANTS –
ADDITIONAL COMPENSATION – The plaintiff's dismissal
occurred within the thirty days preceding her category's base date,
thus justifying the granting of the additional compensation referred
to in Article 9 of Law No. 7,238/84.

ORDINARY APPEALS FROM THE DEFENDANTS –
ADDITIONAL COMPENSATION – The plaintiff's dismissal
occurred within the thirty days preceding her category's base date,
thus justifying the granting of the additional compensation referred
to in Article 9 of Law No. 7,238/84.

Appeal denied.  Appeal denied.  Appeal denied. 
(Regional Labor Court of the 4th Region – Ordinary Appeal 00468-
2004-701-04-00-8 – Reporting Judge Vanda Krindges Marques –
Decided 18.04.2007).

(Regional Labor Court of the 4th Region – Ordinary Appeal 00468-
2004-701-04-00-8 – Reporting Judge Vanda Krindges Marques –
Decided 18.04.2007).

(Regional Labor Court of the 4th Region – Ordinary Appeal 00468-
2004-701-04-00-8 – Reporting Judge Vanda Krindges Marques –
Decided 18.04.2007).

ADDITIONAL COMPENSATION – 'When a labor contract is
terminated without just cause within the thirty days preceding the
professional category's base date, additional compensation is due,
in accordance with Article 9 of Law No. 7238/84.'

ADDITIONAL COMPENSATION – 'When a labor contract is
terminated without just cause within the thirty days preceding the
professional category's base date, additional compensation is due,
in accordance with Article 9 of Law No. 7238/84.'

ADDITIONAL COMPENSATION – 'When a labor contract is
terminated without just cause within the thirty days preceding the
professional category's base date, additional compensation is due,
in accordance with Article 9 of Law No. 7238/84.'

Ordinary Appeal partially granted.  Ordinary Appeal partially granted. 
(Regional Labor Court of the 2nd Region – Appeal 00509-2006-
303-02-00-9 – (20070302850) – 11th Panel – Reporting Judge
Dora Vaz Treviño – Official Gazette of the State of São Paulo
03.05.2007).

(Regional Labor Court of the 2nd Region – Appeal 00509-2006-
303-02-00-9 – (20070302850) – 11th Panel – Reporting Judge
Dora Vaz Treviño – Official Gazette of the State of São Paulo
03.05.2007).

Figure 4: Example of the preprocessing for creating windows of sentences of size 4 for training the RE model.
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Figure 5: Confusion matrix for the best NER model trained in the experiments conducted. The translated categories
from Portuguese to English are ATRIBUICAO: ASSIGNMENT; DECISAO: DECISION; FUNCAO: ROLE; FUN-
DAMENTO: LEGAL_GROUND; LOCAL: LOCATION; ORGANIZACAO: ORGANIZATION; PEDIDO: CLAIM;
PESSOA: PERSON; REFLEXO: REPERCUSSION; TIPO_ACAO: PROCEEDING_TYPE; TRIBUNAL: COURT;
VALOR_ACORDO: SETTLEMENT_VALUE; VALOR_CAUSA: CASE_VALUE; VALOR_CONDENACAO:
CONVICTION_VALUE; VALOR_CUSTAS: LEGAL_COSTS_VALUE; VALOR_PEDIDO: CLAIM_VALUE;
VARA: COURT_BRANCH.

(c) "FUNCAO" (ROLE): corresponds to
the function or role of the people

mentioned in the documents. Func-
tions are only identified if they accom-
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Figure 6: Confusion matrix for the best RE model trained in the experiments conducted. The translated categories
from Portuguese to English are ATRIBUICAO: ASSIGNMENT; DECISAO: DECISION; FUNCAO: ROLE;
VALOR: VALUE.

pany a "PESSOA" or "ORGANIZA-
CAO". Examples: "advogado" (lawyer),
"juiz" (judge), "preposto" (representa-
tive), "testemunha" (witness), "recla-
mante" (claimant), and "reclamado" (de-
fendant).

(d) "FUNDAMENTO" (LE-
GAL_GROUND): category assigned
to any legal provision that may be
referenced in the documents to support
the claims from lawyers and decisions
from judges. Examples: "art. 12, II, do
CPC" (Art. 12, II, of the Civil Procedure
Code); "artigo 114, inciso VIII, da
Constituição Federal" (Article 114,
item VIII, of the Federal Constitution);
"EMENDA CONSTITUCIONAL Nº
45/04" (Constitutional Amendment No.
45/04).

(e) "LOCAL" (LOCATION): proper names
that identify streets, neighborhoods,
cities, states, and addresses.

(f) "ORGANIZACAO" (ORGANIZA-
TION): proper names that identify
legal entities, which may be companies,
institutions, government agencies,
associations, foundations, etc. Examples:
"Banco Itaú" (Itaú Bank), "Estado
do Ceará" (State of Ceará), "INSS",
"Justiça do Trabalho" (Labor Court),
and "Receita Federal" (Federal Revenue
Service).

(g) "PEDIDO" (CLAIM): In the context
of Brazilian Labor Justice, claims are
formal requests made by the employee
(claimant) to the judge, seeking that the
company (defendant) be sentenced to
fulfill obligations or pay amounts aris-
ing from the employment relationship.
They define the scope of the action and
must be clear, specific, and based on
facts and rights. Examples: "Saldo de
salário" (salary balance), "aviso prévio"
(prior notice), "13º salário proporcional"
(proportional 13th salary), "férias pro-
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porcionais + 1/3" (proportional vaca-
tion + 1/3), "multa de 40% do FGTS"
(40% FGTS fine), "horas extras" (over-
time hours), "adicional noturno" (night
shift bonus), "adicional de insalubri-
dade" (hazard pay), "diferença salarial"
(salary difference), "equiparação salar-
ial" (salary equalization), "indenizações
por danos morais" (moral damages com-
pensation), and "reconhecimento de vín-
culo empregatício" (employment rela-
tionship recognition).

(h) "PESSOA" (PERSON): proper names
that identify natural persons, either full
or partial names.

(i) "REFLEXO" (REPERCUSSION): In la-
bor law, "reflexos trabalhistas" (labor
repercussions) refer to the financial im-
pacts or consequences that the recogni-
tion or payment of a certain main com-
pensation has on other salary or sever-
ance payments. It is essentially the cas-
cading effect that one amount has on the
calculation of others due to its remuner-
ative nature. Examples: "13º salário"
(13th salary), "férias" (vacation), and
"FGTS" (service time compensation).

(j) "TIPO_ACAO" (PROCEED-
ING_TYPE): Types of legal actions
correspond to the activities carried
out by judges and courts during pro-
cedural steps. Examples: "recurso de
revista" (appeal for review), "embargos
de declaração" (motion for clarifica-
tion), "apelação cível" (civil appeal),
"contrarrazões" (counterarguments).

(k) "TRIBUNAL" (COURT): specific cate-
gory of organizations that, in the legal
context, identify court names. Examples:
"STF" (Federal Supreme Court), "STJ"
(Superior Court of Justice), "TJMG"
(Court of Justice of Minas Gerais), "Tri-
bunal Regional do Trabalho da 21ª
Região" (Regional Labor Court of the
21st Region), "Tribunal de Justiça de
Goiás" (Court of Justice of Goiás).

(l) "VARA" (COURT_BRANCH): specific
category of organizations that, in the le-
gal context, identify labor or judicial
court branches. Examples: "11ª Vara do
Trabalho de Recife" (11th Labor Court of

Recife), "TERCEIRA VARA DO TRA-
BALHO DE MOSSORÓ / RN" (Third
Labor Court of Mossoró/RN).

(m) "VALOR_ACORDO" (SETTLE-
MENT_VALUE): monetary amount
related to a settlement being ratified or
declared in the document, which the
employer agrees to pay to the employee.

(n) "VALOR_CAUSA" (CASE_VALUE):
monetary amount corresponding to the
total requested by the claimant employee,
defined as the claim amount for the case.

(o) "VALOR_CONDENACAO" (CONVIC-
TION_VALUE): monetary amount cor-
responding to the total sentence set by a
judge in a statement indicating the deci-
sion in the case, defined as the amount
of the sentence to be paid.

(p) "VALOR_CUSTAS" (LE-
GAL_COSTS_VALUE): monetary
amount corresponding to court costs,
which are fees paid to the court to cover
the costs of the process.

(q) "VALOR_PEDIDO" (CLAIM_VALUE):
refers to the identification and quantifi-
cation of the amounts requested. These
are the exact financial amounts the em-
ployee seeks to receive, including the
main value, its effects on other payments,
monetary correction, and applicable in-
terest. Examples are monetary values,
either prefixed or not with the currency
symbol.

(r) The difference between the "valor de
condenação" (conviction value) and the
"valor por pedido" (claim value) in a case
is that the conviction value refers to the
total value of claims granted by the judge.
In contrast, the claim value may be used
both in a claim or in the conviction con-
text, for one or more specific claims.

(s) The words "pedido" (claim), "reflexo"
(repercussion), "organização" (organiza-
tion), and "pessoa" (person) must not be
part of entities; do not include them in
the list of identified entities.

(t) In general, the name of each category
should not be considered an entity.

(u) Entities should also not start with definite
articles such as "a" (feminine singular),
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"o" (masculine singular), "as" (feminine
plural), and "os" (masculine plural).

2. The relations are of the following types. The
rules regarding which entities can be subjects
or objects of the relations are:

(a) "VALOR" (VALUE): only entities of
type "PEDIDO" or "REFLEXO" (sub-
jects) can relate to entities of type
"VALOR_PEDIDO" (objects).

(b) "DECISAO" (DECISION): only entities
of type "PEDIDO" or "REFLEXO" (sub-
jects) can relate to entities of type "DE-
CISAO" (objects).

(c) "ATRIBUICAO" (ASSIGNMENT): only
entities of type "PEDIDO" or "RE-
FLEXO" (subjects) can relate to entities
of type "ATRIBUICAO" (objects).

(d) "FUNCAO" (ROLE): only entities of
type "PESSOA" or "ORGANIZACAO"
(subjects) can relate to entities of type
"FUNCAO" (objects).

(e) No relation allows the participation of
two entities of the same type, or types
different from those described above.

3. You will receive a list of texts to be used for
identifying all the types of entities and rela-
tions above, in JSON format: Input = "id": int,
"tokens": List[str].

4. Entities must be provided in the JSON format
Entity = "type": str, "text": List[str], "id": int,
where:

(a) "type": entity type, from the list in step
1;

(b) "text": list of tokens of the entity;
(c) "id": sequential numeric ID in the list of

entities already provided;
(d) The tokens in the "text" field must be

identical to those in the "tokens" list from
the input.

5. Relations must be provided in the JSON for-
mat Relation = "type": str, "head": Entity,
"tail": Entity, where:

(a) "type": relation type, from the list in step
2;

(b) "head": subject of the relation, the entity
that initiates or performs the relation;

(c) "tail": object of the relation, the entity
that receives or is affected by the relation.

6. The output for each sample must be in the
JSON format Output = "id": int, "entities":
list[Entity], "relations": list[Relation].

(a) The output must be obtained by adding
the identified entities and relations, keep-
ing the same numeric ID from the input.

7. The response must not contain comments or
markdown, only the JSON output.

8. Create exactly one response for each sample
in the input list.

A.4.2 Prompt for Question Answering
Approach

I will now present a list of samples containing texts,
along with the corresponding lists of entities and
relations between the entities extracted from these
texts.

1. The entities are of the following types:

(a) "ATRIBUICAO" (ASSIGNMENT): cor-
responds to the entity category that rep-
resents the party being assigned or en-
trusted with a certain obligation or sen-
tencing in the case. Examples: "à recla-
mada" (to the defendant), "o executado"
(the executed party), and "parte autora"
(plaintiff).

(b) "DECISAO" (DECISION): expresses a
decision being made in a judgment,
which may be related to a claim or to
the case as a whole. Examples: "con-
denar" (to convict), "deferir" (to grant),
"acolher" (to accept), "dar provimento"
(to uphold), and "conhecer" (to hear a
case).

(c) "FUNCAO" (ROLE): corresponds to
the function or role of the people
mentioned in the documents. Func-
tions are only identified if they accom-
pany a "PESSOA" or "ORGANIZA-
CAO". Examples: "advogado" (lawyer),
"juiz" (judge), "preposto" (representa-
tive), "testemunha" (witness), "recla-
mante" (claimant), and "reclamado" (de-
fendant).

(d) "FUNDAMENTO" (LE-
GAL_GROUND): category assigned
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to any legal provision that may be
referenced in the documents to support
the claims from lawyers and decisions
from judges. Examples: "art. 12, II, do
CPC" (Art. 12, II, of the Civil Procedure
Code); "artigo 114, inciso VIII, da
Constituição Federal" (Article 114,
item VIII, of the Federal Constitution);
"EMENDA CONSTITUCIONAL Nº
45/04" (Constitutional Amendment No.
45/04).

(e) "LOCAL" (LOCATION): proper names
that identify streets, neighborhoods,
cities, states, and addresses.

(f) "ORGANIZACAO" (ORGANIZA-
TION): proper names that identify
legal entities, which may be companies,
institutions, government agencies,
associations, foundations, etc. Examples:
"Banco Itaú" (Itaú Bank), "Estado
do Ceará" (State of Ceará), "INSS",
"Justiça do Trabalho" (Labor Court),
and "Receita Federal" (Federal Revenue
Service).

(g) "PEDIDO" (CLAIM): In the context
of Brazilian Labor Justice, claims are
formal requests made by the employee
(claimant) to the judge, seeking that the
company (defendant) be sentenced to
fulfill obligations or pay amounts aris-
ing from the employment relationship.
They define the scope of the action and
must be clear, specific, and based on
facts and rights. Examples: "Saldo de
salário" (salary balance), "aviso prévio"
(prior notice), "13º salário proporcional"
(proportional 13th salary), "férias pro-
porcionais + 1/3" (proportional vaca-
tion + 1/3), "multa de 40% do FGTS"
(40% FGTS fine), "horas extras" (over-
time hours), "adicional noturno" (night
shift bonus), "adicional de insalubri-
dade" (hazard pay), "diferença salarial"
(salary difference), "equiparação salar-
ial" (salary equalization), "indenizações
por danos morais" (moral damages com-
pensation), and "reconhecimento de vín-
culo empregatício" (employment rela-
tionship recognition).

(h) "PESSOA" (PERSON): proper names
that identify natural persons, either full

or partial names.
(i) "REFLEXO" (REPERCUSSION): In la-

bor law, "reflexos trabalhistas" (labor
repercussions) refer to the financial im-
pacts or consequences that the recogni-
tion or payment of a certain main com-
pensation has on other salary or sever-
ance payments. It is essentially the cas-
cading effect that one amount has on the
calculation of others due to its remuner-
ative nature. Examples: "13º salário"
(13th salary), "férias" (vacation), and
"FGTS" (service time compensation).

(j) "TIPO_ACAO" (PROCEED-
ING_TYPE): Types of legal actions
correspond to the activities carried
out by judges and courts during pro-
cedural steps. Examples: "recurso de
revista" (appeal for review), "embargos
de declaração" (motion for clarifica-
tion), "apelação cível" (civil appeal),
"contrarrazões" (counterarguments).

(k) "TRIBUNAL" (COURT): specific cate-
gory of organizations that, in the legal
context, identify court names. Examples:
"STF" (Federal Supreme Court), "STJ"
(Superior Court of Justice), "TJMG"
(Court of Justice of Minas Gerais), "Tri-
bunal Regional do Trabalho da 21ª
Região" (Regional Labor Court of the
21st Region), "Tribunal de Justiça de
Goiás" (Court of Justice of Goiás).

(l) "VARA" (COURT_BRANCH): specific
category of organizations that, in the le-
gal context, identify labor or judicial
court branches. Examples: "11ª Vara do
Trabalho de Recife" (11th Labor Court of
Recife), "TERCEIRA VARA DO TRA-
BALHO DE MOSSORÓ / RN" (Third
Labor Court of Mossoró/RN).

(m) "VALOR_ACORDO" (SETTLE-
MENT_VALUE): monetary amount
related to a settlement being ratified or
declared in the document, which the
employer agrees to pay to the employee.

(n) "VALOR_CAUSA" (CASE_VALUE):
monetary amount corresponding to the
total requested by the claimant employee,
defined as the claim amount for the case.

(o) "VALOR_CONDENACAO" (CONVIC-
TION_VALUE): monetary amount cor-
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responding to the total sentence set by a
judge in a statement indicating the deci-
sion in the case, defined as the amount
of the sentence to be paid.

(p) "VALOR_CUSTAS" (LE-
GAL_COSTS_VALUE): monetary
amount corresponding to court costs,
which are fees paid to the court to cover
the costs of the process.

(q) "VALOR_PEDIDO" (CLAIM_VALUE):
refers to the identification and quantifi-
cation of the amounts requested. These
are the exact financial amounts the em-
ployee seeks to receive, including the
main value, its effects on other payments,
monetary correction, and applicable in-
terest. Examples are monetary values,
either prefixed or not with the currency
symbol.

(r) The difference between the "valor de
condenação" (conviction value) and the
"valor por pedido" (claim value) in a case
is that the conviction value refers to the
total value of claims granted by the judge.
In contrast, the claim value may be used
both in a claim or in the conviction con-
text, for one or more specific claims.

(s) The words "pedido" (claim), "reflexo"
(repercussion), "organização" (organiza-
tion), and "pessoa" (person) must not be
part of entities; do not include them in
the list of identified entities.

(t) In general, the name of each category
should not be considered an entity.

(u) Entities should also not start with definite
articles such as "a" (feminine singular),
"o" (masculine singular), "as" (feminine
plural), and "os" (masculine plural).

2. The relations are of the following types. The
rules regarding which entities can be subjects
or objects of the relations are:

(a) "VALOR" (VALUE): only entities of
type "PEDIDO" or "REFLEXO" (sub-
jects) can relate to entities of type
"VALOR_PEDIDO" (objects).

(b) "DECISAO" (DECISION): only entities
of type "PEDIDO" or "REFLEXO" (sub-
jects) can relate to entities of type "DE-
CISAO" (objects).

(c) "ATRIBUICAO" (ASSIGNMENT): only
entities of type "PEDIDO" or "RE-
FLEXO" (subjects) can relate to entities
of type "ATRIBUICAO" (objects).

(d) "FUNCAO" (ROLE): only entities of
type "PESSOA" or "ORGANIZACAO"
(subjects) can relate to entities of type
"FUNCAO" (objects).

(e) No relation allows the participation of
two entities of the same type, or types
different from those described above.

3. You will receive a list of text samples to be
used to answer questions aimed at identifying
all types of entities and relations above.

(a) The samples must be in the format JSON
Input = "id": int, "tokens": List[str].

4. Given the entity types listed above in step 1,
search for all occurrences of each type in each
provided sample.

5. The responses referring to entities must be in
the format JSON Entity = "type": str, "text":
List[str], "id": int, where:

(a) "type": entity type, from the list in step
1;

(b) "text": list of tokens of the entity;
(c) "id": sequential numeric ID in the list of

entities already provided;
(d) The tokens in the "text" field must be

identical to those in the "tokens" list from
the input.

6. The relations must be returned in the format
JSON Relation = "type": str, "head": Entity,
"tail": Entity, where:

(a) "type": relation type, from the list in step
2;

(b) "head": subject of the relation, the entity
that initiates or performs the relation;

(c) "tail": object of the relation, the entity
that receives or is affected by the relation.

7. Answer the following questions as a list of
entities, as described in step 5:

(a) Which procedural claims and their reper-
cussions are identified in the text?

(b) Which assignments are identified in the
text?
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(c) Which decisions are identified in the
text?

(d) Which procedural roles of people are
mentioned in the text?

(e) What are the claim and repercussion val-
ues identified in the text?

8. Answer the following questions as a list of
relations, as described in step 6:

(a) What are the values of each claim and
repercussion identified in the text? Link
the claim value entities to their respective
claims or repercussions in the form of
relations.

(b) To whom was each claim and repercus-
sion identified in the text assigned? Link
the assignment entities to their respec-
tive claims or repercussions in the form
of relations.

(c) How was each claim or repercussion de-
cided? Link the decision entities to their
respective claims or repercussions in the
form of relations.

(d) What is the role of each person or orga-
nization identified in the text? Link the
role entities to their respective people or
organizations in the form of relations.

9. The output for each sample must be in the
format JSON Output = "id": int, "entities":
List[Entity], "relations": List[Relation].

(a) The output must be obtained by adding
the identified entities and relations, keep-
ing the same numeric ID from the input.

10. The answer must not contain comments or
markdown, only the output JSON.

11. Create exactly one answer for each sample in
the input list.

12. All entities and relations identified from the
samples must be consolidated into a single
list, according to the format specified in step
9.

A.4.3 JSON Examples
We used a total of the same 12 few-shot examples
for both prompting approaches. Here, we present
one example.

LLM NER F1 RE F1
deepseek-chat-v3-0324 61.34% 43.94%
gemini-2.0-flash 66.18% 47.71%
gemma-3-27b-it 50.91% 31.82%
gpt-4o-mini 40.74% 15.86%
llama-3.1-405b-instruct 57.11% 37.71%
o3 70.78% 57.48%
qwen3-235b-a22b 53.98% 34.04%

Table 9: Average results obtained for each evaluated
LLM.

Prompt Strategy NER F1 RE F1
QA 57.32% 39.83%
Annotation 57.27% 36.91%

Table 10: Average results obtained for each evaluated
prompt approach.

A.4.4 Additional Results
The Tables 9 and 10 display additional results for
the LLM experiments for both tasks. Table 9
groups the results by LLM model for each task,
and Table 10 groups the results by prompt strategy.

A.5 Error Analysis

We selected the best supervised model from each
task to conduct an error analysis.

A.5.1 NER model
For the best NER model, according to the con-
fusion matrix presented in Figure 5, we verified
that the lowest F1 scores per category were DECI-
SION (87.98%) and REPERCUSSION (91.27%).
The CLAIM category had an F1 of 92.46%, and
CLAIM_VALUE had an F1 of 93.65%. Most of the
errors concerning repercussions involve predicting
them as claims, which occurred for 5.62% of the
tokens. The same can be shown for claims; they
are most confounded for repercussions as well, for
0.57% of the tokens. However, most of the errors
for claims are in terms of recall, with the model
missing 6.8% of the tokens labeled as claims. For
the decision entities, 0.64% of the tokens were
predicted as claims, and 8.1% of the tokens were
missed by the model. For the claim values, 5.9%
of the tokens were missed by the model. 10.49%
of the errors from the model are related to missing
the boundaries of the entities, meaning that entities
predicted by the model had additional tokens or
missed some that were part of the annotations.

Table 11 contains examples of errors for the
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input: {
"id": 1,

"tokens": ['Improcedem', 'os', 'demais', '.', '[unused99]', 'Tudo', 'nos',
'termos', 'da', 'fundamentação', ',', 'que', 'integra', 'este', 'dispositivo',
'.', '[unused99]', 'Juros', 'e', 'atualização', 'monetária', 'na', 'forma',
'da', 'lei', ',', 'observados', 'os', 'parâmetros', 'contidos', 'na',
'fundamentação', '.', '[unused99]', 'Custas', 'de', 'R', '$', '100', ',',
'00', ',', 'calculadas', 'sobre', '5', '.', '000', ',', '00', ',', 'ora',
'arbitrado', 'à', 'condenação', '-', 'art', '.', '789', ',', '§', '2º', ',',
'CLT', '-', ',', 'pela', 'reclamada', '.']

}
output: {

"id": 1,
"entities": [
{"type": 'DECISAO', "text": ['Improcedem'], "id": 0},
{"type": 'PEDIDO', "text": ['Juros'], "id": 1},
{"type": 'PEDIDO', "text": ['atualização', 'monetária'], "id": 2},
{"type": 'PEDIDO', "text": ['Custas'], "id": 3},
{"type": 'VALOR_CUSTAS', "text": ['R', '$', '100', ',', '00'], "id": 4},
{"type": 'VALOR_CONDENACAO', "text": ['5', '.', '000', ',', '00'], "id": 5},
{"type": 'FUNDAMENTO', "text": ['art', '.', '789', ',', '§', '2º', ',', 'CLT'],
"id": 6},
{"type": 'ATRIBUICAO', "text": ['pela', 'reclamada'], "id": 7}
],
"relations": [
{

"type": 'ATRIBUICAO',
"head": {"type": 'PEDIDO', "text": ['Custas'], "id": 3},

"tail": {"type": 'ATRIBUICAO', "text": ['pela', 'reclamada'], "id": 4}
}
]

}
... Total of 12 examples ...

Figure 7: Examples used for both Prompt approaches.

NER task. Tokens in green are tokens from entities
that have been correctly classified. Tokens in red
are tokens from entities that were incorrectly classi-
fied. For the "Gold Entities" column, categories in
parentheses next to the tokens of the entities display
the annotated label. For the "Predicted Entities"
column, the category in parentheses corresponds to
the predicted label.

A.5.2 RE model

The best performing category, according to Figure
6, for the RE task was ROLE, with 92.41%, fol-
lowed by ASSIGNMENT with 91.87%, VALUE
with 90.95%, and lastly, DECISION, which was
the only one below 90%, at 81.26%. The confusion

matrix shows that the only category for which the
recall is higher than the precision is ROLE, missing
7.6% of the annotations out of a total of 316 in the
test set. For the decision category, 27.26% of the
predictions made by the model were false positives,
leading to the lowest F1 score among the four cate-
gories. These results show that the model performs
well in associating people and organization names
with their roles in the documents. The RE model
struggles more with associating claims with their
decisions but shows better performance in relating
them to claim values and assignments. Table 12
contains examples of DECISION errors for this
task.
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Sentences Gold Entities Predicted Entities
Therefore, the payment of overtime due, as well
as the return to the job, considering the period of
stability not respected by the defendant, or related
compensation, should also reflect on their severance
pay the overtime hours worked during the period.

overtime due (CLAIM)
period of stability (CLAIM)
compensation (CLAIM)
severance pay (CLAIM)
overtime hours (CLAIM)

overtime due (CLAIM)
period of stability (CLAIM)
compensation (CLAIM)
severance pay (REPERCUSSION)
overtime hours (CLAIM)

ADMISSIBILITY. APPEAL INTEREST. An ordinary
appeal is not accepted when the appealing party has
not been defeated concerning the chapter of the
judgment subject to appeal.

APPEAL INTEREST (CLAIM)
ordinary appeal
(PROCEEDING_TYPE)
not accepted (DECISION)

ordinary appeal
(PROCEEDING_TYPE)

Table 11: Examples of sentences containing NER errors. The first sentence contains an example of boundary error
for the "period of stability" entity, for which the model missed the two initial tokens. The model also predicted
the "severance pay" entity as a repercussion instead of a claim. The entities "overtime due", "compensation", and
"overtime hours" were correctly identified. The second sentence contains an example of a missed claim ("APPEAL
INTEREST") and a missed decision ("not accepted"), as well as a correctly classified proceeding type ("ordinary
appeal").

Sentences Gold Relations Predicted Relations
I acknowledge the ordinary appeal filed
by the defendant and, on the merits, I
grant it to reverse the judgment and dismiss
the request for overtime and payment for
the partially utilized intra-day interval.

(overtime, DECISION, dismiss)
(intra-day interval, DECISION, dismiss)

(overtime, DECISION, reverse the judgment)
(overtime, DECISION, dismiss)

Table 12: Examples of sentences containing RE errors. The sentence contains 6 labeled entities: four decisions and
two claims. The gold and predicted relations presented in the table are in the format (subject entity, relation label,
object entity). The model missed the relation between the "dismiss" decision and the "intra-day interval" claim, and
predicted an unexisting relation between "reverse the judgment" and "overtime".
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Abstract

Test-time scaling (TTS) techniques can im-
prove the performance of large language mod-
els (LLMs) at the expense of additional compu-
tation and latency. While TTS has proven effec-
tive in formal domains such as mathematics and
programming (Snell et al., 2024; Chen et al.,
2024), its value in argumentative domains such
as law remains underexplored. We present an
empirical study of verifier-based TTS methods
for legal multiple-choice QA (MCQA) across
five benchmarks. Using a family of 7 reward
models, we evaluate both outcome-level (Best-
of-N ) and process-level (tree search) verifica-
tion under realistic low-N budgets. Our analy-
sis systematically investigates how verifier util-
ity is affected by key properties such as domain
specialization, model size, and supervision type
(process-supervised PRMs vs. outcome-only
ORMs), even when applied across different
roles.

1 Introduction

Test-Time Scaling (TTS) methods aim to enhance
Large Language Model (LLM) performance by
trading additional compute for improved accuracy
at inference time. The broad spectrum of these
techniques range from single-path approaches like
generating longer Chains-of-Thought (CoT) (Wei
et al., 2022; Guo et al., 2025; Jaech et al., 2024) to
more complex parallel and verifier-guided methods
such as Best-of-N (BoN) selection and tree search.
Systematic investigations of these verifier-guided
methods in formal domains like math and program-
ming have demonstrated substantial accuracy im-
provements on multiple choice QA (MCQA) tasks
(Brown et al., 2024; Wu et al., 2024; Snell et al.,
2024). However, the legal domain presents distinct
challenges; its reasoning is often defeasible and ac-
commodates multiple valid analytical paths. While
prior work has explored single-path inference for
legal reasoning (Yu et al., 2025), investigations into

Figure 1: TTS with Llama-3.1-8B-Instruct with four
different verifiers from N=4 to N=16, average over 5
legal MCQA benchmarks

parallel and verifier-based TTS are notably absent
from the literature. This gap is critical because
the verifiers underpinning these methods are of-
ten trained on general-purpose or formal-domain
data. It remains an open question whether such
models can reliably evaluate legal reasoning, or if
domain-specific verifiers are required to achieve
meaningful gains. These verifiers are broadly cate-
gorized into two types: Outcome Reward Models
(ORMs), which assign a single score to a com-
plete output, and Process Reward Models (PRMs),
which provide fine-grained, step-by-step feedback
(Uesato et al., 2022; Lightman et al., 2023). This
paper addresses the aforementioned gap by empir-
ically investigating whether the performance en-
hancements observed in formal domains translate
to legal MCQA. Through an extensive compari-
son of reward models, we analyze how to optimize
these verification strategies by evaluating the im-
pact of verifier domain specialization, model size,
and supervision type (PRM vs. ORM).
We examine verifier-based TTS for legal reasoning
to answer the following research questions:

• RQ1 (Value of verification under matched
compute). Under equal compute budgets, do
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outcome-verified Best-of-N (BoN) and Di-
verse Verifier Tree Search (DVTS) outperform
simple Majority Vote (MV) on legal MCQA
benchmarks?

• RQ2 (Importance of domain specialization
and verifier size). With method and compute
held constant, does a legal-specialized veri-
fier outperform a general-domain verifier, and
how large is the additional effect of scaling
the verifier size?

• RQ3 (Role transfer between verifiers): Un-
der matched size and compute, could these
reward models be used also out-of-role (for
PRMs in outcome verification and for ORMs
in process-verification) in legal MCQA tasks?

Contributions This paper makes three key con-
tributions to the understanding of verifier-based
test-time scaling for legal reasoning. First, we
conduct a comprehensive comparison between
MV, BoN, and process-verified DVTS using open-
source models, revealing that verifier-based meth-
ods rarely outperform simple voting baselines by
significant margins in legal reasoning. Second,
through systematic ablation studies, we show that
both verifier model size and domain specialization
are crucial for improving performance, with legal-
domain training providing a distinct advantage that
becomes most apparent at larger scales. Notably,
we find that the utility of all methods diminishes
as generator model capability increases, with even
sophisticated verification providing minimal gains.
Finally, our analysis of supervision type shows that
PRMs deliver superior performance compared to
ORMs of similar size, even when PRMs are de-
ployed outside their intended role for outcome ver-
ification tasks. These findings provide valuable
guidance for practitioners seeking to optimize com-
putational resources in legal NLP applications.

2 Experimental Setup

We test three generators: Llama-3.2-3B-Instruct,
Llama-3.1-8B-Instruct, and Llama-3.1-70B-
Instruct (Dubey et al., 2024). We ran our tests
with CoT prompting (Wei et al., 2022) and temper-
ature T = 0.8 and the system prompts in appendix
B. Our evaluation compares three methods:
Majority Vote (MV): Sample k CoT responses
and select the most frequent answer.
Best-of-N (BoN): Sample N CoT responses, score
each with an Outcome Reward Model (ORM), and

select the one with highest reward.
DVTS (Beeching et al.): A tree search guided by
a Process Reward Model (PRM) scoring partial
steps. For optimal hyperparameter choice, such as
expansion width or aggregation strategy, we ran an
ablation study on MBE exam that can be found in
appendix C.

While generating N trajectories of length T
dominates computational cost at O(T 2), the
reward-model scoring methods (Best-of-N and
DVTS) add only modest linear O(T ) overhead,
making all three approaches comparable in runtime
(see more details in Appendix A) .
We use the verifiers detailed in Table 1 and evaluate
on five legal benchmarks: binary COLIEE Task 4
(Goebel et al., 2025); four-option MBE BAR Exam
and LEXam (Fan et al., 2025); eight-option Su-
perGPQA (Law subset) (Du et al., 2025); and
thirty-two-option LEXam-32(Fan et al., 2025).
MBE BAR Exam is the only restricted-access
benchmark.

Type Verifier Model Size Training data
ORM Our RMs 8B, 70B General + Legal†

Skywork-Reward
(Liu et al.,
2024)

8B, 27B General

PRM VersaPRM (Zeng
et al., 2025)

8B Multi-domain∗

Qwen2.5-Math-PRM
(Zhang et al.,
2025)

7B, 72B Math

Table 1: Verifiers used in our study, grouped by su-
pervision type (ORM/PRM). ∗Multi-domain includes
Law, Philosophy, Biology and others. †Both our models
were trained on identical datasets, comprising general
knowledge sources such as UltraFeedback (Cui et al.,
2023) and restricted-access legal data from US and UK
jurisdictions. This training corpus encompasses various
task types: legal reasoning, legal information retrieval,
legal summarization, and basic instruction following.

2.1 Study Design
RQ1 (Value of Verification): We compare MV
against both BoN with Skywork-RM-27B, and
DVTS (with VersaPRM-8B). For BoN, we use
Skywork-RM-27B due to its performance on the
RewardBench (Lambert et al., 2024) benchmark.
For DVTS, we selected VersaPRM-8B as it is
the first open-source, multi-domain PRM avail-
able for research. RQ2 (Impact of Domain
& Size): We compare legal (Ours RMs) vs.
general (Skyworks) ORMs using BoN, and the
multi-domain (VersaPRM) vs. out-of-domain
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Figure 2: RQ1 results across all benchmarks with Llama 8B as the generator

(Qwen-Math-PRM) PRMs using DVTS. RQ3 (Su-
pervision Type): We test our legal ORMs (Ours)
against the legal PRM (VersaPRM) on both BoN
and DVTS.

3 Results

3.1 RQ1: Value of verification under matched
compute

In Figure 2 and figures 5-6 in appendix D we
can see that MV remains a strong baseline across
benchmarks and generator scales. The only
model where BoN and DVTS surpass on aver-
age across the 5 benchmarks the MV baseline
is Llama-3.2-3B-Instruct, where they achieve
around 1.4% average improvement. For larger mod-
els, however, verifications provides no performance
benefit or even show a decrease compared to MV.
These limited benefits of verification prompted us
to further explore the potential of domain special-
ization and size as two variables to obtain better
verification in 3.2.

Performance Variation Across Benchmarks A
closer analysis of the per-benchmark performance
reveals that the utility of verification is heavily in-
fluenced by the task’s complexity, specifically the

Table 2: Relative performance Gains on Llama 70B
Generator at N=16 against Majority Vote baseline. Best-
of-N uses Legal ORM 70B and DVTS uses QwenPRM
72B.

Benchmark Method Rel. Gain

MBE BAR
Best-of-N +0.6
DVTS -4.8

SuperGPQA
Best-of-N -2.1
DVTS -4.7

LEXam
Best-of-N -1.3
DVTS -0.5

LEXam 32
Best-of-N +10.2
DVTS +12.4

COLIEE Task 4
Best-of-N -1.4
DVTS -2.7

cardinality of the answer space. While this is more
limited with smaller generators, with 70B gener-
ator as shown in Table 2 the difference is consid-
erable. On benchmarks with a small number of
answer choices, such as COLIEE Task 4, MBE,
and LEXam, verifier-based methods offer marginal
or even negative gains over the highly effective MV

209



Figure 3: RQ2 average results with both Llama 8B and Llama 70B

Figure 4: RQ3 average results with both Llama 8B and Llama 70B

baseline. However, this trend is starkly reversed
in the high-complexity LEXam-32 task. With 32
possible answers, the output space becomes signifi-
cantly noisier, causing the MV baseline to struggle.
In this scenario, DVTS achieves a substantial rela-
tive gain of +12.4%.

3.2 RQ2: Domain specialization vs. verifier
size

Figure 3 and figures 7-8 in appendix D demonstrate
that BoN with our reward models (both 8B and 70B
variants) match or outperform general-domain veri-
fiers across evaluations. While the 8B model shows
minimal performance advantages over general ver-
ifiers, the 70B model consistently delivers superior
results across numerous benchmarks. Regarding
the performance of PRMs with DVTS, QwenPRM
72B produces the most significant enhancement
when coupled with smaller generator models. Di-
rect comparison between similarly sized VersaPRM
8B and QwenPRM 7B reveals that VersaPRM consis-
tently delivers superior performance.

3.3 RQ3: Supervision type and transfer
(PRM vs. ORM)

Figure 4 and figures 12-16 in Appendix D show that
PRMs provide consistent benefits: as BoN scorers
they yield stronger reranking than size-matched
ORMs, and within DVTS they offer more effec-
tive guidance. Improvements are concentrated on

the smaller generators, similar to the other results.
Ours 70B can still perform better than VersaPRM
also in process supervision even though it has re-
ceived no process training.

3.4 Discussion

Table 3: Relative improvement values across Llama
models at N=16 over the Majority Vote baseline at
N=16.

Method + Reward Model Llama 3B Llama 8B Llama 70B

BoN + VersaPRM 8B +2.94 +0.16 +1.56
BoN + Legal ORM 70B +4.46 +2.22 +1.20
DVTS + QwenPRM 72B +4.00 +2.00 -0.06

Diminishing Returns of Verification The per-
formance gains from verifier-based TTS decrease
as the capability of the generator model improves.
At same value of N when using the 70B gener-
ator, even well-configured verifiers provide only
small improvements over the MV baseline (Table
3), which proves to be a very competitive method.

Task Complexity as a Key Differentiator The
strong performance on the LEXam-32 benchmark
provides a crucial insight into the practical limits
of MV method. While MV is a robust baseline
for tasks with a small set of discrete answers, its
utility appears to degrade significantly as the so-
lution space expands. It is in this high-cardinality
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environment that verifier-guided methods demon-
strate their value. This suggests that for problems
with a constrained output space, the simplicity of
MV may be sufficient, but as task complexity and
the number of possible outcomes grow, the compu-
tational overhead of verification becomes a more
justifiable investment. This relationship warrants
further investigation, including in Open QA set-
tings.

The Dual Impact of Scale and Specialization
Our findings highlight two key drivers of verifier
performance: model scale and domain specializa-
tion. Scaling a verifier from an 8B to a 70B model
consistently yields substantial performance gains.
Similarly, models trained on specialized legal data
regularly outperform their general-domain counter-
parts. However, these two factors are linked. The
advantage from specialization is most pronounced
at the 70B scale, while at the 8B scale, specialized
models like VersaPRM offer modest, yet clear, im-
provements. This indicates that while larger mod-
els are inherently more capable, targeted training
provides a distinct, scale-dependent advantage.

The Generalization of Process Supervision Fi-
nally, we find that PRMs seem to work well also
in both outcome and process verification for legal
tasks. This may indicate that the step-by-step feed-
back used to train PRMs helps them develop a more
robust measure of reasoning quality.

4 Conclusions

In this work, we presented a systematic evalua-
tion of verifier-based TTS for legal multiple-choice
question answering.

A consistent observation is the diminishing re-
turn of verification as the generator model’s power
increases; while gains are evident for smaller gen-
erators, they shrink significantly for more powerful
ones, where a simple Majority Vote often remains
competitive. However, the utility of Majority Vote
is challenged by task complexity, and we find that
verifier-based methods provide substantial gains
in high-cardinality benchmarks where the answer
space is large.

Crucially, we find that effective verification re-
lies on the dual impact of model scale and domain
specialization. The advantage of in-domain train-
ing is most pronounced at larger verifier scales.
This is complemented by the notable generalization
of process supervision: VersaPRM proved highly

versatile, outperforming size-matched Outcome Re-
ward Models even when used out-of-role for out-
come reranking.

For practitioners, these findings suggest that in-
vesting in high-quality, in-domain reward models is
a promising direction for improving inference-time
legal reasoning.

5 Limitations and Scope

The scope of this study is limited to legal reason-
ing MCQA, and our findings may not generalize
to other legal tasks such as summarization or open-
ended QA where verification is arguably more com-
plex. Additionally, our experiments primarily fo-
cused on a single model family (i.e. Llama 3.1 and
Llama 3.2), and other model architectures might
exhibit different improvements from verification.
Future work should explore additional legal do-
mains and open QA, expand the verifier pool with
more recent reward models such as Skywork-v2
Reward Models, and evaluate newer generators
like Qwen3 models. It should be noted that some
verifiers used in this study are restricted-access data
(ours RMs), which limits the full reproducibility of
certain results.
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A TTS methods compute cost

For N trajectories with average length T , genera-
tion dominates total cost. Without KV caching,
the generator cost scales as Θ(PMNT 2). In
contrast, reward-model scoring is linear in (T ):
Best-of-N adds one verifier forward per trajectory
(Θ(PRNT )), and DVTS scores multiple partial
paths across s reasoning steps, about s+1

2 times
the BoN cost, Θ(PRNT s+1

2 ). With typical CoT
lengths of hundreds of tokens (average is 1000 for
our CoTs) and s ≈ 10, these O(T ) verifier terms
remain much smaller than the O(T 2) generation
term, even when the verifier is larger than the gener-
ator, so for a fixed sample count N , MV, BoN, and
DVTS have comparable runtime, with only modest
linear overheads for BoN and DVTS.

B Generator prompt templates

This section details the prompt templates used for
the generator models.

B.1 Majority Vote & Best-of-N system prompt

For the Best-of-N (BoN) generation method, we
use a custom system template for MCQA and the
classic CoT preprompt.
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Generator Reward Model Dataset N Expansion
Width

Independent
Subtrees

Accuracy

Llama-3.1-
8B-Instruct

VersaPRM BAR 16 8 2 55.6%

BAR 16 4 4 59.5%
BAR 16 2 8 61.8%

Llama-3.1-
70B-Instruct

Ours 70B LEXam 32 16 4 4 19.7%

LEXam 32 16 2 8 22.6%

VersaPRM LEXam 32 16 4 4 19.0%
2 8 21.2%

Qwen2.5-Math-
PRM-72B

LEXam 32 16 4 4 20.4%

2 8 19.0%

Table 4: Expansion width tuning tests

Please complete the following user request.

When answering questions, first re-
flect on the problem step by step. At the end
ALWAYS conclude with this phrase:

Therefore, the final answer is:
\boxed{answer}. I hope it is correct.

Where answer CAN BE ONLY
[answer_options].

The {answer_options} are specific for each dataset,
and it represents the list of accepted final answers.
For example for BAR:

Where answer CAN BE ONLY ONE OF
THE FOLLOWING: "A", "B", "C", "D"’

For parsing we accepted both formats
"\boxed{answer}" and "Therefore, the final
answer is: {answer}" as Llama3.1 family didn’t
output the \boxed{} very often. When we do the
selection of the final answer we filter for the ones
that passed successfully the parsing.

B.2 DVTS system prompt

Please complete the following user request.

Use this step-by-step format:

Step 1
[Reasoning step description]

Step 2
[Reasoning step description]

...

Regardless of the approach, ALWAYS
conclude with this phrase:

Therefore, the final answer is:
\boxed{answer}. I hope it is correct.

Where answer CAN BE ONLY
[answer_options].

C RMs hyperparameter tuning

C.1 Expansion width tuning
Diverse Verifier Tree Search (DVTS) (Beeching
et al.) requires to set a hyperparameter called "ex-
pansion width" W which corresponds to the num-
ber of next steps expansions for each tree. Together
with it, we have the number of initial subtrees T (or
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also called "beams") at the start of the algorithm.
The number N used in our paper is the correspond-
ing of W · T . To study the best parameter for W
given a fixed budget N we performed the experi-
ments in Table 4.
The results indicate that with smaller models such
as Llama-3.1-8B-Instruct having a smaller ex-
pansion width (and therefore higher number of sub-
trees T ) leads to better results. This is caused by
the fact that diversifying more the generations at
the start will lead to less formatting errors to parse
the final answer. Therefore, in all our experiments
we used W = 2 and the number T is N/W .

C.2 Score aggregation method tuning
From (Beeching et al.; Zeng et al., 2025) there are
four common options to the aggregation strategy
choice for the PRM scores:
Min-Aggregation

Aggrmin(S) = min
i∈[k]

PRM(S)i.

Last-Aggregation

Aggrlast(S) = PRM(S)k.

Average-Aggregation

Aggravg(S) =
1

k

∑

i∈[k]
PRM(S)i.

Prod-Aggregation

Aggrprod(S) =
∏

i∈[k]
PRM(S)i.

To select our selection strategy we ran tests
for VersaPRM and Qwen2.5-Math-PRM-72B on the
BAR exam with Llama-3.1-8B-Instruct as gen-
erator with N = 16. The results are in Table 5
These results brought us to use for VersaPRM the
Mean aggregation strategy. While for the Qwen-
PRMs (both 72B and 7B) to use Last.

D Full results

Full results are added, I just commented them for
faster compilation

PRM Aggregation
Strategy

BAR accuracy

VersaPRM Mean 62.7%
Min 62.2%
Last 59.5%

Qwen2.5-
Math-PRM-
72B

Mean 57.7%

Prod 59.2%
Min 57.6%
Last 60.5%

Table 5: Aggregation strategy ablation tests
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Figure 5: RQ1 average and individual benchmarks results using Llama-3.2-3B-Instruct

Figure 6: RQ1 average and individual benchmarks results using Llama-3.1-70B-Instruct
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Figure 7: MBE bar exam RQ2 results with Best-of-N and DVTS
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Figure 8: Coliee Task 4 RQ2 results with Best-of-N and DVTS
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Figure 9: LEXam RQ2 results with Best-of-N and DVTS
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Figure 10: LEXam (32 options) RQ2 results with Best-of-N and DVTS
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Figure 11: SuperGPQA RQ2 results with Best-of-N and DVTS
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Figure 12: MBE bar exam RQ3 results with Best-of-N and DVTS
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Figure 13: Coliee Task 4 RQ3 results with Best-of-N and DVTS
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Figure 14: LEXam RQ3 results with Best-of-N and DVTS
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Figure 15: LEXam (32 options) RQ3 results with Best-of-N and DVTS

224



Figure 16: SuperGPQA RQ3 results with Best-of-N and DVTS
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Abstract

Text summarization systems face significant
adaptation costs when deployed across diverse
domains, requiring expensive few-shot learn-
ing or manual prompt engineering. We propose
a cost-effective domain adaptation framework
that generates reusable summarization guide-
lines using only two reference summaries and
three LLM inferences. Our approach works by
having the model compare its own generated
summaries against domain specific reference
summaries in a one time preparation step that
derives concise natural language guidelines that
capture the summarization patterns of the target
domain. These guidelines are then appended
to the summarization prompt to adapt the LLM
to the target domain at a minimal cost. We
evaluate our method across diverse model sizes
on three distinct summarization domains: Law-
suits, ArXiv papers, and Patents. Automatic
metrics show that guideline-based adaptation
achieves comparable or superior performance
compared to in-context learning and zero-shot
baselines. An LLM preference evaluation us-
ing the latest models shows that summaries
generated using such guidelines are superior
to the zero-shot or in-context learning summa-
rization prompts. Our method enables efficient
domain adaptation of text summarizer LLMs
with a minimal resource overhead, making spe-
cialized summarization particularly accessible
for agentic systems that require to process het-
erogeneous texts in enterprise environments.

1 Introduction

Text summarization modules are integral to many
modern agentic systems (Feng et al., 2023; Chen
et al., 2025) as they enable agents to process larger
volumes of information efficiently by condensing
content within the limited input context. This al-
lows agents to iteratively refine their understanding

1∗Work done during internship at Thomson Reuters Labs.
2†Corresponding authors.
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Figure 1: Our domain adaptation framework for text
summarization with self-generated guidelines.

without repeatedly processing the full source ma-
terial. Often, these summarization systems must
process content from diverse domains and formats,
where the optimal summary depends on the specific
domain and intended use case. After deployment,
processing long texts from previously unseen do-
mains or formats often requires substantial manual
adaptation of the summarization module. Com-
mon industry strategies for this adaptation include
providing in-context demonstrations or creating
labor-intensive, domain-specific prompts (Fonseca
and Cohen, 2024). In contrast to approaches that
incur high input token costs from in-context demon-
strations or require extensive manual crafting of
domain-specific prompts, we propose a generic
framework for adapting summarization prompts to
new domains or formats using only two reference
examples and a total of three LLM inferences. In
this framework, the Large Language Model (LLM)
summarization system first reviews two (K=2) pairs
of its generated outputs and the corresponding ref-
erence summaries from the target domain. From
these exemplars, it derives a concise set of summa-
rization guidelines, which are appended to the sum-
marization prompt during inference. Fonseca and
Cohen (2024) have shown that LLMs can success-
fully follow specific instructions in their prompts to
adjust their writing style and content based on the
communication goals of the summary. This demon-
strates that providing LLMs with clear language
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guidelines can effectively help them adapt their
summarization to different purposes. We evaluate
the effectiveness of this approach by treating each
text summarization dataset as a distinct domain
and comparing its performance for each domain
against generic prompt baselines, namely zero-shot
and in-context learning.

Contributions

• We introduce an efficient domain adaptation
framework for text summarization that gen-
erates reusable natural language guidelines
using only two reference examples and three
LLM inferences, significantly reducing infer-
ence costs compared to traditional in-context
learning approaches.

• We demonstrate the effectiveness of our self-
generated guidelines across three distinct do-
mains (legal, scientific, and patent documents)
and multiple model sizes (4B, 12B, 27B pa-
rameters), showing consistent improvements
both in terms of metrics and semi automatic
qualitative checks.

• We provide a comprehensive evaluation
methodology combining ROUGE metrics
with LLM-based preference evaluation, re-
vealing complementary insights about summa-
rization quality and demonstrating low agree-
ment between token-overlap and human-like
LLM preference evaluations (Cohen’s kappa:
-0.05 to 0.20).

2 Related Work

Within the past couple of years, it has become in-
creasingly apparent that LLMs outperform special-
ized seq2seq models at summarization tasks (Pu
et al., 2023; Zhang et al., 2025). A natural bene-
fit of using LLMs for text generation tasks such
as summarization is their long-context support and
the ability to perform tasks in a manner that is more
adapted to the specific use case through instruction
prompt specifications.

The search for effective prompt instructions to
guide LLMs to improve task performance and to
better fit the user’s needs has been widely explored
by practitioners and documented through resources
such as prompting handbooks. The research com-
munity has also developed interest in automatically
crafting prompts through various studies that in

Your job is to analyze example pairs of
Source Texts with Generated Summaries
and Target Summaries. You will write a
newline separated short list of
sentences (up to 8) as GUIDELINES on
generating better summaries that match
the DESIRED text length , formatting ,
grammatical person , level of abstraction
and sentence complexity shown in the

target examples , while avoiding the
mistakes present in the generated
summaries. These GUIDELINES will help a
summarizer produce better summaries
without seeing any of the example
summaries. Focus on general principles ,
not specific example details or narrow
sub -domain instructions.

EXAMPLE {i}:

Source Text: {source_text}

Generated Summary: {zero_shot_summary}

Target Summary: {reference_summary}

Write a newline separated short list of
sentences (up to 8) as GUIDELINES on
generating summaries that better match
the DESIRED text length , formatting ,
grammatical person , level of abstraction
and sentence complexity shown in the

target examples , while avoiding the
mistakes in the generated summaries.
KEEP THE LIST SHORT. ONLY produce the
GUIDELINES and no additional text. Never
mention specific examples , target

summaries , or generated summaries in the
guidelines. The guidelines should be

general and applicable to the dataset as
a whole , providing clear direction that
can be followed independently.

GUIDELINES:

Prompt 1: Prompt used to generate guidelines. We
always use two examples.

general terms combine exploration and evaluation
(on a training set) of new variants given initial
prompts.

We now introduce some relevant works in auto-
prompting: Prasad et al. (2023) explore alternative
phrasings of the initial prompt through word- and
phrase-level edits. Pryzant et al. (2023) iteratively
refine the initial prompt using natural language
"batch gradients" that critique the current prompt
whilst this prompt is being adapted to the opposite
semantic direction of the gradient.

In parallel work, literature of In-Context Rein-
forcement Learning has demonstrated that LLMs
can improve and even acquire new abilities
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Model Dataset Generated Guidelines

Gemma-3-27B ArXiv Focus on conveying the core research question and primary findings.
Prioritize summarizing the overall approach and key results over detailed methods.
Maintain a concise and direct writing style, avoiding unnecessary elaboration.
Use declarative sentences and active voice to clearly state information.
Emphasize the significance and potential implications of the work.
Adopt a level of abstraction that highlights the main contributions, omitting granular details.
Keep summaries relatively short, typically within a defined word or sentence limit.
Frame the summary as a cohesive overview of the study’s purpose and conclusions.

Gemma-3-27B BIGPATENT Focus on capturing the core invention and its key features.
Maintain a formal and technical tone, mirroring patent-like language.
Prioritize describing *what* the invention does over *how* it works in detail.
Use complex sentence structures and precise terminology.
Summaries should be concise, typically within a single paragraph.
Employ the active voice and avoid excessive pronouns.
Retain the original document’s grammatical person (often third person).
Emphasize the problem the invention solves and its advantages.

Table 1: Self-generated (for the 27B Model) summarization guidelines for the two distinct domains. The complete
set of self-generated guidelines is presented in Table 4.

by receiving numerical or verbal feedback on
their past generations often through multiple self-
iterations(Lee et al., 2023; Monea et al., 2025; Song
et al., 2025; Madaan et al., 2023).

Our approach builds on the auto-prompt tun-
ing paradigm by incorporating insights from In-
Context Reinforcement Learning. However, un-
like iterative approaches, our method adapts the
summarization prompt to a new domain through a
single preparatory step that requires only two de-
velopment samples and two summaries generated
through a generic prompt for a total of just three
LLM inferences.

3 Methodology

3.1 Prompts

Minimal Prompt We use a Minimal prompt that
generically requests for a summary, similar to what
the model has seen during its instruction tuning.
The Minimal (zero-shot) prompt template is illus-
trated in the Prompt 2.

In-Context Learning (ICL) Prompt We create a
Minimal prompt variant that also receives texts and
their reference summaries in text. The ICL prompt
template is available in the Prompt 4.

Summarization with Self-Generated Guidelines
As denoted in Figure 1, we propose a two-step
summarization pipeline. In the preparation step,
the model contrastively analyzes example sets con-
taining 1. Source texts 2. Summaries it has gen-
erated through the Minimal prompt 3. The Refer-
ence (called Target) Summaries. As depicted in

Prompt 1, the model receives these three compo-
nents and then it is requested to identify its previous
mistakes and generate a short set of summarization
guidelines for future inferences to produce more
suitable summaries that better fit the style of the
reference summaries. Example guidelines for two
domains are showcased in Table 1. These self-
generated guidelines are produced once for each
combination of domain and dataset and then stored
for use during inference time.

Guidelines Prompt Our proposed solution is a
Minimal prompt extension that also instructs the
model to follow the aforementioned self-generated
guidelines. The Guideline prompt template is avail-
able in Prompt 3.

3.2 Summarization Systems

To compare scaling effects across different model
sizes within the same architecture, we experiment
with Google’s Gemma-3 (Instruction-Tuned) at
4B, 12B, and 27B parameters (Team et al., 2025).
All models provide a 128k-token context window,
which is critical for handling the input size required
for long-document summarization.

3.3 Datasets

We evaluate all models using only the test sets
of each respective dataset. For the necessary ex-
amples of both in-context learning and guideline
generation process, we use the same two examples
arbitrarily selected from the development set of the
corresponding dataset.

MultiLexSum (MLS): Multi-document Civil
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Rights Lawsuits (908 sources drawn from the
Civil Rights Litigation Clearinghouse) paired with
expert-authored reference summaries (Shen et al.,
2022). Reference summaries are provided at three
different granularities: long (typically multiple
paragraphs, 630 words), short (only one paragraph,
130 words) and tiny (one sentence, 25 words).

ArXiv: Full length scientific papers (total of
6440) taken from arXiv.org and PubMed.com sci-
entific repositories paired with their abstracts as
reference summaries (Cohan et al., 2018).

BIGPATENT: U.S. patent documents paired
with human-written abstractive summaries as their
reference summaries (Sharma et al., 2019). The
patents come from nine different technological ar-
eas, however, in our research we limit ourselves to
the 6911 patents of the area "y: General tagging of
new or cross-sectional technology".

Datasets Lengths The datasets vary in source
text length. BIGPATENT average document length
is 6585 tokens and median of 5290 tokens. For
ArXiv documents average 8713 tokens and median
of 7161 tokens, with documents extending beyond
100K tokens for both datasets. MultiLexSum con-
tains substantially longer texts, averaging 95,998
tokens, with median on 41926 tokens and source
texts reaching up to 4M tokens. These lengthy doc-
uments constrain in-context learning methods, as
individual examples can completely fill or exceed
conventional LLM input context length.

3.4 Evaluation Metrics

ROUGE: Automatic summarization evaluation
metric that assesses summary quality by quantify-
ing token overlap between a system-generated sum-
mary and one or more human reference summaries.
Specifically, ROUGE-1 (R-1) reports recall/preci-
sion/F1 based on overlapping unigrams, ROUGE-2
(R-2) based on overlapping bigrams, and ROUGE-
L (R-L) computes recall/precision/F1 based on the
length of the Longest Common Subsequence. All
ROUGE scores reported in this work are F1 scores
(x100 for readability).

LLM Preference: Complementary to ROUGE,
we use Claude 4 Sonnet to measure pairwise prefer-
ence between summaries generated through dif-
ferent prompting approaches relative to the ref-
erence summary. While traditional metrics like
ROUGE focus on token overlap, LLM-based eval-
uation can capture more nuanced aspects of text

quality and has been widely adopted in recent lit-
erature (Bavaresco et al., 2025; Liu et al., 2024a).
Research has demonstrated that LLM evaluators
often show higher agreement with human evalua-
tion than conventional automatic metrics (Nguyen
et al., 2024; Tan et al., 2024; Shen et al., 2023). To
minimize positional bias (Wang et al., 2024), we
randomly shuffle the order of the presented gener-
ated summaries during inference and perform each
evaluation (total of 500 samples) three times, se-
lecting the most frequent prediction. Our complete
evaluation criteria and precise prompt is available
in Prompt 5.

3.5 Compute Costs
For the summarization systems, all models were
hosted at full precision on an x4 L40(48 GB) GPU
cluster for a total of 430 hours1. For the LLM
preference evaluation, we ran 44,808 Anthropic
API requests averaging approximately 1100 input
tokens per call with a total estimated cost of $150.

4 Results

This section presents our results in five parts. We
begin with the ROUGE evaluation of our main re-
sults, followed by an LLM preference evaluation.
Subsequently, we measure the agreement between
ROUGE and the LLM preference within the subset.
Afterwards, we analyze a pitfall and an opportu-
nity of our Guidelines approach and conclude with
remarks on the characteristics/irregularities of our
generated text.

4.1 ROUGE
We illustrate the ROUGE evaluation results in Ta-
ble 2. Based on the token overlap evaluations, the
following patterns emerge:

ICL(K = 2) decreases ROUGE: The introduc-
tion of two full example demonstrations within the
text can harm performance, with this effect being
more prominent on the 4B and 12B models. We
hypothesize that the lengthy examples in the ICL
prompt are possibly acting as a haystack, a form of
information clutter for the LLMs (Liu et al., 2024b;
Hengle et al., 2025).

Guidelines bring improvements: The intro-
duction of Guidelines consistently improves sum-
marization performance across most dataset and
model combinations. This benefit is particularly

1Note that this infrastructure was needed for the most
compute intense experiments (long input, 27B model) whilst
a smaller cluster would suffice for most of the others
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Lawsuits (MLS_long) Science (ArXiv) Patents (BIGPATENT) Average

Model & Method R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Gemma 4B
Minimal 29.6 10.7 17.2 40.9 12.1 20.2 40.4 12.2 23.2 37.0 11.7 20.2
ICL (K=2) 28.6 10.1 16.9 34.7 8.0 18.2 38.2 11.5 23.0 33.4 9.9 15.5
Guidelines (K=2) 28.5 11.1 17.5 40.6 11.5 20.8 40.6 12.7 24.1 36.6 11.8 20.8

Gemma 12B
Minimal 30.2 11.3 18.0 41.2 12.0 21.2 40.9 12.7 24.1 37.4 12.0 21.1
ICL (K=2) 28.5 10.5 17.3 31.6 7.5 17.6 43.7 17.2 28.4 34.6 11.8 17.4
Guidelines (K=2) 31.3 12.7 19.3 41.5 12.3 21.0 45.1 16.6 27.6 39.3 13.9 22.6

Gemma 27B
Minimal 33.0 11.8 18.6 43.2 13.3 22.5 40.3 12.3 23.6 38.3 12.5 21.6
ICL (K=2) 28.2 10.1 16.9 39.9 11.6 21.6 42.4 14.7 25.9 36.8 12.1 21.5
Guidelines (K=2) 38.1 15.8 21.3 42.5 12.9 22.6 42.3 14.3 25.1 41.0 14.3 23.0

Table 2: Main evaluation table in ROUGE. Averages denote the arithmetic mean across the three datasets.

Figure 2: Minimal v Guidelines Claude’s preference.

evident with Gemma 12B on the BIGPATENT
dataset, which exhibits a ROUGE increase of 4.3 on
average, and with Gemma 27B on the MLS_long
dataset, which demonstrates an average improve-
ment of 4.6.

BIGPATENT 12B v 27B: Contrary to expec-
tations, the 12B model achieved higher ROUGE
scores than the 27B model on the BIGPATENT
dataset when using the Guidelines prompt. To
further examine this unexpected finding, we con-
ducted an LLM preference evaluation between the
two models and found that 51.4% of the summaries
generated by the 27B model are preferred over
those produced by the 12B model, contradicting the
superior performance in terms of ROUGE scores.

4.2 LLM Preference

We illustrate Claude 4’s preference between sum-
maries generated by the Minimal and Guidelines
prompts in Figure 2. In eight out of nine eval-
uations, the Guidelines summaries are preferred,
with strong preferences ranging from 50% to 60%.

Notably, an extreme preference of 78.6% was ob-
served for the Guidelines approach on the ArXiv
dataset using the 4B model, while ROUGE metrics
showed similar performance across both methods.
Upon examining these specific guidelines (second
row, Table 4), we find that they constitute excellent
advice for writing well-structured abstracts, empha-
sizing concise phrasing, logical sequencing, and
structured organization around key categories such
as methods, results, and implications. Our quali-
tative analysis on a sample confirms that this im-
proved structure and formatting is indeed present,
an enhancement that goes completely undetected
by ROUGE evaluations but is strongly preferred by
Claude.

Illustrated in Figure 6, when comparing Guide-
lines versus ICL summaries, Claude demonstrates
a preference by a large margin for the Guidelines
in seven evaluations, with ICL preferred only in
the 12B and 27B BIGPATENT cases by smaller
margins.

On the summaries produced by the 12B model
on the ArXiv dataset, we observe the single eval-
uation where the Minimal prompt wins, being
strongly preferred in 58.4% of the samples. This
result suggests that low-quality or unfortunate gen-
erations of self-generated guidelines can degrade
performance, even when applied to datasets where
the same samples and prompts previously produced
effective guidelines with a smaller model.

4.3 ROUGE v LLM Preference

To enable comparison with the Claude prefer-
ence evaluations, we converted ROUGE into a
preference-based metric by designating the sum-
mary with the higher ROUGE F1 score as preferred
in each pair. We then measured the agreement be-
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Figure 3: Agreement between Claude and ROUGE preferences for the 4B and 27B models. The notation {evaluation
metric} {summarization method} indicates cases where the evaluation metric prefers summaries generated by the
corresponding method. For the 12B model, see Figure 5.

tween these ROUGE-based preferences and the
LLM preference evaluations for both the 4B and
27B models, as shown in Figure 3.

We observe low agreement between the two eval-
uation approaches, with Cohen’s kappa scores rang-
ing from -0.05 to 0.20. In datasets where the two
approaches produce summaries with similar overall
average R-1 scores with the most frequent source
of disagreement is that Claude prefers summaries
produced through the Guidelines prompt while R-1
favors those generated through the Minimal prompt.
Conversely, when there are larger overall R-1 dif-
ferences (>0.02), the most frequent disagreement
occurs when Claude prefers summaries from the
Minimal prompt while R-1 the Guidelines prompt.

These interactions between the metrics shows
the importance of both token overlap ROUGE and
human-like LLM preference evaluations to obtain
a broader picture of summarization quality.

4.4 Pitfall: Bad-Batch Guidelines
During the preparatory step, the auto-regressive
generation of summarization guidelines is suscepti-
ble to sequence generation pitfalls previously iden-
tified in the literature (Arora et al., 2022). Exposure
bias can lead to error accumulation, where initial
minor mistakes or improbable continuations com-
pound over time, resulting in counterproductive
generations. We call these problematic guidelines
generations as "Bad-Batch Guidelines" as they may

mislead the summarization module and cause un-
desired behavior in the generated summaries.

Our evaluation thus far has relied on the first
set of guidelines generated by the system. How-
ever, how robust is our approach when the initial
guideline generation produces suboptimal results?
To address this, we generate multiple guideline
sets for the 12B model on ArXiv and BIGPATENT
datasets, selecting a set of guidelines that we iden-
tify as potentially misleading to the summarization
process. These selected "Bad-Batch Guidelines"
are presented in Table 5.

We then perform summarization with these "Bad-
Batch Guidelines" and evaluate the results us-
ing both ROUGE and LLM preference evaluation
against both the Guidelines and Minimal prompts.
The results are illustrated in Figure 4.

We can see that the "Bad-Batch Guidelines" per-
form similarly to the Minimal prompt in terms of
ROUGE on the ArXiv dataset or even outperform
it on the BIGPATENT dataset. However, the LLM
preference evaluation reveals the subpar quality of
summaries generated using faulty guidelines, par-
ticularly prominently in the BIGPATENT dataset.

To further investigate the issues introduced by
the "Bad-Batch Guidelines", we performed a semi-
automatic qualitative analysis of the LLM prefer-
ence evaluation’s "reasoning" output using Claude
Code. We found that the problematic guidelines
promoted two key issues: (1) in ArXiv datasets,
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R-L: 0.210
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Model: Gemma 3 12B

Model: Gemma 3 12B

Minimal Prompt

Minimal Prompt

Guidelines Bad-Batch
Guidelines

Guidelines Bad-Batch
Guidelines

Figure 4: Minimal v Guidelines v Bad-Batch Guidelines.
Bar segments indicate Claude’s preference percentages
whilst corner values show average ROUGE scores.

the introduction of background context and con-
tent not present in the reference material, and (2)
in BIGPATENT datasets, excessive verbosity that
led to repetition. These insights were subsequently
confirmed through additional qualitative checks.

This highlights the risks of providing unchecked
summarization guidelines to the model, which can
be minimized by keeping a human in the loop to
review the guidelines and automatically running
initial experiments to validate performance.

4.5 Opportunity: LenSpecific Guidelines

The guidelines produced by the model are written
in natural language, allowing human post-editing.
We conducted an experiment on the MultiLexSum
dataset, a dataset with three reference summaries of
different lengths. We generate independently guide-
lines for each length variant, then applied minimal
human edits (detailed in Table 6) to introduce/alter
the guidelines so that it specifies the target sum-
mary length based on the reported average.

Observing the raw length of the produced sum-
maries, we compare the word counts between
Guidelines and LenSpecificGuidelines across three
target lengths. For tiny summaries (25-word tar-

get), word lengths decreased from 90–113 to 60–65
words. Short summaries (130-word target) shifted
from 83–120 to 116–125 words. For long sum-
maries (630-word target), we observe a monotonic
increase in average length based on model size: 4B
model (108→ 151 words), 12B model (121→ 239
words), and 27B model (193→ 323 words). This
pattern in the long target summaries (in a dataset
with 96,000 tokens long texts) might suggest that
the amount of information a model can represent
and summarize is proportional to its parameter size,
even when given explicit instructions to produce
longer (630 words) summaries (issue is also docu-
mented in Fonseca and Cohen (2024)).

In ROUGE scores, the LenSpecificGuidelines
outperform the original Guidelines in most exper-
iments as anticipated since they better match the
target summary length.

However, the LLM Preference evaluation finds
that the summaries produced by Guidelines are
preferred over the LenSpecificGuidelines on the
short and long target summaries with large mar-
gins across all models (3-21%). Instead, the single
sentence tiny target summaries exhibit the oppo-
site behavior with LenSpecificGuidelines being pre-
ferred over the Guidelines with even broader mar-
gins across all models with (2-34%). We conducted
a semi-automatic qualitative analysis of the LLM
preference evaluation’s "reasoning" output using
Claude Code. For "tiny" summary targets, we ob-
served that the LenSpecificGuidelines promoted
higher levels of conciseness without sacrificing
completeness. However, for lengthier "long" and
"short" summary targets, the LenSpecificGuide-
lines performed worse, as they tended to intro-
duce redundant information and excessive legal
specifics.

4.6 Remarks on Generations

We examine the stability and quality of our text gen-
eration results. While it would be optimal to com-
pute each experiment multiple times to account for
stochastic variation, this is prohibitively expensive
at scale. We therefore conduct a stability check and
analyze additional generation quality issues, includ-
ing instruction-following artifacts and in-context
learning errors.

Stability of Results In terms of ROUGE, we run
three rounds of generations using the 4B model
on the Minimal, Guidelines, and ICL prompts
across the ArXiv and BIGPATENT datasets. All
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Lawsuits (MLS_long) Lawsuits (MLS_short) Lawsuits (MLS_tiny) Average

Model & Method R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Gemma 4B
Minimal 29.6 10.7 17.2 25.9 9.8 15.0 24.2 9.4 13.9 26.6 10.0 15.4
Guidelines 28.5 11.1 17.5 37.2 11.9 22.3 18.4 5.1 12.8 28.0 11.9 17.5
LenSpecificGuidelines 33.4 12.6 19.0 38.8 12.3 22.4 20.0 5.3 14.0 34.9 9.9 18.5

Gemma 12B
Minimal 30.2 11.3 18.0 27.1 10.5 15.7 25.8 10.4 14.9 27.7 10.7 16.2
Guidelines 31.3 12.7 19.3 39.9 13.9 23.9 16.0 4.4 11.2 29.1 10.3 18.1
LenSpecificGuidelines 40.4 15.8 21.9 39.7 13.2 23.4 20.9 5.5 14.8 33.7 11.5 20.0

Gemma 27B
Minimal 33.0 11.8 18.6 30.0 10.8 16.3 28.5 10.5 15.2 30.5 12.5 11.0
Guidelines 38.1 15.8 21.3 37.8 11.5 21.8 15.8 4.3 10.9 30.6 12.1 14.4
LenSpecificGuidelines 40.6 16.1 20.9 37.9 11.3 21.2 20.9 5.5 14.7 33.1 11.0 18.9

Table 3: Summarization performance on the MultiLexSum dataset across varying target summary lengths with
length-specific instruction guidelines.

three runs for each method show similar average
ROUGE scores, indicating that our reported results
are stable across the other experiments as well.

Beyond ROUGE stability, we also validated the
consistency of our LLM preference evaluations.
We conducted additional LLM preference evalua-
tions on the summaries produced by the 27B model
using two alternative evaluation setups: (1) role-
specific system prompts and (2) GPT-4.1 as the un-
derlying evaluator. Both alternative variants agree
with the primary LLM preference variant, with
the role-specific system prompt showing particu-
larly strong preferences for guideline-generated
summaries (80% for MultiLexSum and 66% for
BIGPATENT datasets).

Generation Artifacts We performed string
matching to identify cases where models fail to fol-
low generation instructions and produce artifacts
such as "here is the summary:". On the smaller
ArXiv and BIGPATENT datasets, the 12B and 27B
models produce no artifacts, while the 4B model
contains artifacts in approximately 0.7% of its gen-
erations. However, on MultiLexSum, the dataset
with the largest source texts exhibited a 7-13%
of generations containing artifacts across all three
model sizes, with particularly high artifact rates in
the ICL prompt. This suggests that models struggle
to comprehend instructions when processing longer
inputs, consistent with findings in the literature of
information representation in Long-Context LLMs
(Liu et al., 2024b; Hsieh et al., 2024a,b; Hengle
et al., 2025).

In-Context Learning Repetitions We observe
an infrequent but notable error in the ICL prompt
on BIGPATENT: the 4B and 12B models occasion-

ally (<0.02%) reproduce the summary from the last
in-context example rather than generating a sum-
mary for the target text. Surprisingly, this error
does not occur with the 27B model. This suggests
that smaller models are more prone to confusion
when processing in-context demonstrations, while
larger models better handle this input format. Such
errors may partially explain why the ICL prompt
underperforms in smaller models but achieves com-
petitive results within the bigger models.

5 Discussion

Computational Efficiency Our approach to gen-
erating summarization guidelines has similar at-
tributes to in-context learning prompting but with
a computational cost that is close to a Minimal
prompt. We process the two demonstration exam-
ples once to produce reusable guidelines, so we
do not have to include the K-shot examples at in-
ference time. For K=2, that means we can omit
prepending the two source texts and their reference
summaries every time we perform summarization.

This efficiency gain is especially prevalent in
long-form summarization. For instance, in Multi-
LexSum the two source texts plus their reference
summaries can add up to about 190,000 input to-
kens, whereas the resulting guidelines are roughly
300 tokens. When performing summarization at
scale, this minimization of input tokens would sig-
nificantly reduce costs.

Flexible Initialization In this work, we focus on
deriving summarization guidelines with an LLM
by comparing model-generated summaries to refer-
ence summaries. That said, the guidelines can also
be initialized in other ways, for example, from a
combination of editorial standards and generated
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summaries, or from generated summaries paired
with human post-edits. In practice, the guidelines
could even be written entirely by humans; at that
point, the process is more accurately described as
prompt engineering.

Human Post-Editable Because the LLM-
produced summarization guidelines are written
in natural language, the patterns and guidelines
inferred from the provided samples can be
reviewed and customized by a subject matter
expert. We therefore propose a human-LLM
collaboration framework comprising three steps:
(1) a human author provides a reference summary;
(2) the LLM identifies where it deviates from
the desired summarization and formulates corre-
sponding guidelines; and (3) the subject matter
expert post-edits these guidelines to refine and
operationalize the desired summarization behavior.

6 Conclusions

We present a framework that adapts summariza-
tion models to new domains using only two refer-
ence summaries and three LLM inferences. The
three evaluation domains: lawsuits, arXiv papers,
and patents are deliberately distinct, motivating the
need for domain-sensitive adaptation. Across these
domains, the method yields mostly consistent gains
in ROUGE and LLM preference. Guideline-based
summaries are preferred in the majority of the eval-
uations across 4B, 12B, and 27B models. The self-
reflection step enables models to compare their
outputs with references, derive actionable, domain-
specific guidelines, and use those guidelines in
prompts to consistently outperform zero-shot and
standard in-context learning baselines. Our joint
evaluation shows low agreement between ROUGE
and LLM preference (Cohen’s kappa -0.05 to 0.20),
suggesting that structural and coherence improve-
ments favored by LLM judges are not captured by
token-overlap metrics. Minimal examples, when
converted into self-generated guidelines, enable ef-
fective domain adaptation without costly few-shot
setups while maintaining competitive quality. The
approach also yields interpretable guidelines and
may inform future work on adaptive deployment
and the role of self-reflection in domain-specific
summarization.

Limitations

Our approach and examination have several limi-
tations. Firstly, we used only two reference sum-

maries for guideline generation. This small sample
may not capture the full range of summarization
styles within each domain. Our comparison with in-
context learning is subject to the same two-sample
constraint, which may not reflect the optimal per-
formance of either approach, as both could benefit
from larger example sets. Secondly, our experimen-
tal evaluation focused on the Gemma-3 family (4B,
12B, 27B parameters) across three domains (legal,
scientific, patents). While these results demonstrate
the approach’s effectiveness within this scope, gen-
eralization to other model architectures or domains
is not guaranteed.

Third, our evaluation methods have weaknesses.
ROUGE captures only surface-level token over-
lap and misses qualitative aspects such as coher-
ence and structure. Our LLM preference evalua-
tion using Claude 4 Sonnet might also be intro-
ducing model- and prompt-specific biases. We at-
tempted to minimize the bias introduction risks by
re-running evaluations with alternative prompt vari-
ants (including system prompt roleplaying) and by
using GPT 4.1 as a secondary evaluator in which
we observed similar conclusions.

Fourth, our approach does not consider prompt
caching techniques, which could provide an alter-
native pathway for domain adaptation. Prompt
caching allows LLMs to store and reuse precom-
puted attention states for frequently used prompt
prefixes, potentially enabling domain adaptation by
caching domain-specific context without requiring
guideline generation. While our guideline-based
approach provides a lightweight solution, prompt
caching might offer complementary benefits.

These limitations highlight several promising
directions for future research. The evaluation chal-
lenges we identified point to the need for more
comprehensive assessment frameworks that better
capture the multifaceted nature of summarization
quality. Finally, the generality of our guideline-
generation approach suggests extensions to other
domain-specific text generation tasks beyond text
summarization.
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A Appendix

Summarize the following text. ONLY
produce the summary and no additional
text:

Text: {source_text}

Summary:

Prompt 2: Zero-shot summarization prompt.

Your task is to summarize a text. When
summarizing , adhere to the GUIDELINES
when possible and relevant.

GUIDELINES:

{guidelines}

Text to summarize:

{source_text}

ONLY produce the summary whilst adhering
to the GUIDELINES and DON 'T PRODUCE

additional text.

Summary:

Prompt 3: Summarization prompt with guidelines.

Your task is to summarize a text. Here
are a few examples of Source Texts and
Target Summaries:

Source Text: {source_text_example}
Target Summary: {
reference_summary_example}

Summarize the following text.
Source Text: {source_text}
ONLY produce the summary and no
additional text.

Summary:

Prompt 4: Summarization prompt with few-shot
examples. Examples section (source text and target
summary pairs) is repeated for each example.
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Figure 5: Agreement between Claude and ROUGE preferences for the 12B model. The notation {evaluation
metric} {summarization method} indicates cases where the evaluation metric prefers summaries generated by the
corresponding method.

You are evaluating two AI-generated
summaries. Compare them against the
reference summary and determine which
one is better.

** Reference Summary :** {
reference_summary}

** Summary A:** {summary_a}

** Summary B:** {summary_b}

Please evaluate which summary is better
based on:
1. ** Accuracy **: How well does it
capture the key information?
2. ** Clarity **: Is it well -structured
and easy to understand?
3. ** Conciseness **: Does it avoid
redundancy while maintaining essential
information?
4. ** Faithfulness **: How well does it
align with the reference summary?

** Instructions :**
- Choose "A" if Summary A is better
- Choose "B" if Summary B is better
- Choose "None" if both summaries are of
equal quality

Please respond in the following JSON
format:
{{

"preference ": "A|B|None",
"reasoning ": "Brief explanation (2-3

sentences) of why you made this choice ,
focusing on the key differentiating

factors ."
}}

Prompt 5: LLM preference evaluation prompt.
Temperature is set to 0.1

Figure 6: ICL v Guidelines LLM Preference results.
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Model Dataset Generated Guidelines

Gemma-3-4B MultiLexSum * Focus on conveying the core legal issue and the outcome of the case concisely.
* Use the passive voice to maintain a formal and objective tone.
* Limit each sentence to approximately 15-20 words, prioritizing clarity and brevity.
* Include key factual details (parties involved, location, legal basis) without unnecessary elaboration.
* State the settlement or ruling directly and clearly.
* Avoid legal jargon where possible, and define any necessary terms briefly.
* Maintain a neutral and impartial perspective throughout the summary.
* Structure the summary with a logical flow, starting with the initial action and ending with the resolution.
* Keep the summary at approximately 100-150 words in length.

Gemma-3-4B ArXiv * Prioritize concise phrasing, avoiding overly detailed explanations.
* Maintain a neutral, objective tone and use the passive voice where appropriate.
* Focus on conveying the core findings and methods, omitting background context unless essential.
* Structure summaries around key steps or categories (e.g., methods, results, implications).
* Limit each sentence to a maximum of 20 words for clarity and brevity.
* Present information in a logical sequence, reflecting the flow of the original text.
* Use precise terminology and avoid jargon unless clearly defined.
* Summarize the purpose and scope of the study upfront.
* Conclude with a brief statement of the overall significance or impact.

Gemma-3-4B BIGPATENT * Prioritize concise phrasing, eliminating redundant words and phrases.
* Maintain a formal, objective tone and use third-person perspective.
* Focus on key concepts and avoid excessive detail.
* Structure summaries with a clear beginning, middle, and end, reflecting the text’s logical flow.
* Employ declarative sentences and avoid overly complex sentence structures.
* Capture the core function or purpose of the original text.
* Summarize in complete sentences, ensuring grammatical correctness.
* Aim for a length proportional to the original text’s significance – generally, a fraction of the original word count.

Gemma-3-12B MultiLexSum Focus on the core allegations and resolution.
Maintain a formal, objective tone.
Use concise language and avoid unnecessary detail.
Structure the summary chronologically.
Clearly state the parties and their roles.
Summarize legal proceedings and outcomes succinctly.
Limit the summary to essential facts and rulings.
Employ declarative sentences with moderate complexity.

Gemma-3-12B ArXiv Focus on the core purpose and key findings of the source text.
Use concise language and avoid unnecessary detail.
Employ a formal and objective tone.
Structure the summary logically, mirroring the source’s flow.
Prioritize broader concepts over specific instances.
Maintain a moderate level of sentence complexity.
Avoid making interpretations or drawing conclusions beyond the source.
Use passive voice where appropriate to maintain objectivity.

Gemma-3-12B BIGPATENT Focus on conveying the core functionality and key components of the described system.
Maintain a formal and objective tone throughout the summary.
Use concise sentences with a moderate level of complexity.
Prioritize describing the system’s purpose and features over detailed mechanisms.
Structure the summary logically, typically starting with overall purpose and then detailing components.
Avoid overly technical jargon or unnecessary detail.
Aim for a summary length that provides a sufficient overview without being excessively long.
Present information in a declarative style, focusing on what the system is and does.

Gemma-3-27B MultiLexSum Prioritize conveying key legal and procedural details, including case names, court locations, and specific actions taken by the court.
Maintain a formal and objective tone, avoiding interpretive language or subjective assessments.
Focus on summarizing the *sequence* of events, rather than simply listing facts.
Use complete sentences and avoid overly concise or telegraphic phrasing.
Include monetary amounts and specific dates when they are central to the case’s outcome.
Employ precise legal terminology where appropriate, but explain it if necessary for clarity.
Summaries should generally be between 150-300 words to adequately cover the essential information.
Retain passive voice where it reflects legal documentation style and avoids attributing agency unnecessarily.

Gemma-3-27B ArXiv Focus on conveying the core research question and primary findings.
Prioritize summarizing the overall approach and key results over detailed methods.
Maintain a concise and direct writing style, avoiding unnecessary elaboration.
Use declarative sentences and active voice to clearly state information.
Emphasize the significance and potential implications of the work.
Adopt a level of abstraction that highlights the main contributions, omitting granular details.
Keep summaries relatively short, typically within a defined word or sentence limit.
Frame the summary as a cohesive overview of the study’s purpose and conclusions.

Gemma-3-27B BIGPATENT Focus on capturing the core invention and its key features.
Maintain a formal and technical tone, mirroring patent-like language.
Prioritize describing *what* the invention does over *how* it works in detail.
Use complex sentence structures and precise terminology.
Summaries should be concise, typically within a single paragraph.
Employ the active voice and avoid excessive pronouns.
Retain the original document’s grammatical person (often third person).
Emphasize the problem the invention solves and its advantages.

Table 4: Self-generated summarization guidelines for all models and domains.
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Model Dataset Bad-Batch Generated Guidelines

Gemma-3-12B ArXiv Focus on the core purpose and key findings.
Use a formal, objective tone.
Maintain a high level of abstraction, avoiding excessive detail.
Employ relatively complex sentence structures.
Prioritize conveying scientific concepts and methodologies.
Present information in a concise and structured manner.
Limit the inclusion of background context or tangential details.
Avoid overly enthusiastic or speculative language.

Gemma-3-12B BIGPATENT Focus on conveying the core purpose and key features of the described invention.
Use formal and technical language appropriate for a patent-style description.
Structure sentences to present information in a logical, sequential order.
Maintain a third-person perspective and avoid personal opinions.
Include specific details about components and their functions.
Employ precise terminology and avoid vague or ambiguous phrasing.
Summarize structural elements and their interactions within the system.
Target a summary length that comprehensively covers the invention’s scope.

Table 5: Bad-Batch self-generated guidelines used in Figure 4.

Model Dataset LenSpecific Guidelines

Gemma-3-4B MultiLexSum
Long

* Focus on conveying the core legal issue and the outcome of the case concisely. * Use the passive voice to maintain a formal and objective
tone. * Limit each sentence to approximately 15-20 words, prioritizing clarity and brevity. * Include key factual details (parties involved,
location, legal basis) without unnecessary elaboration. * State the settlement or ruling directly and clearly. * Avoid legal jargon where
possible, and define any necessary terms briefly. * Maintain a neutral and impartial perspective throughout the summary. * Structure the
summary with a logical flow, starting with the initial action and ending with the resolution. * Keep the summary at approximately 100-150
words in length. Target a summary consisting of multiple paragraphs with a total length of 600-650 words.

Gemma-3-4B MultiLexSum
Short

* Summarize the core legal issue (discrimination) concisely, focusing on the type of discrimination (gender) and the parties involved. *
Maintain a formal, objective tone, mirroring the legal document’s style. * Limit the summary to approximately 60-80 a single paragraph
consisting of approximately 130-150 words, prioritizing essential information. * Use the passive voice where appropriate to maintain
a neutral perspective. * Avoid overly detailed descriptions of procedural steps (e.g., “filed a motion”). * Focus on the outcome of the
case (consent decree, dismissal) rather than the extensive litigation details. * Include key terms like “Equal Employment Opportunity
Commission,” “Consent Decree,” and “discrimination.” * Structure the summary in a logical sequence: issue, parties, resolution. * Ensure
the summary is self-contained and understandable without reference to the original document.

Gemma-3-4B MultiLexSum
Tiny

* Summarize the core legal issue (discrimination) concisely, focusing on the central claim. * Maintain a formal, objective tone appropriate
for legal documents. * Use the third person to describe the events and parties involved. * Provide a high-level overview of the resolution
(Consent Decree). * Limit the summary to approximately 60-80 words a single sentence of up to 25-30 words long. * Include key details
like the parties involved (EEOC, defendants, plaintiff). * Mention the outcome of the case (dismissal with prejudice). * Focus on the
essential facts and legal findings, omitting minor details. * Employ clear and concise language, avoiding jargon where possible.

Gemma-3-12B MultiLexSum
Long

Focus on the core allegations and resolution. Maintain a formal, objective tone. Use concise language and avoid unnecessary detail.
Structure the summary chronologically. Clearly state the parties and their roles. Summarize legal proceedings and outcomes succinctly.
Limit the summary to essential facts and rulings. Employ declarative sentences with moderate complexity. Target a summary consisting of
multiple paragraphs with a total length of 600-650 words.

Gemma-3-12B MultiLexSum
Short

Focus on the core legal claims and outcomes. Maintain a formal and objective tone. Use concise sentences and avoid excessive detail.
Present information in a chronological order. Highlight key parties and their roles. Adhere to a neutral grammatical person (third person).
Summarize the final disposition of the case. Prioritize factual accuracy and legal relevance. Target a single paragraph of approximately
130-150 words length.

Gemma-3-12B MultiLexSum
Tiny

Focus on the core legal claims and resolution. Maintain a formal and objective tone. Summarize key actions and outcomes concisely. Use
declarative sentences and avoid excessive detail. Structure the summary chronologically or thematically. Limit the summary to essential
facts and legal terminology. Adhere to a professional and concise writing style. Avoid subjective interpretations or opinions. Limit the
summary to a single sentence of up to 25-30 words long.

Gemma-3-27B MultiLexSum
Long

Prioritize conveying key legal and procedural details, including case names, court locations, and specific actions taken by the court.
Maintain a formal and objective tone, avoiding interpretive language or subjective assessments. Focus on summarizing the *sequence*
of events, rather than simply listing facts. Use complete sentences and avoid overly concise or telegraphic phrasing. Include monetary
amounts and specific dates when they are central to the case’s outcome. Employ precise legal terminology where appropriate, but explain it
if necessary for clarity. Summaries should generally be between 150-300 words to adequately cover the essential information. Target a
summary consisting of multiple paragraphs with a total length of 600-650 words. Retain passive voice where it reflects legal documentation
style and avoids attributing agency unnecessarily.

Gemma-3-27B MultiLexSum
Short

Prioritize conveying key legal outcomes and agreements over detailed procedural history. Focus on the core claims, resolutions, and
financial settlements. Maintain a formal and objective tone, avoiding subjective language. Use complete sentences and structured
paragraphs for clarity. Summarize in the present tense whenever possible to convey lasting impact. Keep summaries concise, generally
within 3-5 sentences. targeting a single paragraph of approximately 130-150 words length. Emphasize the actions of entities (e.g., the
court, the parties) rather than individual actors. Avoid including extraneous details like docket numbers or filing dates.

Gemma-3-27B MultiLexSum
Tiny

Focus on core legal claims and resolutions, omitting detailed procedural history unless crucial to the outcome. Maintain a formal, objective
tone and grammatical person (typically third person). Summarize in complete sentences, mirroring the complexity of legal writing.
Prioritize conveying the key parties, allegations, and ultimate disposition of the case. Limit length to approximately 3-5 sentences the
summary to a single sentence of up to 25-30 words long, emphasizing conciseness. Avoid excessive detail regarding motions or intermediate
steps; focus on final rulings. Clearly state the legal basis for the claims and the outcome of the case. Use precise language reflecting legal
terminology where appropriate.

Table 6: Edits to the self-generated guidelines of MultiLexSum to target specific lengths, used in Table 3.
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Abstract

The Patent Trial and Appeal Board (PTAB) of
the USPTO adjudicates thousands of ex parte
appeals each year, requiring the integration of
technical understanding and legal reasoning.
While large language models (LLMs) are in-
creasingly applied in patent and legal practice,
their use has remained limited to lightweight
tasks, with no established means of systemati-
cally evaluating their capacity for structured le-
gal reasoning in the patent domain. To address
this gap, we introduce PILOT-Bench (Patent
InvaLidatiOn Trial Benchmark), a dataset and
benchmark that aligns PTAB decisions with
USPTO patent data at the case-level and for-
malizes three IRAC-aligned classification tasks:
Issue Type, Board Authorities, and Subde-
cision. We evaluate a diverse set of close-
source(commercial) and open-source LLMs
and conduct analyses across multiple perspec-
tives, including input-variation settings, model
families, and error tendencies. Notably, on
the Issue Type task, closed-source(commercial)
models consistently exceed 0.75 in Micro-F1
score, whereas the strongest open-source model
(Qwen-8B) achieves performance around 0.56,
highlighting the substantial gap in reason-
ing capabilities. PILOT-Bench establishes a
foundation for the systematic evaluation of
patent-domain legal reasoning and points to-
ward future directions for improving LLMs
through dataset design and model alignment.
All data, code, and benchmark resources are
available at https://github.com/TeamLab/
pilot-bench.

1 Introduction

As the volume of patent applications and exam-
inations continues to grow, the Patent Trial and
Appeal Board (PTAB) of the US Patent and Trade-
mark Office (USPTO) handles a substantial num-
ber of appeals and invalidation proceedings each

* Equal contribution.
† Corresponding author.

year (USPTO, 2025). The ex parte appeal, which
challenges the rejection of an examiner, requires
a precise interpretation of patent—such as claims
and prior art—and legal reasoning to identify and
apply the relevant provisions of 35 U.S.C. and 37
C.F.R. to reach a conclusion.

Large language models (LLMs) are increas-
ingly used in patent and legal practice to reduce
repetitive reading tasks (USPTO, 2024; Simmons,
2024; Wang et al., 2024; Makover and Boynes,
2025). However, their adoption remains largely
limited to such lightweight tasks, while ex parte
appeals demand deep reasoning—issue identifica-
tion, rule mapping, rule application, and conclusion
determination—that go well beyond them. Fur-
thermore, the lack of a systematic public dataset
or benchmark hinders quantitative assessment of
whether LLMs possess the technical understanding
and legal reasoning required in PTAB invalidity
review. As a result, using LLMs for these tasks
remains challenging.

In this paper, we propose the Patent
InvaLidatiOn Trial Benchmark (PILOT-Bench),
a dataset and benchmark for evaluating the legal
reasoning abilities of LLMs in the patent domain.
We combine PTAB decisions with USPTO data per
case and construct classification tasks aligned with
the Issue–Rule–Application–Conclusion (IRAC)
framework commonly used in legal practice. Our
contributions are threefold:

• PILOT-Bench dataset & benchmark.
PILOT-Bench is, to our knowledge, the first
benchmark that integrates 18K PTAB ex
parte appeals with USPTO patent text at the
case-level and provides 15K opinion-split
instances explicitly engineered to prevent
label leakage.

• IRAC-aligned tasks. We design three classifi-
cation tasks; Issue Type(5 labels, multi-label),
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Board Authorities(9 labels, multi-label), Sub-
decision(23 fine/6 coarse grained labels, multi-
class), directly aligned with the IRAC frame-
work to measure patent-domain legal reason-
ing.

• Empirical evaluation. We conduct input vari-
ation experiments to assess the respective con-
tributions of role segmentation and claim-text
augmentation across multiple LLMs.

PILOT-Bench establishes a benchmark for eval-
uating LLMs’ legal reasoning in the patent do-
main—specifically, PTAB ex parte appeals where
technical understanding and legal reasoning meet.
Our objective is to open a durable, reusable point
of comparison that can anchor subsequent model,
data, and methodology work and, ultimately, sup-
port responsible use of LLMs in patent prac-
tice. Accordingly, we fix the evidence bound-
ary via the Opinion Split: inputs contain only
appellant_arguments and examiner_findings,
with all ptab_opinion text excluded. We keep
the label schema fixed across Issue Type, Board
Authorities, and Subdecision (fine/coarse) and eval-
uate under a unified zero-shot protocol with task-
appropriate metrics (Exact Match/Macro-F1/Micro-
F1 for multi-label; Accuracy/Macro-F1/Weighted-
F1 for multi-class). We also report results for
both closed-source(commercial) and open-source
model families and for the Split (Base), Merge,
and Split+Claim input-variation settings, providing
reference baselines for subsequent work.

2 Preliminaries

2.1 PTAB ex parte Appeal

The PTAB ex parte appeal process is initiated after
a final rejection by a patent examiner. The ap-
pellant submits an Appeal Brief, followed by an
Examiner’s Answer and, optionally, a Reply Brief.
The Board then issues a written decision. PTAB de-
cisions are conventionally organized into sections
such as the Statement of the Case, outlining the pro-
cedural and factual background, and the Analysis,
presenting the legal reasoning. The concluding por-
tion records the outcome at the claim or case-level
and cites the statutory or regulatory authorities (e.g.,
35 U.S.C., 37 C.F.R.) that ground the ruling. In
this way, PTAB decisions closely reflect the flow
of legal reasoning.

Dataset / Study Patent Legal LLM

Patent

WIPO-alpha ✓ ✗ ✗
CLEF-IP ✓ ✗ ✗
USPTO-2M ✓ ✗ ✗
BIGPATENT ✓ ✗ ✗
HUPD ✓ ✗ ✓
IMPACT ✓ ✗ ✓
Patent-CR ✓ ✗ ✓

Legal

LegalBench ✗ ✓ ✓
LexGLUE ✗ ✓ ✗
CaseHOLD ✗ ✓ ✗

CUAD / LEDGAR1 ✗ ✗ ✗
Pile of Law ✗ ✓ ✗
MultiLegalPile ✗ ✓ ✗

PTAB studies

Winer (2017) ✓ ✓ ✗
Rajshekhar (2017) ✓ ✗ ✗
Love (2019) ✓ ✓ ✗
Garcia (2022) ✓ ✓ ✗
Sokhansanj & Rosen (2022) ✓ ✓ ✗
Fu (2021) ✓ ✗ ✗

PILOT-Bench ✓ ✓ ✓

Table 1: Comparison by three criteria: (1) patent tasks,
(2) legal/adjudicatory tasks, (3) ability to evaluate LLM
in the patent/legal domain. Legal/adjudicatory tasks de-
note tasks leveraging statutory/regulatory mappings and
decision structure. PTAB entries are research studies
(not reusable corpora).

2.2 IRAC Framework

In PTAB ex parte appeals, IRAC maps naturally
onto the decision flow: Issue identifies the con-
tested statutory grounds; Rule maps those issues to
the governing legal provisions; Application weighs
the parties’ arguments and facts against those pro-
visions; and Conclusion renders the Board’s ruling.
We operationalize Issue, Rule, and Conclusion as
three classification tasks and leave Application to
future, generation-based work.

Our benchmark translates three of these IRAC
stages—Issue, Rule, and Conclusion—into three
concrete classification tasks to evaluate LLMs’ ca-
pacity for patent-domain legal reasoning.

3 Related Work

3.1 Patent Corpora/Benchmarks

Public patent corpora have largely been constructed
around technical-text tasks such as summariza-

1CUAD/LEDGAR focus on contract clause extraction/-
classification; they are not decision/holding–centric and do
not map statutes/regulations, hence marked ✗ under Legal/ad-
judicatory.
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Figure 1: PILOT-Bench: Data sources, processing pipeline, and tasks. PTAB metadata JSONs and decision JSONs
are aligned with USPTO patent JSONs to form PILOT-Bench (18K). From this base, we map each case to the
appellant’s patent and apply an LLM opinion split, yielding the 15K Opinion Split Data used for IRAC-aligned
classification tasks.

tion and classification. WIPO-alpha (Fall et al.,
2003), CLEF-IP (Piroi, 2010; Piroi et al., 2011),
and USPTO-2M (Li et al., 2018) provide patent
full text together with bibliographic metadata and
introduce evaluation setups for IPC/CPC classifica-
tion and prior-art retrieval research. BIGPATENT
(Sharma et al., 2019) releases roughly 1.3 million
description–abstract pairs and establishes a long-
document summarization benchmark. HUPD (Suz-
gun et al., 2022) links patent documents filings
from 2004–2018 with metadata, enabling multiple
tasks including classification and binary decision
prediction. More recently, IMPACT (Shomee et al.,
2024) introduces a multimodal dataset by combin-
ing design images with patent information, while
Patent-CR (Jiang et al., 2024) expands the scope of
patent datasets by defining a claim-centric corpus
for claim-revision tasks.

3.2 Legal Corpora/Benchmarks

LegalBench (Guha et al., 2023) covers legal rea-
soning broadly with 162 tasks and defines IRAC-
stage tasks. LexGLUE (Chalkidis et al., 2022) is a
multi-task legal NLU benchmark that offers evalu-
ation setups for case classification, topic classifica-
tion, and clause identification in contracts. CUAD
(Hendrycks et al., 2021) and LEDGAR (Tuggener
et al., 2020) construct clause extraction and classi-
fication tasks from contracts. CaseHOLD (Zheng
et al., 2021) targets holding identification within
judicial opinions. Pile of Law (Henderson et al.,
2022) and MultiLegalPile (Niklaus et al., 2024)
offer large-scale pretraining corpora aggregating
diverse legal subdomains.

3.3 PTAB Studies

Prior PTAB prediction and analysis studies can be
organized by procedure type and input modality.
Winer (2017) targets Post-Grant Review (PGR) dis-
putes and uses SVM and random forests to predict
institution and invalidation outcomes. Rajshekhar
et al. (2017) works in Ex Parte Reexamination
(EPR), performing prior-art retrieval from the ab-
stract, the first claim, and the title. Love et al.
(2019) studies Inter Partes Review (IPR), predict-
ing institution from metadata such as the number
of unique words in the first independent claim and
specification length. Garcia et al. (2022) com-
bines claims with rejection grounds and classifies
PTAB final decisions using BERT. Sokhansanj and
Rosen (2022) uses the Patent Owner Preliminary
Response (POPR) and decision text as inputs and
applies XGBoost and a CNN-Attention model to
predict IPR institution. Fu (2021) leverages IPR
institution and final outcomes to estimate firm-level
patent performance measures.

Limitations across Domains. Taken together,
these studies reveal persistent gaps across patent,
legal, and PTAB corpora. Patent benchmarks re-
main confined to technical-text problems such as
summarization, classification, and retrieval, with-
out capturing legal reasoning grounded in statutory
authorities or decision structure. Legal corpora ad-
dress reasoning tasks broadly, yet largely overlook
the patent domain. PTAB studies have primarily
examined procedures distinct from ex parte appeal,
such as Post-Grant Review (PGR), Inter Partes Re-
view (IPR), and Ex Parte Reexamination (EPR), or
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Figure 2: Opinion Split of PTAB Decisions. Given
a PTAB decision, an LLM segments the text at
the sentence-level and, using context, classifies each
sentence into four roles; appellant_arguments,
examiner_findings, ptab_opinion, and facts. The
resulting Opinion Split Data serves as the base input for
our IRAC-aligned classification tasks.

have focused on predicting outcomes from text and
metadata, with little attention to integrated legal
reasoning or LLM evaluation.

PILOT-Bench directly addresses these short-
comings by targeting ex parte appeals, aligning
PTAB decisions with USPTO patent information at
the case-level, and translating the IRAC framework
into classification tasks that enable systematic as-
sessment of LLMs’ legal-reasoning performance
in the patent domain.

4 Data Construction

This section describes the construction of the
PILOT-Bench dataset, including source collection,
case-level alignment, text normalization, opinion
splitting, and label refinement. The goals are three-
fold: (i) to consistently align PTAB decisions with
USPTO patent information; (ii) to prevent answer
leakage by excluding the Board’s opinion from
inputs via the Opinion Split; and (iii) to provide
input–label sets that reflect PTAB practice and are
directly applicable to IRAC-aligned classification
tasks.

4.1 Data Sources & Scope
• PTAB Metadata (JSON, 170K) Using

USPTO’s PTAB API v22, we collect meta-
data such as proceeding identifiers, applica-
tion/publication numbers, proceeding type,
panel judges, decision dates, and decision
types.

2https://developer.uspto.gov/api-catalog/
ptab-api-v2

• PTAB Decisions (PDF, 25K) We apply OCR
to the original PDF decisions to extract the
full opinion text and segment conventional
sections such as Decision on Appeal, State-
ment of the Case, and Analysis.

• USPTO Patent (XML) From USPTO bulk
XML3, we extract only textual components—
titles, claims, and specifications—and prepro-
cess claims to preserve their dependency struc-
tures.

We set the PTAB window to 2009–2024 to en-
sure consistent document formatting and reliable
OCR (standardized cover pages). For USPTO
patent text, we use 2006–2024 to approximate a
20-year horizon relative to appeal filings and to
cover applications linked to appeals decided after
2009.

4.2 Opinion Split

PTAB decisions intermix the appellant’s arguments,
the examiner’s findings, and the PTAB’s opinion.
To prevent answer leakage, we exclude the Board’s
opinion from model inputs and retain only the ap-
pellant’s and examiner’s arguments. This design
ensures that classification tasks such as Issue Type,
Board Authorities, and Subdecision measure an
LLM’s ability to compare and synthesize conflict-
ing arguments, rather than relying on the Board’s
conclusions.

The split dataset is primarily derived from
the Statement of the Case and Analysis sections,
which encompass the substantive exchanges be-
tween the appellant and the examiner. To con-
struct the split dataset, each decision is pro-
cessed by an LLM instructed to classify sentences
into four categories: appellant_arguments,
examiner_findings, ptab_opinion, and facts.
After evaluating outputs across multiple models,
we selected Gemini-2.5-pro as the final splitter for
large-scale classification. The full prompt used in
this task is provided in the Appendix D.3.

In addition, we further analyzed document-level
statistics of the Opinion Split data to assess in-
put scale and variability across decisions. On av-
erage, each split decision contains approximately
1.4K words and 8.7K characters, reduced by about
25% relative to the original sections (Statement
of the Case + Analysis) due to the exclusion of
PTAB opinion text. Among the original sections,

3https://data.uspto.gov/bulkdata/datasets
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the Statement of the Case averages 430 words
while the Analysis section averages 1.4K words,
indicating that most of the reasoning content re-
sides in the latter. Within the split data, the
appellant_arguments and examiner_findings
segments are similar in length (about 300 words
each), whereas the ptab_opinion portion, retained
only for reference, is substantially longer and more
variable (820 words on average). These findings
suggest that the input texts used for model evalua-
tion maintain a balanced representation of oppos-
ing arguments while preserving realistic document
scale. Full descriptive statistics, including word-
and character-level summaries and role-wise distri-
butions, are provided in Appendix E.4.

4.3 Labeling Sources & Regularization
We refine labels for three classification tasks, start-
ing from the metadata in PTAB JSON and con-
solidating them into a schema restricted to merits
determinations in ex parte appeals.

For the Issue Type task, the raw metadata con-
tained six statutory sections under 35 U.S.C. (§100,
101, 102, 103, 112, and 120). To improve con-
sistency and focus on the most frequent and prac-
tically relevant issues, we reduced these to five
labels: 101, 102, 103, 112, and an Others category.
Because a single appeal may raise multiple issues,
this task is modeled as multi-label.

For the Board Authorities task, we identified the
regulatory provisions cited in PTAB’s opinions as
the operative authorities for decisions. Although
35 U.S.C. sections appear in the raw data, the op-
erative authority in ex parte appeals is generally
37 C.F.R.; accordingly, we select the most fre-
quent provisions—§1.131, 1.132, 41.50, 41.50(a),
41.50(b), 41.50(c), 41.50(d), and 41.50(f)—and
group the remainder under Others, yielding a
nine-label schema. Boilerplate references such as
35 U.S.C. §134 were excluded. Like Issue Type,
this task is modeled as multi-label.

For the Subdecision task, we standardized the
final outcomes of PTAB decisions. In the base
dataset, we initially observed 34 distinct outcome
labels. Since our corpus is restricted to appeal pro-
ceedings, we excluded reexamination appeals as
well as AIA trial outcomes (e.g., IPR, PGR, CBM),
removing AIA-specific categories such as Institu-
tion Granted. This reduction yielded 23 appeal-
specific outcomes. We then applied normalization
(case folding, whitespace and punctuation unifi-
cation) and synonym merging to consolidate the

labels. We provide these 23 outcomes as a set of
fine-grained labels, which include an Others cat-
egory grouping infrequent outcomes. In addition,
we map them into six coarse-grained labels that
dominate in ex parte appeals: Affirmed, Affirmed
with New Ground of Rejection, Affirmed-in-Part,
Affirmed-in-Part with New Ground of Rejection, Re-
versed, Reversed with New Ground of Rejection,
and Others.

After defining these schemas, we examined their
distributions. As shown in Figure 3, all tasks are
highly imbalanced. Additional information on the
labels is provided in the Appendix D.2.

5 Tasks

In this section, we formalize the benchmark’s three
classification tasks in alignment with the IRAC
framework. While we follow IRAC’s logical or-
der, the tasks are defined as independent evaluation
units without dependencies across them. A uniform
input and leakage-prevention policy applies: to
avoid answer leakage, we exclude all PTAB’s opin-
ion text, and by default inputs consist only of the
appellant_arguments and examiner_findings
produced by the Opinion Split.

We note that the benchmark does not include
a task corresponding to the Application stage of
IRAC. Application requires multi-step reasoning
that connects legal rules to case-specific facts,
which goes beyond the scope of classification.
In this work, we focus on classification tasks as
a first step, and leave Application to future re-
search, where it can be more appropriately modeled
through generation tasks that capture complex legal
reasoning.

5.1 Issue Type (IRAC–Issue)

This task identifies which statutory grounds are
disputed in a case. The model must contrast and
synthesize the competing arguments of the appel-
lant and the examiner to determine the contested
legal issues, corresponding directly to the Issue
stage of IRAC. The task is formulated as multi-
label classification at the case-level. For evalua-
tion, we report three complementary metrics: Exact
Match as an overall case-level measure, Macro-F1
to capture performance under label imbalance, and
Micro-F1 to reflect overall distributional perfor-
mance. Additional evaluation metrics are reported
in Appendix 10.
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Figure 3: Label distributions across tasks are imbalanced; for Subdecision (fine), only the top 10 labels are shown.
Bold values under the labels are the proportion each label occupies in the dataset.
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Figure 4: Task-specific prompting. A standardized
prompt combines a task-specific instruction with the
appellant_arguments and examiner_findings seg-
ments; the LLM then executes the chosen task–Issue,
Board Authorities, or Subdecision–and outputs from the
predefined label set.

5.2 Board Authorities (IRAC–Rule)

This task predicts which procedural provisions un-
der 37 C.F.R. are cited as authority for the Board’s
decision, given the parties’ arguments and evidence.
This corresponds to the Rule stage of IRAC. Like
the Issue Type task, this task is modeled as a case-
level multi-label classification and evaluated using
the same metrics: Exact Match, Macro-F1, Micro-
F1. Other evaluation metrics are provided in the
Appendix 11.

5.3 Subdecision (IRAC–Conclusion)

This task predicts the Board’s final outcome for
an appeal. The model must integrate conflicting
claim-level arguments and facts from both sides
and select a single conclusion for the case, corre-
sponding to the Conclusion stage of IRAC. The task
is framed as multi-class classification. For evalu-
ation, we report Accuracy as the baseline overall
measure, Macro-F1 to account for class imbalance,
and Weighted-F1 to reflect performance across the

empirical label distribution. Other evaluation met-
rics, such as micro-F1, are reported in the Appendix
12 and 13.

6 Experiments

We describe the experimental setup, model lineup,
and evaluation protocol for the three classifi-
cation tasks. Unless otherwise noted, inputs
are restricted to the appellant_arguments and
examiner_findings obtained from the Opinion
Split, with all PTAB’s opinion text excluded. For
input-variation experiments, we compare three
configurations under identical instructions: Split
(Base), Merge, and Split+Claim. In the Split
(Base) setting, appellant and examiner arguments
are separated into distinct segments. Merge com-
bines the two roles into a single role-neutral input,
while Split+Claim augments the role-separated ar-
guments with the patent’s claim text. These vari-
ants allow us to analyze the relative contributions
of role signals (the distinction between appellant
and examiner) and technical signals (the claim text)
to model performance.

The model lineup includes five closed-
source(commercial) LLMs and four open-source
LLMs. The closed-source(commercial) mod-
els are Claude-Sonnet-4 (Anthropic, 2025),
Gemini-2.5-pro (Gemini Team, 2025), GPT-4o,
GPT-o3 (OpenAI, 2024), and Solar-pro2 (Upstage,
2025). The open-source models are LLaMA-
3.1 (Meta AI, 2024), Mistral (Jiang et al., 2023),
Qwen (Qwen Team, 2025), and T5 (Google
DeepMind, 2025). For closed-source(commercial)
models, structured output features such as func-
tion calling were used to guarantee JSON-only
responses. For open-source models, which lack
native structured output capabilities, we enforced
consistency by providing explicit format examples
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Model Exact Match Macro-F1 Micro-F1

Split (Base)

Claude-Sonnet-4 0.5871 0.5457 0.7905
Gemini-2.5-pro 0.5874 0.6630 0.7923
GPT-4o 0.5751 0.6519 0.7860
GPT-o3 0.5955 0.6639 0.7968
Solar-pro2 0.5583 0.5240 0.7707
LLaMA-3.1(8B) 0.1826 0.1051 0.5793
Mistral(7B) 0.3405 0.2111 0.6080
Qwen(8B) 0.5561 0.5251 0.7741
T5(2B) 0.0772 0.3845 0.4469

Merge

Claude-Sonnet-4 0.5879 0.5468 0.7915
Gemini-2.5-pro 0.5810 0.6625 0.7889
GPT-4o 0.5516 0.6422 0.7758
GPT-o3 0.5943 0.6645 0.7961
Solar-pro2 0.5466 0.6249 0.7643
LLaMA-3.1(8B) 0.1334 0.4517 0.5801
Mistral(7B) 0.2639 0.1356 0.5760
Qwen(8B) 0.5322 0.6255 0.7634
T5(2B) 0.0057 0.3534 0.4050

Split+Claim

Claude-Sonnet-4 0.5869 0.5443 0.7915
Gemini-2.5-pro 0.5911 0.6632 0.7955
GPT-4o 0.5658 0.6492 0.7828
GPT-o3 0.5946 0.6639 0.7967
Solar-pro2 0.5355 0.6225 0.7596
LLaMA-3.1(8B) 0.1785 0.4360 0.5928
Mistral(7B) 0.4200 0.2662 0.6767
Qwen(8B) 0.5631 0.6353 0.7782
T5(2B) 0.0155 0.0024 0.4545

(a) Issue Type

Model Exact Match Macro-F1 Micro-F1

Split (Base)

Claude-Sonnet-4 0.4945 0.2397 0.5444
Gemini-2.5-pro 0.5906 0.2665 0.6916
GPT-4o 0.6314 0.2589 0.6522
GPT-o3 0.5302 0.1940 0.6236
Solar-pro2 0.4293 0.1014 0.6179
LLaMA-3.1(8B) 0.0000 0.0843 0.1230
Mistral(7B) 0.0028 0.0075 0.2762
Qwen(8B) 0.1542 0.1420 0.1966
T5(2B) 0.0064 0.0026 0.2116

Merge

Claude-Sonnet-4 0.7761 0.2128 0.8033
Gemini-2.5-pro 0.6323 0.3062 0.7387
GPT-4o 0.6032 0.2486 0.6179
GPT-o3 0.6459 0.2160 0.7344
Solar-pro2 0.2531 0.0620 0.5524
LLaMA-3.1(8B) 0.0000 0.0882 0.1629
Mistral(7B) 0.0028 0.0038 0.2729
Qwen(8B) 0.4266 0.1897 0.4531
T5(2B) 0.0026 0.0032 0.1757

Split+Claim

Claude-Sonnet-4 0.2026 0.1530 0.2636
Gemini-2.5-pro 0.4913 0.2201 0.5795
GPT-4o 0.0035 0.1425 0.1431
GPT-o3 0.2477 0.2109 0.4194
Solar-pro2 0.0041 0.0485 0.1780
LLaMA-3.1(8B) 0.0001 0.0923 0.1950
Mistral(7B) 0.0003 0.0044 0.1603
Qwen(8B) 0.0134 0.1136 0.0574
T5(2B) 0.0009 0.0037 0.1442

(b) Board Authorities

Table 2: Exact Match, Macro-F1 and Micro-F1 scores of Issue Type and Board Authorities classification

in the instruction and applying post-processing to
convert outputs into valid JSON. This ensured that
parsing errors were minimized across all runs.

All tasks are evaluated in a zero-shot setting
under a unified protocol. Detailed instruction tem-
plates, and prompts are provided in Appendix D.3
and model specifications are provided in the Ap-
pendix F .

7 Results

We evaluate model performance across the three
classification tasks, with task-level results reported
in Tables 2a–3b; confusion heatmaps appear in the
Appendix E.2. Overall, closed-source(commercial)
models consistently outperform open-source mod-
els, although all models exhibit limitations under
long-tailed label distributions. Macro-F1 remains
low across tasks, reflecting persistent difficulty
with rare labels.

7.1 Closed-Source(commercial) vs.
Open-Source Models

As shown in the confusion heatmaps (Figures 16–
27), closed-source(commercial) models (Claude-
Sonnet-4, Gemini-2.5-pro, GPT-4o, GPT-o3, Solar-
pro2) achieve consistently higher accuracy and

exhibit a stronger diagonal concentration, indicat-
ing greater reliability in classification performance.
In the Issue Type task under the Split (Base) set-
ting, closed-source(commercial) models reach Ex-
act Match scores around 55–60% with Micro-F1
scores close to 0.80, whereas open-source models
are far less consistent: LLaMA-3.1 and Mistral
remain below 35% Exact Match, T5 collapses to
below 10%, and only Qwen approaches closed-
source(commercial)-level performance. The Is-
sue Type results thus provide the clearest illus-
tration of the performance gap between closed-
source(commercial) and open-source models.

7.2 Input-Setting Effects

Split (Base) provides the most reliable performance
across tasks. Merge occasionally improves consis-
tency for certain models, such as Claude-Sonnet-
4 and GPT-o3, suggesting that role separation
can sometimes introduce unnecessary variability.
Split+Claim generally degrades performance: input
length increases by roughly twice on average, and
by a factor of three to four in terms of maximum
token count, compared to Split (Base) (Table 8).
This dilutes the salience of arguments and intro-
duces irrelevant claim text as noise. The effect is
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Model Accuracy Macro-F1 Weighted-F1

Split (Base)

Claude-Sonnet-4 0.5658 0.1296 0.4854
Gemini-2.5-pro 0.5050 0.1635 0.4982
GPT-4o 0.4924 0.0997 0.4907
GPT-o3 0.5918 0.1639 0.5541
Solar-pro2 0.5369 0.0779 0.3923
LLaMA-3.1(8B) 0.4364 0.0767 0.4006
Mistral(7B) 0.1241 0.0251 0.1284
Qwen(8B) 0.4794 0.1024 0.4450
T5(2B) 0.0419 0.0142 0.0617

Merge

Claude-Sonnet-4 0.5590 0.1129 0.4320
Gemini-2.5-pro 0.5114 0.1443 0.5036
GPT-4o 0.4592 0.0912 0.4353
GPT-o3 0.6086 0.1683 0.5682
Solar-pro2 0.5420 0.0804 0.3932
LLaMA-3.1(8B) 0.5036 0.0696 0.0676
Mistral(7B) 0.1265 0.0572 0.0407
Qwen(8B) 0.4266 0.0698 0.4264
T5(2B) 0.0191 0.0794 0.0437

Split+Claim

Claude-Sonnet-4 0.5620 0.1272 0.4842
Gemini-2.5-pro 0.4908 0.4854 0.1433
GPT-4o 0.3804 0.0892 0.3581
GPT-o3 0.5884 0.1692 0.5538
Solar-pro2 0.5373 0.0608 0.3966
LLaMA-3.1(8B) 0.4125 0.0642 0.3938
Mistral(7B) 0.1209 0.0295 0.1205
Qwen(8B) 0.4368 0.0794 0.4364
T5(2B) 0.0225 0.0436 0.0168

(a) Subdecision (Fine-grained)

Model Accuracy Macro-F1 Weighted-F1

Split (Base)

Claude-Sonnet-4 0.5625 0.2116 0.4900
Gemini-2.5-pro 0.5063 0.2366 0.4927
GPT-4o 0.5045 0.2037 0.4863
GPT-o3 0.5863 0.2126 0.5511
Solar-pro2 0.5389 0.1356 0.3929
LLaMA-3.1(8B) 0.4764 0.1551 0.4024
Mistral(7B) 0.0726 0.0758 0.0994
Qwen(8B) 0.4733 0.1692 0.4404
T5(2B) 0.0254 0.0499 0.0146

Merge

Claude-Sonnet-4 0.5607 0.1788 0.4456
Gemini-2.5-pro 0.5119 0.2381 0.5001
GPT-4o 0.4972 0.1820 0.4638
GPT-o3 0.6020 0.2125 0.5631
Solar-pro2 0.5423 0.1390 0.3967
LLaMA-3.1(8B) 0.5229 0.1253 0.3922
Mistral(7B) 0.0823 0.0821 0.1168
Qwen(8B) 0.4163 0.1761 0.4223
T5(2B) 0.0234 0.0446 0.0092

Split+Claim

Claude-Sonnet-4 0.5639 0.2018 0.4889
Gemini-2.5-pro 0.4915 0.4840 0.2111
GPT-4o 0.3046 0.1206 0.2027
GPT-o3 0.5783 0.2068 0.5426
Solar-pro2 0.5364 0.1210 0.3977
LLaMA-3.1(8B) 0.4741 0.1259 0.3909
Mistral(7B) 0.0587 0.0549 0.0721
Qwen(8B) 0.4605 0.1655 0.4439
T5(2B) 0.0136 0.0053 0.0142

(b) Subdecision (Coarse-grained)

Table 3: Accuracy, Macro-F1 and Weighted-F1 scores of Subdecision (Fine-grained) and Subdecision (Coarse-
grained) classification

most pronounced in the Board Authorities task (Ta-
ble 2b), where all models except Gemini-2.5-pro
show a clear decline. Unlike Issue Type or Subde-
cision, which integrate technical facts with legal
reasoning, Board Authorities is narrowly focused
on mapping arguments to procedural rules. In this
setting, claim text contributes little useful informa-
tion and instead confuses the model, leading to a
sharper performance drop. These results highlight
that more input context is not uniformly beneficial:
when tasks hinge primarily on legal rule alignment
rather than technical content, excessive claim con-
text may actively impair model reasoning.

7.3 Invalid Response Patterns

Another clear pattern, especially among open-
source models, is the generation of labels outside
the predefined set. For example, in Issue Type and
Board Authorities tasks, models occasionally out-
put arbitrary numbers or provisions not included
in the label schema. This indicates both a failure
to strictly follow instructions and a lack of domain
alignment. Potential remedies include stronger
prompt constraints (explicitly requiring outputs to
be drawn only from the label set), post-filtering to

reject out-of-label responses, and instruction tuning
to reduce invalid or incomplete responses. Exam-
ple cases of label deviations and invalid responses
are presented in Appendix F.2.

7.4 Summary
Taken together, these results show that while
closed-source(commercial) models can handle fre-
quent labels and surface-level reasoning, all models
struggle with long-tailed label distributions. The
IRAC-based task design exposes these weaknesses
across different stages, while the input-setting anal-
ysis underscores the importance of careful input
design. Future work will build on these findings
by exploring selective claim augmentation and in-
struction tuning as ways to improve alignment with
PTAB-specific reasoning tasks.

8 Conclusion

We presented PILOT-Bench, a benchmark to evalu-
ate legal reasoning in the patent domain by align-
ing PTAB ex parte appeals with USPTO patent
data. By framing three IRAC-aligned classification
tasks, we enable systematic assessment of LLMs’
ability to identify issues, map rules, and predict
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conclusions in appeal proceedings. Our experi-
ments show that while closed-source(commercial)
LLMs outperform open-source models, all models
face persistent challenges with label imbalance and
procedural-rule mapping. Input-variation analysis
further demonstrates that simply adding all claims
can harm performance, underscoring the need for
more targeted data design.

PILOT-Bench thus provides both a resource and
an evaluation protocol to study how LLMs reason
in a domain where technical detail and legal preci-
sion must be combined. We hope this benchmark
will encourage further work at the intersection of
NLP, law, and intellectual property.

9 Future Work

Beyond this study, we plan to pursue research-
driven extensions of PILOT-Bench. A first direc-
tion is to expand beyond classification by introduc-
ing generation-based tasks that capture the IRAC
Application stage, directly testing whether models
can reason through the application of legal rules to
facts. Second, we aim to explore selective claim
augmentation and instruction tuning to mitigate
noise and hallucination, thereby improving align-
ment with task constraints. Finally, we envision
extending the benchmark to broader PTAB and
USPTO contexts, enabling multi-procedure com-
parisons and richer evaluation of patent-domain
legal reasoning.

Limitations

This study has several limitations related to data
collection and task design. First, the scope is re-
stricted to PTAB ex parte appeals, excluding AIA
trial proceedings. While this aligns with source
availability and our intended focus, it confines eval-
uation to appeal-centered cases. Second, although
OCR quality is generally stable, no systematic, line-
by-line correction against the source PDFs was per-
formed; the converted text should not be regarded
as a fully verified transcription. Similarly, the Opin-
ion Split was generated solely via an LLM without
human validation, so misclassifications may propa-
gate into downstream tasks. Finally, the dataset ex-
hibits substantial label imbalance. To address this,
Subdecision outcomes were consolidated into six
coarse labels via LLM-based normalization with-
out additional rebalancing. Partnering with domain
experts to vet and refine this schema may yield
further gains in robustness and interpretability.

Ethical Considerations

This benchmark is released for research purposes
only and must not be used to automate, replace,
or appear to provide legal advice or adjudicative
decisions. All documents originate from public
USPTO/PTAB sources; we redistribute only de-
rived annotations/splits/metadata and remove any
incidental PII found during OCR. Users remain re-
sponsible for compliance with applicable laws and
professional standards. Model outputs may contain
errors and require qualified human review.
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Appendix

A Data Card

• Licensing Information The dataset is re-
leased under the Creative Commons Attribu-
tion 4.0 International License.

• Data Domain Patent Domain

• Languages The dataset contains English text
only.

• Dataset Composition PTAB OCR, PTAB
Opinion Split, PTAB Metadata, and USPTO
Structured Data.

• Computational Resources Experiments were
run on two RTX 4090(24GB) and two
H100(80GB) GPUs

B Data Format and Structure

B.1 PTAB Decision
Each PTAB decision is distributed as a JSON
file named after the official decision filename
(e.g., 2018004769_DECISION.json). We re-
lease two corpus variants: PTAB OCR and
PTAB Opinion Split. PTAB OCR provides
page-level Optical Character Recognition (OCR)
text, providing extracted from each decision.
PTAB Opinion Split segments the decision text
into four categories: appellant_arguments,
examiner_findings, ptab_opinion, and facts.

B.2 PTAB Metadata
we release a PTAB Metadata JSON aligned PTAB
decision JSON files. PTAB Metadata contains 35
fields per decision, including the targets used in our
classification tasks: issueType, boardRulings,
and subdecisionTypeCategory. Table 4 shows
the metadata JSON fields.

B.3 USPTO Structured Data
For each decision, we include the corre-
sponding USPTO patent data as a single
JSON file within the directory for that PTAB
Decision filename, named by the patent’s
application or publication number (e.g.,
2018004769_DECISION/US20140127537A1.json).

C Dataset Creation

C.1 Source Data
We collected 25,829 PTAB decisions (1993–2024)
and 176,627 metadata records (1997–2025) via the

PTAB API v24. We also retrieved patent full texts
and bibliographic metadata from USPTO Bulk
Data5, covering 2006–2024.

C.2 Patent-Term Filtering
Considering the statutory patent term (typically 20
years from the filing date), we restrict our analysis
to PTAB decisions dated 2006 or later, yielding
22,439 cases.

C.3 OCR Quality Filtering
We require page-level OCR for decision text anal-
ysis. Nonstandard layouts—often due to missing
cover pages—disrupted caption normalization and
section detection. To stabilize OCR, we retain only
decisions with a cover page, resulting in 18,738
cases.

C.4 Case-Thread Normalization
We define the analysis scope for ex parte appeal
case threads and apply metadata-driven preprocess-
ing to normalize threads and remove duplicates. To
ensure a reproducible one-to-one mapping between
each case and its associated patent text, we adopt a
single target per case and restrict the analysis to a
subset of procedural variants. Records that could
yield duplicate or ambiguous labels are excluded.

• Exact duplicates Decision records Decision
records that are identical across all fields; a
single canonical decision record is retained.

• Application number / document
name duplicates When multiple deci-
sion records share documentName and
appellantApplicationNumberText, we
reconcile the PTAB Decision with PTAB
Metadata and preserve one consistent decision
record.

• Subsequent proceedings (rehearing/recon-
sideration/reexamination) Subsequent deci-
sions within the same proceeding can produce
multiple decision records for a single dispute.
we retain one representative decision record
per (documentName, decisionDate) pair.

• Separate opinions (dissent/concurring) Sep-
arately authored opinions are excluded be-
cause they may introduce competing ratio-
nales and thus ambiguous case-level labels.

4https://developer.uspto.gov/api-catalog/
ptab-api-v2

5https://data.uspto.gov/bulkdata/datasets
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Only the unified decision record is kept for
downstream tasks.

C.5 OCR Parsing
From the OCR text, we removed cover-page bib-
liographic fields (e.g., Application No., Filing
Date, First Named Inventor) that duplicate
metadata entries, thereby preventing redundancy.
To maintain linguistic consistency and improve
OCR robustness, we also removed non-English
text.

C.6 Section Segmentation
To support a logical decomposition of each deci-
sion, we defined a header dictionary comprising
DECISION ON APPEAL, STATEMENT OF THE CASE,
ANALYSIS, DECISION/ORDER, and FOOTNOTES, and
we then performed section-level segmentation us-
ing GPT-o3 (3-2025-04-16). Decisions in which
STATEMENT OF THE CASE or ANALYSIS could not
be extracted—e.g., dismissals following a Request
for Continued Examination (RCE) or express aban-
donment—were excluded from the analysis.

C.7 PTAB Opinion Split
Using the primary reasoning sections STATEMENT
OF THE CASE and ANALYSIS as input, we
split each decision with gemini-2.5-pro into
four categories: appellant_arguments,
examiner_findings, ptab_opinion, and
facts. Only appellant_arguments and
examiner_findings are used as inputs to down-
stream tasks. Figure 6 presents the prompt for
opinion splitting.

C.8 PTAB to USPTO Mapping
We align PTAB decision records with USPTO
patent records via the application number, match-
ing PTAB appellantApplicationNumberText to
USPTO application-reference/doc-number.
When a single application number is associated
with multiple publications, we select one rep-
resentative publication anchored to the PTAB
decisionDate. Applications predating 2006 fall
outside the coverage of our USPTO corpus and
are omitted. This alignment yields 15,482 PTAB–
USPTO links.

C.9 USPTO Structured Data
To preserve claim dependencies, each claim carries
a depend_on pointer to its parent claim. We fur-
ther factor claim text into component-level units

and arrange them hierarchically to support granular
analyses in subsequent work. Figure 7 depicts the
schema.

D Classification Tasks

D.1 Prediction Targets
Our tasks comprise three targets: issue type,
board authorities, and subdecision. For consis-
tency in evaluation, instances with missing Board
Authorities (empty) are systematically mapped
to Others label.

D.2 Label Details
Table 14–19 enumerates the full labels used in our
experiments and their definitions.

D.3 Prompt
Figure 8–10 are the prompts used for each task;
Issue Type, Board Authorities, Subdeicision (Fine/-
Coarse).

E Statistics and Analysis

E.1 Input Tokens per Variants
Table 8 reports the average and maximum input
token counts per input variant for the Board Au-
thorities task, measured with the Gemini tokenizer.

E.2 Experiment Results
Tables 10–13 present results for all evaluation met-
rics. Table 10 shows that T5 attains unusually high
recall despite weaker Exact Match, Micro-F1, and
Macro-F1. Inspection of Figure 13-15 reveals a
systematic tendency to emit the full five-label set
([101,102,103,112,Others]), which mechani-
cally inflates recall in the multi-label setting by
covering most labels while simultaneously depress-
ing precision and exact match. All models’ confu-
sion heatmaps can be found in Figures 16–27

E.3 PTAB Subproceeding Types by Year
To illustrate the oral distribution and procedural
composition of the PTAB corpus, we analyzed the
number of decisions per year and subproceeding
type (REEXAM, REGULAR, and REISSUE) based
on the PTAB Document JSON metadata. Figure 5
and Table 5 show a steady increase in REGULAR
appeal decisions from 2010 to 2017, followed by
a gradual decline consistent with overall PTAB
appeal volume trends. REEXAM and REISSUE
proceedings account for less than 5% of total de-
cisions, confirming that the dataset is dominated
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by regular ex parte appeals—the intended focus of
PILOT-Bench.

E.4 Document Length Statistics of Opinion
Split Data

We provide document and role aspect descriptive
statistics to quantify the scale and variability of
the Opinion Split data. Table 6 summarizes the
word-level statistics, and Table 7 presents the cor-
responding character-level statistics. These results
show that PTAB ex parte decisions vary widely in
length, with the Analysis section dominating the
total word count and the split inputs maintaining a
balanced representation of opposing arguments.

E.5 Linked Patents per PTAB Case

To quantify the connectivity between PTAB de-
cisions and their associated patents, we exam-
ined the number of linked patents per case after
PTAB–USPTO alignment. Each PTAB case con-
tains one base patent (the appellant’s patent) and
zero or more prior patents cited as prior art or
reference patents in the appeal record. Figure 11
and Figure 12 visualize the distribution of linked
patents across cases and its yearly trend.

On average, each PTAB case is connected to ap-
proximately 2.05 patents, consisting of one base
patent and roughly one additional prior patent. The
average base-to-prior ratio is about 0.64, indicat-
ing that while most cases are linked to a single
prior reference, a small number of cases involve
more complex prior-art networks (up to 14 linked
patents). Table 9 reports detailed summary statis-
tics.

F Model

This study evaluates both closed-
source(commercial) and open-source models.
For the open-source group, we primarily used
small models in the 2B–8B parameter range due
to computational constraints. We expect larger
variants of the same architectures (>8B parameters)
and models with dedicated reasoning modes to
achieve higher performance. Details on model
sizes are provided below.

• Closed-source(commercial) Models gpt-
4o-2024-08-06, gpt-o3-2025-04-16, claude-
sonnet-4-20250514, gemini-2.5-pro, solar-
pro2-250710

• Open-source Models Llama-3.1-8B-Instruct,

Qwen3-8B, Mistral-7B-Instruct-v0.3,
t5gemma-2b-2b-ul2-it

F.1 Post-Processing of Model Outputs

For open-source models, we instructed JSON only
output at the prompt stage. In practice, some re-
sponses exhibited formatting errors, so we applied
content-preserving normalization. Specifically, (i)
we corrected parsing errors caused by missing or su-
perfluous brackets or quotation marks with minimal
edits, (ii) we restored character-level fragmented
outputs (e.g., “”, “i”, “s”, “s”, “u”, . . . ) to valid
contiguous strings, and (iii) we removed duplicated
labels such as “103”, “103”, “103”. This pipeline
was designed to enforce schema consistency with-
out altering the meaning of the original responses.

F.2 Response Tendencies

F.2.1 Closed-Source(commercial) Models
• Issue Type Claude intermittently returned
<UNKNOWN>.

• Board Authorities According to the labels, ci-
tations such as 37 CFR 1.104, 37 CFR 1.111,
37 CFR 41.37(c)(iv) should be assigned to
Others; nevertheless, the model occasionally
emitted them as distinct labels.

F.2.2 Open-Source Models
• Issue Type We observed frequent deviations

from the label set, bare numerals (e.g., 51, 22);
subsection-annotated variants (e.g., 102(b),
103(a), 102(e) instead of base labels 102,
103); and unstructured natural language text
(e.g., “The Examiner found that claims . . . ”).

• Board Authorities Category confusions and
hallucinated citations were common. Statu-
tory grounds intended for the Issue Type task
(e.g., 35 U.S.C. § 103(a), 35 U.S.C. §
102(b)) were misassigned as Board Author-
ities. Provisions outside our label set (e.g.,
37 C.F.R. § 41.37(c)(1)(ii))—which
should map to Others—were emitted as la-
bels. We also observed nonexistent citations
in our dataset (e.g., 37 C.F.R. § 41.132,
§ 101, § 102(e)).

• Subdecision Mistral tended to produce natu-
ral language text rather than schema labels
(e.g., “Claims 1–3, 17–23, 25, and 28–30
stand rejected.”).
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F.3 Evaluation Protocol and Response Rates
F.3.1 Evaluation Protocol
By default, we evaluated 15,482 cases. For each
model–task pair, we allowed up to ten retries. A
case was marked as a non-answer if (i) no output
was produced, (ii) the model provided a rationale
without a final label, or (iii) the input text was
echoed verbatim or the response consisted of repet-
itive content.

F.3.2 Response Rates
• Solar-pro2 Owing to maximum context-

length limits, evaluation under Split+Claim
covered 15,481 samples. See Table 8 for aver-
age input length.

• T5 Under the Base and Merged, evaluations
of Subdecision-Fine and Subdecision-Coarse
yielded on average 15,470 valid responses.
Despite up to ten retries, we frequently ob-
served outputs consisting only of explanatory
text without a label or terminating in repetitive
content. Under Split+Claim, response rates
declined across all tasks, with non-answers
increasing via partial claim echoes or verba-
tim reproductions of the input; accordingly,
metrics for Split+Claim were computed on
approximately 15,040 samples.

• Mistral. Under Split+Claim for Board Au-
thorities, the model frequently returned the
input verbatim. Evaluation proceeded with
15,481 samples.
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Name Definition Example

proceedingNumber PTAB proceeding ID 2018004769
decisionTypeCategory Decision type "Decision"
subdecisionTypeCategory Final outcome of decision “Affirmed”
documentName Decision PDF filename “2018004769_DECISION.pdf”
proceedingTypeCategory Proceeding type “Appeal”
subproceedingTypeCategory Sub-type of proceeding “REGULAR”
documentIdentifier Document ID “201800476914127348Appeal ...“
objectUuId Internal repository ID “workspace: ...“
respondentTechnologyCenterNumber Respondent USPTO Technology

Center(TC)
“1700”

respondentPartyName Respondent party name “Samsung SDI Co., Ltd. et al”
respondentGroupArtUnitNumber Respondent Group Art Unit(GAU)

number
“1727”

respondentPatentNumber Respondent patent number “10028104”
respondentApplicationNumberText Respondent application number 14127348
appellantTechnologyCenterNumber Appellant USPTO Technology

Center(TC)
“1700"

appellantPatentOwnerName Appellant name “Samsung SDI Co., Ltd. et al”
appellantPartyName Appellant party name “Samsung SDI Co., Ltd. et al”
appellantGroupArtUnitNumber Appellant Group Art Unit(GAU) number “1727”
appellantInventorName Appellant inventor(s) name “Claus Gerald Pflueger et al”
appellantCounselName Appellant Counsel/firm “Maginot, Moore & Beck LLP”
appellantGrantDate Appellant patent grant date “03-27-2018”
appellantPatentNumber Appellant patent number “9925542”
appellantApplicationNumberText Appellant application number. 14127348
appellantPublicationDate Appellant publication date “05-08-2014”
appellantPublicationNumber Appellant publication number “20140127537A1"
ocrSearchText OCR text by USPTO “14127348,Patent_Board ...“
issueType Statutory sections under 35 U.S.C. [“103”]
boardRulings Regulatory provisions cited [“35 USC 134"]
decisionDate Decision date “03-21-2019”
documentFilingDate Filing date of the decision doc “03-21-2019"
thirdPartyName Third party name “SMITH & NEPHEW, INC.”
file_name Basename without extension. “2018004769_DECISION”
issueType_label Label of Issue Type task [“103”]
boardAuthorities_label Label of Board Authorities task [Others]
subdecisionType_label Fine-grained label of Subdeicision task “Affirmed”
subdecisionTypeCoarse_label Coarse-grained label of Subdeicision

task
“Affirmed”

Table 4: PTAB metadata fields

Year REEXAM REGULAR REISSUE

2007 1 0 0
2008 0 1 0
2009 0 9 0
2010 19 410 7
2011 25 949 11
2012 36 1314 6
2013 35 1498 4
2014 44 1256 4
2015 34 1758 5
2016 25 2192 1
2017 14 1734 2
2018 8 1452 0
2019 5 1205 0
2020 6 1078 7
2021 4 1038 6
2022 7 830 6
2023 5 469 1
2024 6 518 3

Table 5: Number of PTAB decisions by subproceeding type from 2007 to 2024.
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Figure 5: PTAB decisions by year and subproceeding type (2007–2024).

Section / Role Count Mean (Words) Median Std Min Max

Overall (Pre-Split) 18,049 1,864.3 1,551 1,143.6 0 10,261
Statement of the Case 17,919 433.4 366 276.5 19 4,685
Analysis 18,042 1,434.5 1,130 1,064.9 9 9,764

Overall (Post-Split) 18,049 1,409.1 1,173 935.7 0 10,039
appellant_arguments 17,445 296.5 235 242.6 3 2,613
examiner_findings 17,766 306.7 248 239.4 10 2,827
ptab_opinion 18,041 821.0 634 674.2 5 8,532

Table 6: Descriptive statistics of document and role-level word counts in the PTAB Opinion Split dataset.

Section / Role Count Mean (Chars) Median Std Min Max

Overall (Pre-Split) 18,049 11,565.6 9,563 7,202.5 1 64,872
Statement of the Case 17,919 2,690.3 2,241 1,749.8 120 28,950
Analysis 18,042 8,875.3 7,126 6,730.4 85 62,180

Overall (Post-Split) 18,049 8,748.5 7,245 5,883.9 2 64,594
appellant_arguments 17,445 1,856.2 1,468 1,525.4 14 17,163
examiner_findings 17,766 1,876.9 1,511 1,475.3 53 17,486
ptab_opinion 18,041 5,107.2 3,926 4,250.6 30 54,854

Table 7: Descriptive statistics of document and role-level character counts in the PTAB Opinion Split dataset.

Statistic Split (Base) Merge Split+Claim
Average 2026.14 1730.00 4876.58
Maximum 6109.00 5193.00 20924.00

Table 8: Average and Maximum input tokens by variant (Board Authorities; Gemini tokenizer)
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You are given two sections f rom a PTAB (Patent Trial and Appeal Board) decision:

Instruction
- - -

### Classif ication Criteria

#### 1. Appellant Arguments

Description of criteria classified as Appellant Arguments

#### 2. Examiner Findings

Description of criteria classified as Examiner Findings

#### 3. PTAB Opinion

Description of criteria classified as PTAB Opinion

#### 4. Facts

Description of criteria classified as Facts

- - -

### Rules

Description the rules the model must follow when responding

- - -

### Few-Shot Example

#### Input

Few-Shot Input Example

#### Output

Response Examples with Output Format

- - -

### Data to Classify

<STATEMENT OF THE CASE>{statement_of_the_case}</STATEMENT OF THE CASE>

<ANALYSIS>{analysis}</ANALYSIS>

You are given two sections f rom a PTAB (Patent Trial and Appeal Board) decision:

Instruction
- - -

### Classif ication Criteria

#### 1. Appellant Arguments

Description of criteria classified as Appellant Arguments

#### 2. Examiner Findings

Description of criteria classified as Examiner Findings

#### 3. PTAB Opinion

Description of criteria classified as PTAB Opinion

#### 4. Facts

Description of criteria classified as Facts

- - -

### Rules

Description the rules the model must follow when responding

- - -

### Few-Shot Example

#### Input

Few-Shot Input Example

#### Output

Response Examples with Output Format

- - -

### Data to Classify

<STATEMENT OF THE CASE>{statement_of_the_case}</STATEMENT OF THE CASE>

<ANALYSIS>{analysis}</ANALYSIS>

Figure 6: Opinion Split prompt construction

1. A battery cell module, comprising:

a plurality of battery cells each having a degassing orifice; and

a gas receiving chamber allocated to several battery cells of the 
plurality of battery cells, the gas receiving chamber configured 
to at least temporarily receive gases escaping from the several 
battery cells,

wherein a volume of the gas receiving chamber is directly 
connected to the degassing orifices of the several battery cells.

2. The battery cell module as claimed in claim 1 , wherein 

the gas receiving chamber is open in a direction towards 

the several battery cells and an opening region of the gas 

receiving chamber is configured to extend ...

Claims

US20140127537A1

BATTERY CELL MODULE, METHOD FOR 
OPERATING A BATTERY CELL MODULE 
AND BATTERY AND MOTOR VEHICLE

PRIOR ART
There is a considerably high demand for batteries for use in a wide 
range of applications for example for vehicles, stationary 
installations, for example wind power installations, and mobile 
electronic devices, for example laptops and communication  ...

Description

{
    "filename" : "US20140127537A1-20140508",

"title" : "BATTERY CELL MODULE, METHOD ...",
"claims" : [

{
 "claim_id" : "CLM-00001",
    "claim_num" : "1",
      "depends_on" : "null",
      "claim_text" : {

"text" : "1 . A battery cell module, comprising:",
"components" : [

{ "text" : "a plurality of battery cells each ..."} , 
{ "text" : "a gas receiving chamber ..."}

]
}

} , 
{
 "claim_id" : "CLM-00002",
    "claim_num" : "2",
      "depends_on" : "CLM-00001",
      "claim_text" : {  "text" : "..." }
} ,

]
"description" : [

{
"heading" : "PRIOR ART",
"paragraphs" : [ "...", "..." ]

}
]

  }

Figure 7: USPTO Structured Data structure

Statistic Base Count Prior Count Total

Count 78,480 78,480 78,480
Mean 0.99 1.06 2.05
Std. Dev. 0.10 1.47 1.47
Min 0 0 1
Max 1 13 14

Table 9: Summary statistics of linked patents per PTAB case. Each case contains one base patent and zero or more
prior patents.
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[Role & Mission]

Persona setting and Instruction

[Evidence Scope]

Description of the input setting

[Task]

Description of the Issue Type classification task

[Rules]

Description the rules the model must follow when responding

<Issue Type Set>

[" 101"," 102"," 103"," 112"," Others" ]

</ Issue Type Set>

<Issue Type Def init ions>

Issue Type label Dictionary
</ Issue Type Def init ions>

[Output Format]

Response Examples with Output Format

- - - -  INPUT - - - -

<Appellant Arguments>{appellant}</Appellant Arguments>

<Examiner Findings>{examiner}</Examiner Findings>

Figure 8: Issue Type classification prompt construction

[Role & Mission]

Persona setting and Instruction

[Evidence Scope]

Description of the input setting

[Task]

Description of the Board Authorities classification task

[Rules]

Description the rules the model must follow when responding

<Board Ruling Dict ionary>
[
  " 37 CFR 1.131",
  " 37 CFR 1.132",
  " 37 CFR 41.50",
  " 37 CFR 41.50(a)" ,
  " 37 CFR 41.50(b)" ,
  " 37 CFR 41.50(c)" ,
  " 37 CFR 41.50(d)" ,
  " 37 CFR 41.50(f )" ,
  " Others"
]
</Board Ruling Dict ionary>

<Board Ruling Def init ions>
Board Authorities label Dictionary
</Board Ruling Def init ions>

[Output Format]

Response Examples with Output Format

- - - -  INPUT - - - -

<Appellant Arguments>{appellant}</Appellant Arguments>

<Examiner Findings>{examiner}</Examiner Findings>

Figure 9: Board Authorities classification prompt construction
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[Role & Mission]

Persona setting and Instruction

[Evidence Scope]

Description of the input setting

[Task]

Description of the Subdecision classification task

[Rules]

Description the rules the model must follow when responding

<Decision Type Dict ionary>

fine/coarse subdecision dictionary in the for of {index: label}
</Decision Type Dict ionary>

[Output Format]

Response Examples with Output Format

- - - -  INPUT - - - -

<Appellant Arguments>{appellant}</Appellant Arguments>

<Examiner Findings>{examiner}</Examiner Findings>

Figure 10: Subdecision (Fine/Coarse) classification prompt construction
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Figure 11: Distribution of the number of linked patents (base + prior) per PTAB case.
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Figure 12: Average number of linked patents per PTAB case by year.

Model Exact Match Micro-P Micro-R Micro-F1 Macro-P Macro-R Macro-F1 HL

Split (Base)

Claude-Sonnet-4 0.5871 0.7322 0.8589 0.7905 0.5340 0.5735 0.5457 0.0893
Gemini-2.5-pro 0.5874 0.7285 0.8683 0.7923 0.6427 0.7137 0.6630 0.1072
GPT-4o 0.5751 0.7215 0.8633 0.7860 0.6284 0.6997 0.6519 0.1107
GPT-o3 0.5955 0.7404 0.8624 0.7968 0.6567 0.6969 0.6639 0.1036
Solar-pro2 0.5583 0.7072 0.8467 0.7707 0.4988 0.5653 0.5240 0.0989
LLaMA-3.1(8B) 0.1826 0.4512 0.8092 0.5793 0.0920 0.1530 0.1051 0.0659
Mistral(7B) 0.3405 0.5302 0.7126 0.6080 0.1936 0.2650 0.2111 0.0902
Qwen(8B) 0.5561 0.7114 0.8489 0.7741 0.5006 0.5598 0.5251 0.0972
T5(2B) 0.0772 0.2945 0.9265 0.4469 0.2812 0.9118 0.3845 0.5401

Merge

Claude-Sonnet-4 0.5879 0.7330 0.8602 0.7915 0.5348 0.5745 0.5468 0.0889
Gemini-2.5-pro 0.5810 0.7220 0.8694 0.7889 0.6351 0.7241 0.6625 0.1096
GPT-4o 0.5516 0.6984 0.8726 0.7758 0.6039 0.7129 0.6422 0.1188
GPT-o3 0.5943 0.7375 0.8648 0.7961 0.6535 0.7025 0.6645 0.1043
Solar-pro2 0.5466 0.6919 0.8535 0.7643 0.5817 0.6975 0.6249 0.1240
LLaMA-3.1(8B) 0.1334 0.4408 0.8482 0.5801 0.3689 0.7003 0.4517 0.2892
Mistral(7B) 0.2639 0.4631 0.7617 0.5760 0.1117 0.2013 0.1356 0.0777
Qwen(8B) 0.5322 0.6825 0.8660 0.7634 0.5732 0.6973 0.6255 0.1264
T5(2B) 0.0057 0.2563 0.9643 0.4050 0.2535 0.9624 0.3534 0.6674

Split+Claim

Claude-Sonnet-4 0.5869 0.7339 0.8589 0.7915 0.5342 0.5707 0.5443 0.0888
Gemini-2.5-pro 0.5911 0.7334 0.8690 0.7955 0.6475 0.7062 0.6632 0.1052
GPT-4o 0.5658 0.7077 0.8759 0.7828 0.6155 0.7127 0.6492 0.1144
GPT-o3 0.5946 0.7393 0.8639 0.7967 0.6550 0.6991 0.6639 0.1038
Solar-pro2 0.5355 0.6808 0.8589 0.7596 0.5736 0.7066 0.6225 0.1281
LLaMA-3.1(8B) 0.1785 0.4587 0.8377 0.5928 0.3477 0.6530 0.4360 0.2710
Mistral(7B) 0.4200 0.5964 0.7820 0.6767 0.2439 0.3113 0.2662 0.0880
Qwen(8B) 0.5631 0.7229 0.8426 0.7782 0.6204 0.6599 0.6353 0.1131
T5(2B) 0.0155 0.3048 0.8931 0.4545 0.0018 0.0052 0.0024 0.0030

Table 10: Results for the Issue Type classification task with 8 evaluation metrics. Exact Match, Micro-P (Micro-
Precision), Micro-R (Macro-Recall), Micro-F1 (Micro-F1), Macro-P (Macro-Precision), Macro-R (Macro-Recall),
Macro-F1 (Macro-F1) and HL (Hamming Loss) are reported.
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Model Exact Match Micro-P Micro-R Micro-F1 Macro-P Macro-R Macro-F1 HL

Split (Base)

Claude-Sonnet-4 0.4945 0.6038 0.4956 0.5444 0.2499 0.3503 0.2397 0.1012
Gemini-2.5-pro 0.5906 0.8158 0.6003 0.6916 0.2549 0.4277 0.2665 0.0725
GPT-4o 0.6314 0.7004 0.6102 0.6522 0.3177 0.3509 0.2589 0.0882
GPT-o3 0.5302 0.6831 0.5736 0.6236 0.2787 0.2504 0.1940 0.0603
Solar-pro2 0.4293 0.5825 0.6279 0.6179 0.1054 0.2274 0.1014 0.0584
LLaMA-3.1(8B) 0.0000 0.0934 0.1801 0.1230 0.1359 0.3945 0.0843 0.3132
Mistral(7B) 0.0028 0.2043 0.4263 0.2762 0.0100 0.0300 0.0075 0.0211
Qwen(8B) 0.1542 0.1899 0.2039 0.1966 0.1860 0.4106 0.1420 0.2258
T5(2B) 0.0064 0.1508 0.3548 0.2116 0.0030 0.0079 0.0026 0.0064

Merge

Claude-Sonnet-4 0.7761 0.8924 0.7304 0.8033 0.2105 0.2919 0.2128 0.0364
Gemini-2.5-pro 0.6323 0.9148 0.6194 0.7387 0.3551 0.4168 0.3062 0.0594
GPT-4o 0.6032 0.6525 0.5868 0.6179 0.2419 0.4041 0.2486 0.0984
GPT-o3 0.6459 0.8436 0.6503 0.7344 0.2732 0.2705 0.2160 0.0441
Solar-pro2 0.2531 0.4928 0.6284 0.5524 0.0628 0.1502 0.0620 0.0460
LLaMA-3.1(8B) 0.0000 0.1169 0.2685 0.1629 0.1218 0.3772 0.0882 0.3061
Mistral(7B) 0.0028 0.1984 0.4372 0.2729 0.0050 0.0146 0.0038 0.0112
Qwen(8B) 0.4266 0.4641 0.4427 0.4531 0.1960 0.3699 0.1897 0.1448
T5(2B) 0.0026 0.1105 0.4283 0.1757 0.0035 0.0117 0.0032 0.0099

Split+Claim

Claude-Sonnet-4 0.2026 0.2920 0.2402 0.2636 0.1838 0.2837 0.1530 0.1364
Gemini-2.5-pro 0.4913 0.6261 0.5394 0.5795 0.2122 0.4493 0.2201 0.1061
GPT-4o 0.0035 0.1206 0.1760 0.1431 0.1806 0.4817 0.1425 0.2856
GPT-o3 0.2477 0.4011 0.4396 0.4194 0.2444 0.2991 0.2109 0.1060
Solar-pro2 0.0041 0.1596 0.2011 0.1780 0.0732 0.2122 0.0485 0.1133
LLaMA-3.1(8B) 0.0001 0.1408 0.3171 0.1950 0.1296 0.3130 0.0923 0.2904
Mistral(7B) 0.0003 0.1154 0.2627 0.1603 0.0070 0.0197 0.0044 0.0185
Qwen(8B) 0.0134 0.0544 0.0606 0.0574 0.1917 0.3804 0.1136 0.2700
T5(2B) 0.0009 0.0912 0.3431 0.1442 0.0051 0.0248 0.0037 0.0206

Table 11: Results for the Board Authorities classification task with 8 evaluation metrics. Exact Match, Micro-P
(Micro-Precision), Micro-R (Macro-Recall), Micro-F1 (Micro-F1), Macro-P (Macro-Precision), Macro-R (Macro-
Recall), Macro-F1 (Macro-F1) and HL (Hamming Loss) are reported.

Model Acc Balanced Acc Macro-P Macro-R Macro-F1 Micro-F1 Weighted-F1

Split (Base)

Claude-Sonnet-4 0.5658 0.1681 0.1767 0.1569 0.1296 0.5658 0.4854
Gemini-2.5-pro 0.5050 0.1765 0.2473 0.1647 0.1635 0.5050 0.4982
GPT-4o 0.4924 0.1327 0.0944 0.1283 0.0997 0.4924 0.4709
GPT-o3 0.5918 0.1519 0.3295 0.1519 0.1639 0.5918 0.5541
Solar-pro2 0.5369 0.1225 0.1509 0.1143 0.0779 0.5369 0.3923
LLaMA-3.1(8B) 0.4364 0.0927 0.0841 0.0927 0.0767 0.4364 0.4006
Mistral(7B) 0.1241 0.0603 0.0461 0.0422 0.0251 0.1241 0.1284
Qwen(8B) 0.4793 0.1106 0.1057 0.1032 0.0977 0.4793 0.4457
T5(2B) 0.0419 0.0917 0.0501 0.0583 0.0142 0.0419 0.0617

Merge

Claude-Sonnet-4 0.5590 0.1614 0.1872 0.1509 0.1129 0.5590 0.4320
Gemini-2.5-pro 0.5114 0.1925 0.1661 0.1685 0.1443 0.5114 0.5036
GPT-4o 0.4592 0.1257 0.1381 0.1173 0.0912 0.4592 0.4353
GPT-o3 0.6086 0.1580 0.3244 0.1580 0.1683 0.6086 0.5682
Solar-pro2 0.5420 0.1248 0.1790 0.1164 0.0804 0.5420 0.3932
LLaMA-3.1(8B) 0.5036 0.0650 0.0536 0.5036 0.0696 0.3971 0.0676
Mistral(7B) 0.1265 0.0364 0.0229 0.1265 0.0572 0.1249 0.0407
Qwen(8B) 0.4266 0.1096 0.0707 0.0768 0.0698 0.4266 0.4264
T5(2B) 0.0191 0.0463 0.0092 0.0191 0.0794 0.0270 0.0437

Split+Claim

Claude-Sonnet-4 0.5620 0.1616 0.1725 0.1509 0.1272 0.5620 0.4842
Gemini-2.5-pro 0.4908 0.1518 0.1832 0.1417 0.1433 0.4908 0.4854
GPT-4o 0.3804 0.1275 0.0944 0.1190 0.0892 0.3804 0.3581
GPT-o3 0.5884 0.1610 0.3241 0.1610 0.1692 0.5884 0.5538
Solar-pro2 0.5373 0.0762 0.0993 0.0762 0.0608 0.5373 0.3966
LLaMA-3.1(8B) 0.4125 0.0664 0.0830 0.0664 0.0642 0.4125 0.3938
Mistral(7B) 0.1209 0.0536 0.0533 0.0417 0.0295 0.1209 0.1205
Qwen(8B) 0.4368 0.0872 0.0831 0.0814 0.0794 0.4368 0.4364
T5(2B) 0.0225 0.1699 0.1655 0.1322 0.0436 0.0225 0.0168

Table 12: Results for the Subdecision (Fine-grained) classification task with 7 evaluation metrics. Acc (Accuracy),
Balanced Acc (Balanced Accuracy), Macro-P (Macro-Precision), Macro-R (Macro-Recall), Macro-F1 (Macro-F1),
Micro-F1 (Micro-F1), and Weighted-F1 are reported. In single-label multiclass classification, Accuracy and Micro-
F1 coincide because both measure the proportion of correctly classified samples.
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Model Acc Balanced Acc Macro-P Macro-R Macro-F1 Micro-F1 Weighted-F1

Split (Base)

Claude-Sonnet-4 0.5652 0.2108 0.2865 0.2105 0.2116 0.5625 0.4900
Gemini-2.5-pro 0.5063 0.2270 0.3351 0.2270 0.2366 0.5063 0.4927
GPT-4o 0.5045 0.1988 0.2350 0.1988 0.2037 0.5045 0.4863
GPT-o3 0.5863 0.2099 0.3802 0.2099 0.2126 0.5863 0.5511
Solar-pro2 0.5389 0.1621 0.2303 0.1621 0.1356 0.5389 0.3929
LLaMA-3.1(8B) 0.4764 0.1635 0.1770 0.1635 0.1551 0.4764 0.4024
Mistral(7B) 0.0726 0.1590 0.1725 0.1590 0.0758 0.0726 0.0994
Qwen(8B) 0.4733 0.1739 0.2298 0.1739 0.1692 0.4733 0.4404
T5(2B) 0.0254 0.2177 0.1446 0.2177 0.0499 0.0254 0.0146

Merge

Claude-Sonnet-4 0.5607 0.1952 0.2872 0.1952 0.1788 0.5607 0.4456
Gemini-2.5-pro 0.5119 0.2390 0.2771 0.2390 0.2381 0.5119 0.5001
GPT-4o 0.4972 0.1794 0.2635 0.1794 0.1820 0.4972 0.4638
GPT-o3 0.6020 0.2101 0.3814 0.2101 0.2125 0.6020 0.5631
Solar-pro2 0.5423 0.1631 0.2598 0.1631 0.1390 0.5423 0.3967
LLaMA-3.1(8B) 0.5229 0.1515 0.1908 0.1515 0.1253 0.5229 0.3922
Mistral(7B) 0.0823 0.1552 0.1685 0.1552 0.0821 0.0823 0.1168
Qwen(8B) 0.4163 0.1760 0.2219 0.1760 0.1761 0.4163 0.4223
T5(2B) 0.0234 0.2238 0.1593 0.2238 0.0446 0.0234 0.0092

Split+Claim

Claude-Sonnet-4 0.5639 0.2011 0.2646 0.2011 0.2018 0.5637 0.4889
Gemini-2.5-pro 0.4915 0.2142 0.3409 0.2142 0.2111 0.4915 0.4840
GPT-4o 0.3046 0.1633 0.1982 0.1633 0.1206 0.3046 0.2027
GPT-o3 0.5783 0.2099 0.5012 0.2099 0.2068 0.5783 0.5426
Solar-pro2 0.5364 0.1514 0.1819 0.1514 0.1210 0.5364 0.3977
LLaMA-3.1(8B) 0.4741 0.1447 0.1505 0.1447 0.1259 0.4741 0.3909
Mistral(7B) 0.0587 0.1568 0.2767 0.1568 0.0549 0.0587 0.0721
Qwen(8B) 0.4605 0.1660 0.2083 0.1660 0.1655 0.4605 0.4439
T5(2B) 0.0136 0.0440 0.0376 0.0246 0.0053 0.0136 0.0142

Table 13: Results for the Subdecision (Coarse-grained) classification task with 7 evaluation metrics. Acc (Accuracy),
Balanced Acc (Balanced Accuracy), Macro-P (Macro-Precision), Macro-R (Macro-Recall), Macro-F1 (Macro-F1),
Micro-F1 (Micro-F1), and Weighted-F1 are reported. In single-label multiclass classification, Accuracy and Micro-
F1 coincide because both measure the proportion of correctly classified samples.
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Figure 13: Top-10 predicted IssueType label combinations by T5 under Split (Base).
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Figure 14: Top-10 predicted IssueType label combinations by T5 under Merge.
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Figure 15: Top-10 predicted IssueType label combinations by T5 under Split+Claim.
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Label Definition

101 Patent eligibility (Subject-matter eligibility)
102 Novelty
103 Non-obviousness
112 Specification requirements (Written description / Enablement /

Definiteness)
Others All other issues (e.g., OTDP, priority, new matter, reissue, de-

sign)

Table 14: Labels used in the Issue Type classification task and their definitions. The dictionary was also provided
within the classification prompt so that the LLM could reference these descriptions while reasoning about applicable
statutory issues.

Label Definition

37 CFR 41.50 General framework for PTAB decisions/actions in ex parte appeals (affirm/reverse/remand, new ground, additional briefing, time extensions).
37 CFR 41.50(a) Merits decision on appeal (affirm/reverse/remand) and post-decision options.
37 CFR 41.50(b) Board-designated New Ground of Rejection (non-final for judicial review); appellant may request rehearing or reopen prosecution.
37 CFR 41.50(c) Procedure to address an undesignated new ground via rehearing request.
37 CFR 41.50(d) Authority to order additional briefing/information; non-compliance may lead to dismissal.
37 CFR 41.50(f) Rules for extensions of time for replies in ex parte appeals.
37 CFR 1.131 Pre-AIA affidavit/declaration of prior invention (swear behind) to overcome prior art.
37 CFR 1.132 Affidavits/declarations traversing rejections or objections (e.g., objective evidence, secondary considerations).
35 USC 251 Reissue of defective patents (broadening/narrowing; correction of error).
35 USC 161 Plant patent requirements (asexual reproduction, cultivar/variety).

Table 15: Labels used in the Board Authorities classification task and their definitions. This dictionary was also
embedded in the classification prompt, so that the LLM could reference these descriptions while reasoning and
assigning labels.
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ID Label Variants / Mappings

1 Affirmed affirmed

2 Affirmed with New Ground of Rejection
affirmed with new ground of rejection
affirmed with new ground(s) of rejection
affirmed w/ new ground(s) of rejection

3 Affirmed-in-Part

affirmed-in-part
affirmed in part
affirmed-in part
affirmed/reversed in part
reversed/affirmed in part
reversed in-part
reversed in part
reversed-in part

4 Affirmed-in-Part and Remanded affirmed-in-part and remanded
affirmed-in-part and remanded with new ground of rejection

5 Affirmed-in-Part with New Ground of Rejection
affirmed-in-part with new ground of rejection
affirmed-in-part with new ground(s) of rejection
affirmed-in-part w/ new ground(s) of rejection

6 Reversed reversed

7 Reversed with New Ground of Rejection
reversed with new ground of rejection
reversed with new ground(s) of rejection
reversed w/ new ground(s) of rejection

8 Reexam affirmed reexam affirmed

9 Reexam Affirmed-in-part reexam affirmed-in-part

10 Reexam Affirmed-in-part with New Ground of Rejection reexam affirmed-in-part with new ground of rejection

11 Reexam reversed reexam reversed

12 Inter Partes Reexam Affirmed inter partes reexam affirmed

13 Inter Partes Reexam Affirmed-in-part inter partes reexam affirmed-in-part

14 Inter Partes Reexam Reversed inter partes reexam reversed

15 Inter Partes Reexam New Ground of Rejection inter partes reexam new ground of rejection

16 Inter partes reexam rehearing decision is a new decision inter partes reexam rehearing decision is a new decision

17 Affirmed-in-Part and Remanded with New Ground of Rejection affirmed-in-part and remanded with new ground of rejection

18 Reversed and Remanded reversed and remanded

19 Vacated

vacated
vacated with new ground of rejection
vacated-in-part with new ground of rejection
vacated/remanded
vacated and remanded
vacatur
vacated in part
vacate and remand

20 Granted

granted
granted (petitioner)
granted (patent owner)
granted-in-part
granted-in-part (petitioner)
granted-in-part (patent owner)

21 Denied
denied
denied (petitioner)
denied (patent owner)

22 Rehearing Decision - Granted

rehearing decision - granted
Rehearing Decision Ãć Grante
rehearing decision - granted
rehearing decision-granted

23 Reexam rehearing decision final and appealable reexam rehearing decision final and appealable

Table 16: Normalized subdecision fine categories (excluding Others) and their variants. Each variant was normalized
by converting raw labels to lowercase and stripping leading/trailing whitespace before mapping them to a canonical
label. The canonical labels are further incorporated into the classification prompt, enabling the LLM to consult
these standardized categories during subdecision reasoning.

265



Label Variants / Mappings

Others

dismissed
dismissal
voluntarily dismissed
dismissed before institution
dismissed after institution
decision on rehearing
decision on petition
rehearing decision
Rehearing Decision Ãć Granted w/ New Ground of Rejection
rehearing decision - granted with new ground of rejection
Rehearing Decision Ãć Denied
rehearing decision - denied
Rehearing Decision Ãć Denied w/ New Ground of Rejection
rehearing decision - denied with new ground of rejection
Rehearing Decision Ãć Granted-in-Part
rehearing decision - granted-in-part
remand
administrative remand
affirmed and remanded
reverse and remanded with new ground of rejection
panel remand
panel remand with new ground of rejection
remanded-in part
institution granted
institution granted (joined)
institution denied
decision on petition - denied
settlement
settlement before institution
settlement after institution
settled before institution
settled after institution
termination
terminated
termination before institution
termination after institution
request for adverse judgment before institution
request for adverse judgment after institution
institution-rehearing hybrid
po rehearing request granted on institution decision granted (trial denied)
petitioner’s rehearing request granted on institution decision denied (reinstituted)
final decision
final written decision
final written decision on cafc remand
subsequent final written decision after rehearing
subsequent decision
judgment
adverse judgment
decision on motion
order
order on rehearing

Table 17: Variants mapped to Others. The Others category serves as a residual class, collecting normalized raw
labels that did not align with any of the explicit subdecision fine categories.
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ID Label Variants / Mappings

1 Affirmed affirmed

2 Affirmed with New Ground of Rejection
affirmed with new ground of rejection
affirmed with new ground(s) of rejection
affirmed w/ new ground(s) of rejection

3 Affirmed-in-Part

affirmed-in-part
affirmed in part
affirmed-in part
affirmed/reversed in part
reversed/affirmed in part
reversed in-part
reversed in part
reversed-in part

4 Affirmed-in-Part with New Ground of Rejection
affirmed-in-part with new ground of rejection
affirmed-in-part with new ground(s) of rejection
affirmed-in-part w/ new ground(s) of rejection

5 Reversed reversed

6 Reversed with New Ground of Rejection
reversed with new ground of rejection
reversed with new ground(s) of rejection
reversed w/ new ground(s) of rejection

Table 18: Normalized subdecision coarse categories (excluding Others) and their variants. Each variant was
normalized by converting raw labels to lowercase and stripping leading/trailing whitespace before mapping them to
a canonical category. The canonical labels are further incorporated into the classification prompt, enabling the LLM
to consult these standardized categories during subdecision reasoning.
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Label Variants / Mappings

Others

reexam affirmed
inter partes reexam affirmed
reexam affirmed-in-part
inter partes reexam affirmed-in-part
reexam affirmed-in-part with new ground of rejection
reexam reversed
inter partes reexam reversed
inter partes reexam new ground of rejection
reexam rehearing decision final and appealable
inter partes reexam rehearing decision is a new decision
granted
granted (petitioner)
granted (patent owner)
granted-in-part
granted-in-part (petitioner)
granted-in-part (patent owner)
denied
denied (petitioner)
denied (patent owner)
dismissed
dismissal
voluntarily dismissed
dismissed before institution
dismissed after institution
decision on rehearing
decision on petition
rehearing decision
Rehearing Decision Ãć Granted
rehearing decision - granted
rehearing decision-granted
Rehearing Decision Ãć Granted w/ New Ground of Rejection
rehearing decision - granted with new ground of rejection
Rehearing Decision Ãć Denied
rehearing decision - denied
Rehearing Decision Ãć Denied w/ New Ground of Rejection
rehearing decision - denied with new ground of rejection
Rehearing Decision Ãć Granted-in-Part
rehearing decision - granted-in-part
remand
administrative remand
affirmed-in-part and remanded
affirmed-in-part and remanded with new ground of rejection
affirmed and remanded
reversed and remanded
reverse and remanded with new ground of rejection
panel remand
panel remand with new ground of rejection
remanded-in part
vacated
vacated with new ground of rejection
vacated-in-part with new ground of rejection
vacated/remanded
vacated and remanded
vacatur
vacated in part
vacate and remand
institution granted
institution granted (joined)
institution denied
decision on petition - denied
settlement
settlement before institution
settlement after institution
settled before institution
settled after institution
termination
terminated
termination before institution
termination after institution
request for adverse judgment before institution
request for adverse judgment after institution
institution-rehearing hybrid
po rehearing request granted on institution decision granted (trial denied)
petitioner’s rehearing request granted on institution decision denied (reinstituted)
final decision
final written decision
final written decision on cafc remand
subsequent final written decision after rehearing
subsequent decision
judgment
adverse judgment
decision on motion
order
order on rehearing

Table 19: Variants mapped to Others. The Others category serves as a residual class, collecting normalized raw
labels that did not align with any of the explicit subdecision coarse categories.268



101

102

103

112

Others

Claude-sonnet-4 Gemini-2.5-pro GPT-4o

101

102

103

112

Others

GPT-o3 Solar-pro2 LLaMA-3.1

10
1

10
2

10
3

11
2

Othe
rs

101

102

103

112

Others

Mistral

10
1

10
2

10
3

11
2

Othe
rs

QWEN

10
1

10
2

10
3

11
2

Othe
rs

T5

0.0

0.2

0.4

0.6

0.8

1.0

pr
op

or
tio

n

Predicted

Tr
ue

Split (Base) - Issue Type

Figure 16: Heatmaps of model performance on the Issue Type classification task under the Split (Base) input setting.
Each subplot visualizes the distribution of predicted versus true labels across models.
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Figure 17: Heatmaps of model performance on the Board Authorities classification task under the Split (Base) input
setting. Each subplot visualizes the distribution of predicted versus true labels across models.
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Figure 18: Heatmaps of model performance on the Subdecision (Fine-grained) classification task under the Split
(Base) input setting. Each subplot visualizes the distribution of predicted versus true labels across models. The
numerical indices on the axes correspond to the canonical labels defined in Table 16, where each index maps to a
specific subdecision category.
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Figure 19: Heatmaps of model performance on the Subdecision (Coarse-grained) classification task under the Split
(Base) input setting. Each subplot visualizes the distribution of predicted versus true labels across models. The
numerical indices on the axes correspond to the canonical labels defined in Table 18, where each index maps to a
specific subdecision category.
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Figure 20: Heatmaps of model performance on the Issue Type classification task under the Merge input setting.
Each subplot visualizes the distribution of predicted versus true labels across models.
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Figure 21: Heatmaps of model performance on the Board Authorities classification task under the Merge input
setting. Each subplot visualizes the distribution of predicted versus true labels across models.
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Figure 22: Heatmaps of model performance on the Subdecision (Fine-grained) classification task under the Merge
input setting. Each subplot visualizes the distribution of predicted versus true labels across models. The numerical
indices on the axes correspond to the canonical labels defined in Table 16, where each index maps to a specific
subdecision category.
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Figure 23: Heatmaps of model performance on the Subdecision (Coarse-grained) classification task under the Merge
input setting. Each subplot visualizes the distribution of predicted versus true labels across models. The numerical
indices on the axes correspond to the canonical labels defined in Table 18, where each index maps to a specific
subdecision category.
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Figure 24: Heatmaps of model performance on the Issue Type classification task under the Split+Claim input setting.
Each subplot visualizes the distribution of predicted versus true labels across models.
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Figure 25: Heatmaps of model performance on the Board Authorities classification task under the Split+Claim input
setting. Each subplot visualizes the distribution of predicted versus true labels across models.
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Figure 26: Heatmaps of model performance on the Subdecision (Fine-grained) classification task under the
Split+Claim input setting. Each subplot visualizes the distribution of predicted versus true labels across models.
The numerical indices on the axes correspond to the canonical labels defined in Table 16, where each index maps to
a specific subdecision category.
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Figure 27: Heatmaps of model performance on the Subdecision (Coarse-grained) classification task under the
Split+Claim input setting. Each subplot visualizes the distribution of predicted versus true labels across models.
The numerical indices on the axes correspond to the canonical labels defined in Table 18, where each index maps to
a specific subdecision category.
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Abstract

Prompt optimization aims to systematically re-
fine prompts to enhance a language model’s
performance on specific tasks. Fairness de-
tection in Terms of Service (ToS) clauses is a
challenging legal NLP task that demands care-
fully crafted prompts to ensure reliable results.
However, existing prompt optimization meth-
ods are often computationally expensive due to
inefficient search strategies and costly prompt
candidate scoring. In this paper, we propose
a framework that combines Monte Carlo Tree
Search (MCTS) with a proxy prompt evaluator
to more effectively explore the prompt space
while reducing evaluation costs. Experiments
demonstrate that our approach achieves higher
classification accuracy and efficiency than base-
line methods under a constrained computation
budget.

1 Introduction

Terms of Service (ToS) agreements are lengthy,
complex documents that define the legal relation-
ship between companies and consumers. While
these documents are critical for protecting con-
sumer rights and regulating corporate practices,
clauses in ToS agreements are often written in
highly complex language, making them difficult for
the users to understand. As a result, unfair or poten-
tially exploitative ToS clauses, may go unnoticed.
Detecting such unfair clauses is therefore essential
for promoting transparency, consumer protection,
and regulatory compliance.

Manual review of such documents is however ex-
tremely time-consuming and requires legal knowl-
edge. Large language models (LLMs) therefore
offer a promising alternative by automatically clas-
sifying unfair ToS clauses at scale. Nevertheless,
the performance of LLMs is highly sensitive to the
prompt design. Prior work has shown that even

*These authors contributed equally to this work

minor variation in prompt wording and formatting
can substantially affect accuracy and consistency
(Salinas and Morstatter, 2024; He et al., 2024).

Recently, there is growing research interest in
prompt optimization, which is the process of sys-
tematically refining prompts to improve a language
model’s performance on a specific task (Prasad
et al., 2023; Pryzant et al., 2023; Yang et al., 2024;
Ma et al., 2024; Choi et al., 2025; Xiang et al.,
2025). Prompt optimization is typically framed
as an iterative search process that involves mod-
ules such as generating revised candidate prompts,
evaluating prompt performance, and searching for
the best-performing candidates to guide subsequent
refinements.

Despite recent advances, most optimization
methods still struggle with inefficient exploration
of candidate prompts space. For example, beam
search, a widely used search strategy in prior work
(Pryzant et al., 2023), often produces repetitive
and untargeted edits, relying on costly determin-
istic forward-only search. In this work, we adopt
Monte Carlo Tree Search (MCTS) (Coulom, 2006),
inspired by PromptAgent (Wang et al., 2023) to
improve the exploration efficiency of the candidate
prompts space. MCTS strategically models the
search space as a tree and updates future reward
estimates through backpropagation.

Another major bottleneck in current prompt op-
timization methods is the high computational cost
of evaluating candidate prompts. Each evaluation
typically requires costly inference on LLMs and
is repeated across a large pool of candidates. To
reduce computation, most methods assess prompt
performance using a small score set, a subset sam-
pled from the full validation set. While this ap-
proach is faster and cheaper, the small size of the
subset can cause performance estimates to fluctuate
depending on which samples are included. More-
over, prompts optimized on a small score set may
fail to generalize well to the full dataset.
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To mitigate this, we augment our framework
with a proxy prompt evaluator based on a correct-
ness classifier, inspired by PromptEval (Polo et al.,
2024). This proxy scorer efficiently evaluates the
performance of prompt candidates by predicting
their correctness on the target task, reducing the
need for repeatedly calling costly LLM and there-
fore enabling evaluation of the prompts across the
full validation set.

Our prompt optimization framework enables
efficient exploration of the prompt search space
and streamlines evaluation. Our results show that
the MCTS approach discovers better-performing
prompts than existing optimization frameworks
and, when combined with a proxy prompt evaluator,
achieves similar binary classification performance
with reduced computational cost.

2 Related Work

2.1 Unfair ToS Clause Detection
The detection of unfair clauses in ToS documents
has been an active line of research in legal natural
language processing. A prominent benchmark in
this area is the CLAUDETTE dataset, which con-
tains annotated clauses from consumer contracts
labeled as fair or unfair. Lippi et al. (2019) first
introduced this dataset and developed methods for
unfairness detection using machine learning tech-
niques to support consumer protection. Subsequent
work by Ruggeri et al. (2022) extended this line of
research, refining both the dataset and the detection
methods to improve robustness and applicability
using memory-augmented neural networks. Nev-
ertheless, later work on adversarial attacks have
exposed a significant weakness: these classifica-
tion systems are highly sensitive to perturbations in
input phrasing (Xu et al., 2022), questioning their
practical reliability. These findings highlighted the
sensitivity of legal text classification models and
motivated further research into methods for improv-
ing robustness.

2.2 Prompt Optimization
The general process of prompt optimization can
be split into the following key modules: prompt
update, search strategy and prompt evaluation.

2.2.1 Prompt Update
The prompt updating methods used in prior work
primarily fall into three categories: resampling-
based, explicit reflection-based, and implicit
reflection-based (Ma et al., 2024).

Resampling-based approaches apply random
edit operations (e.g. deletion, swap, paraphrase,
addition) to the base prompt without directional
feedback. For example, GrIPS (Prasad et al., 2023)
repeatedly generates candidate prompts via such
edits, evaluates them on a held-out set, and selects
the best-performing one. However, the lack of
guidance often leads to ineffective edits and poor
performance.

Implicit reflection-based approaches, such as
OPRO (Yang et al., 2024), generate new prompts
based on the history of candidate prompts and their
performance scores. However, these methods do
not require the prompt optimizer to explicitly re-
flect on the errors of previous prompts. While this
approach is more guided than simple resampling
strategies, it still lacks direct feedback mechanisms
that consider the nature of past mistakes.

Explicit reflection-based approaches incorpo-
rate natural language feedback as textual gradients
to guide edits. ProTeGi (Pryzant et al., 2023) ex-
emplifies this idea by using an LLM to identify
weaknesses in a prompt and propose semantic edits
in the opposite direction. While more effective,
recent work indicates that such methods produce
repetitive feedback and often struggle to align im-
provements in prompt text with downstream model
behavior (Ma et al., 2024).

2.2.2 Search Strategy
The search strategy decides which prompt candi-
dates are selected, filtered and further expanded.
Common strategies include the following:

Greedy search is the simplest approach, where
only the highest-scoring prompt from the current
iteration is selected for expansion in the next step,
for example used by OPRO (Yang et al., 2024).
While computationally efficient, it risks premature
convergence because potentially better prompts in
the search space are not reached.

Beam search maintains a beam, consisting of
top-performing prompts at each iteration, expand-
ing all of them in parallel, such as ProTeGi (Pryzant
et al., 2023) and GrIPS (Prasad et al., 2023). This
allows it to explore multiple promising paths simul-
taneously, reducing the chance of missing promis-
ing prompts. However, the beam width is an im-
portant parameter, as a narrow beam can still miss
high-performing prompts, while a wide beam in-
creases computational cost.
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Figure 1: Our framework with scoring on the score set or alternative scoring with the trained PromptEval-based
correctness classifier.

Tree-based search strategies, such as Monte
Carlo Tree Search (MCTS) (Wang et al., 2023),
explicitly represent the space of prompt candidates
as a tree. The prior approaches often use a deter-
ministic forward-only search strategy for choosing
the next prompt candidate, which limits their ability
to revisit and select the most promising prompts in
the search space. In contrast, MCTS is a search al-
gorithm that balances exploration and exploitation
and revisits earlier prompts. This allows MCTS
to identify better prompts on alternative tree paths
and potentially outperform the current prompt can-
didate.

2.2.3 Prompt Evaluation
A major source of cost in prompt optimization
arises from repeatedly querying an LLM on a
evaluation set at every optimization step to assess
prompt performance. The challenge of high com-
putation cost due to repeatedly calling the LLM is
not unique to prompt optimization. Recently an
increasing amount of research has been done on
predicting performance without running the full
inference (Beyer et al., 2025; Berrada et al., 2025;
Zhong et al., 2025).

PromptEval (Polo et al., 2024) addresses this is-
sue by introducing a lightweight model to predict
the performance of a given prompt on a specific
task. In this work, we train a prompt performance
prediction model and use it as a proxy prompt eval-
uation module, which enables fast and efficient
prompt performance evaluations without requiring
costly LLM inference on the whole evaluation set.

3 Dataset

We conduct our prompt optimization experiments
on the CLAUDETTE dataset (Lippi et al., 2019),
which contains 20,417 clauses extracted from 50

Figure 2: Examples from the CLAUDETTE dataset.

ToS contracts of global online platforms. Each
clause was manually labeled by legal experts as
fair or unfair.* A clause is labeled unfair if it
somehow introduces an unacceptable imbalance
in the parties’ rights and obligations, i.e., harms
the user’s rights or minimizes the online service’s
obligations. In addition, each unfair clause is anno-
tated with one or more of nine unfairness categories
(e.g., arbitration, content removal, jurisdiction) de-
pending on the source of the unfairness. Figure 2
exhibits example ToS clauses for CLAUDETTE.
Notably, the label ratio in CLAUDETTE is ex-
tremely imbalanced, with a distribution of roughly
9:1 (fair:unfair), as displayed in Table 1.

*In the original CLAUDETTE dataset from Lippi et al.
2019, the ToS clauses are annotated in three labels: 1 standing
for clearly fair, 2 for potentially unfair, and 3 for clearly
unfair. In our work, we merged the label of potentially unfair
and clearly unfair to unfair.
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Split # of clauses % fair % unfair
Train 8,354 89.5% 10.5%
Val 8,279 89.1% 10.9%
Test 3,784 89.3% 10.7%

Table 1: CLAUDETTE statistics.

4 Methodology

We investigate the performance of our prompt op-
timization framework for the task of unfair ToS
clause detection. We begin with a simple initial
prompt "Is this clause fair (0) or unfair (1) to the
consumer?". The key modules of our prompt opti-
mization process is illustrated in Figure 1. Specifi-
cally, we update the prompt and generate various
prompt candidates using textual gradients (Pryzant
et al., 2023) (§4.1). To efficiently search among
candidate prompts, we employ Monte Carlo Tree
Search (MCTS) following Wang et al. 2023 (§4.2).
A major bottleneck of this approach is the high
computational cost when evaluating among candi-
date prompts. To mitigate this, we propose train-
ing an external prompt grader model (PromptEval
(Polo et al., 2024)) as a proxy selection module
(§4.3).

4.1 Prompt Update with Textual Gradient

We updated the prompts using textual gradients
(Pryzant et al., 2023). The term "textual gradient"
refers to a natural language-based feedback mech-
anism that require an LLM as prompt optimizer,
to critique the current prompt’s performance and
suggests improvements. This feedback meachnism
is analogous to how numerical gradients guide op-
timization in machine learning.

At each iteration i, we queried Llama-3-8B-
Instruct (AI@Meta, 2024) through DeepInfra’s API
(version dated 2024-04-18) to evaluate the current
prompt pi on a minibatch mk

i of dataset samples
(hereafter referred to as the gradient set) using the
meta-prompt Ω (shown in Figure 3). This meta-
prompt included a description of different types of
unfair clauses mentioned in Lippi et al. (2019). To
ensure structured outputs, it explicitly requested
numerical responses, making the results easier to
parse. The false predictions on the gradient set
(hereafter referred to as error examples eki ) were
then passed to another meta-prompt ∇, which pro-
duced a natural language summary of the weak-
nesses in pi along with improvement suggestions.
This feedback served as the textual gradient gki .

Figure 3: Prompt update with textual gradients. The
global context c is "You are a prompt optimizer for legal
documents. The task is to classify clauses of Terms of
Service documents according to the given prompt.".

We then applied the meta-prompt δ (detailed in
Figure 3), combining the current prompt pi and
the textual gradient gki to instruct the model to per-
form semantic edits that address the identified flaws.
This process yielded a set of improved prompt can-
didates pki+1, where k denotes the number of candi-
dates generated at each iteration (we used 4 candi-
dates per iteration).

For the gradient set, we randomly sampled 20
clauses from the training set, resampling at each
iteration to ensure diverse feedback. The label
distribution of fair and unfair was maintained at
55:45, with the unfair subset including 5% from
each of the nine multi-label unfairness categories.
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4.2 Prompt Search with MCTS
We followed the implementation of MCTS de-
scribed in Wang et al. (2023). MCTS is a search
algorithm that explores candidate prompts by build-
ing a search tree. Each node in the tree represents
a prompt with values such as visit counts and esti-
mated performance. The process consists of four
steps: selection (choosing a promising node), ex-
pansion (adding new nodes), simulation (running
rollouts to estimate outcomes), and backpropaga-
tion (updating node values). By repeating this loop,
MCTS balances exploring new possibilities with
exploiting known effective prompts.

For expansion and simulation, we used the
prompt update method with textual gradients and
the same meta-prompts to generate new prompts
(§4.1). Future performance of a prompt was esti-
mated with a Q-value, similar to a Markov Decision
Process. For Q-value estimation, we evaluated and
scored each node’s prompt on a separate fixed batch
of 200 random training samples (hereafter the score
set), which was drawn to match the distribution of
the gradient set. The LLM was queried with the
same meta-prompt Ω for scoring (see Figure 3).

MCTS was run for 12 iterations, with 4 prompt
candidate generations per iteration and a depth limit
of 8, starting from the initial prompt as the root
node at depth 0. An early stopping criterion with
a patience of 5 was applied after each backpropa-
gation step. For the performance evaluation on the
score set, three different scoring metrics were used:
macro F1, accuracy, and random scoring. We con-
ducted five independent runs for each metric. For
the model settings, we set the temperature to 0.0
when evaluating on the score set to reduce noise
and improve consistency. We set the temperature
to 1.0 during the generation of new prompts to
increase prompt diversity.

4.3 Proxy Prompt Evaluator
To reduce computational cost in evaluating prompt
performance for unfair ToS clause detection, we
train a lightweight model based on PromptEval
(Polo et al., 2024) to serve as a proxy evaluation
module. This proxy acts as a fast estimator that pre-
dicts whether the LLM would classify each clause
correctly under a given prompt.

Formally, given a ToS clause xj , a prompt pi,
and the gold fairness label yj ∈ {0, 1}, the LLM
ToS fairness classifier f produces a prediction:

ŷi,j = f(pi, xj).

The correctness of this prediction is defined as:

ci,j = 1{ŷi,j = yj}.

To approximate this correctness signal effi-
ciently, we train a proxy prompt evaluator ϕ as
correctness classifier. Each training instance is rep-
resented as:

zi,j =
[
e(pi) ∥ e(xj) ∥ (yj)

]
,

where e(·) is an embedding function and ∥ de-
notes concatenation. The proxy prompt evaluator
ϕ produces:

ĉi,j = ϕ(zi,j) ∈ [0, 1],

which estimates the probability that the LLM
classifier f correctly predicts the fairness of clause
xj under prompt pi.

The proxy prompt evaluator ϕ is trained using bi-
nary cross-entropy loss, where θ are the parameters
of ϕ:

L(θ) = −
∑

i,j

[
ci,j log ĉi,j+(1−ci,j) log(1−ĉi,j)

]
.

By using the proxy promt evaluator ϕ, we can
evaluate candidate prompts over the entire vali-
dation set without repeated expensive calls to the
LLM. In our experiments, the score set increased
from 200 (as used in the original MCTS method),
to 8,279 samples, which is the full validation set
of CLAUDETTE. Thereby we managed to im-
prove search stability and reduce evaluation costs
while keeping the overall optimization procedure
unchanged. Moreover, the bigger size of the score
set may also lead to the better generalization of the
improved prompts. To further improve efficiency,
the system implements embedding caching: once a
prompt, sample, or label embedding is computed,
it is stored in memory and reused in future evalua-
tions. Since many prompts are evaluated repeatedly
across the search tree, this avoids redundant com-
putations and significantly reduces total runtime.

4.3.1 Constructing the Correctness Dataset
To train the proxy model, we required a dataset that
records when the LLM binary classifier succeeds or
fails at fairness prediction under different prompts.
This correctness dataset is built by pairing candi-
date prompts with clauses from the CLAUDETTE
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dataset, comparing the LLM’s deterministic pre-
dictions to the gold labels, and assigning a binary
correctness indicator.

Each entry consists of: (1) an embedding of the
prompt, (2) an embedding of the clause, (3) a one-
hot encoding of the gold fairness label, and (4) a
binary correctness label (1 if the LLM prediction
matches the gold label, 0 otherwise). These vectors
are concatenated and passed to the proxy classifier,
which is trained to predict correctness directly.

To collect the data, we ran standard MCTS (with-
out the proxy) and sampled 30 unique prompts
from different depths of the search tree to capture a
range from early, simple prompts to more complex
ones appearing later in the search. Each prompt
was paired with 500 clauses from the training split
of CLAUDETTE (see Table 1), with a balanced
50:50 distribution of fair and unfair clauses to en-
sure performance for the underrepresented unfair
class. For each (prompt, clause)-pair, we queried
the LLM deterministically and assigned a correct-
ness label based on the dataset’s gold label. We
also added the gold label as input to the correctness
dataset, yielding 15,000 (prompt, clause, label)-
triples for training. A validation set was built using
the same procedure with 200 unseen clauses, sam-
pled without enforcing label balance, intentionally
sampled without enforcing label balance to pre-
serve the natural distribution of LLM correctness
and enable realistic evaluation.

During search inference, the trained proxy evalu-
ates every (prompt, clause, label)-triple in the score
set. If the proxy predicts correct, we retain the
gold label. If it predicts incorrect, we flip it. The
resulting sequence of predictions is compared to
the gold labels, and the macro F1 score is used to
estimate the performance of the prompt within the
MCTS loop.

4.3.2 Model Structure of the Prompt Scorer
We tested two architectures for the proxy prompt
evaluator: (1) a logistic regression classifier as used
in Polo et al. (2024), and (2) a two-layer multilayer
perceptron (MLP), inspired by (Goodfellow et al.,
2016; Afzal et al., 2025). For the logistic regression
model we used the scikit-learn library implementa-
tion (Pedregosa et al., 2011). For the MLP classi-
fier, we use a compact feed-forward neural network
with three hidden layers of 512, 256, and 128 units,
each using ReLU activation (Agarap, 2019) and
dropout. The output layer is a single neuron with
a sigmoid function for binary classification. More

SB FLB
Train accuracy 0.94 0.94
Val accuracy 0.85 0.93

Train macro F1 0.94 0.94
Val macro F1 0.86 0.93

Table 2: Logistic regression performance using different
input embeddings

details of the model architectures can be found in
Appendix A.1.

4.3.3 Choice of Input Embeddings
We experimented with two different embeddings
to encode the input of the correctness dataset:

• Sentence-BERT (SB) (Reimers and Gurevych,
2019), using the all-MiniLM-L6-v2
model (Reimers, 2020) from the sentence-
transformers library. For Sentence-BERT, text
is tokenized and processed through the pre-
trained model to generate 384-dimensional
embeddings.

• Fine-tuned LEGAL-BERT (FLB). We also ex-
perimented with more domain-specific and
task-informed embedding. We fine-tune
LEGAL-BERT (Chalkidis et al., 2020) by
training it on the fairness prediction task on
the CLAUDETTE dataset. We take the [CLS]
token representation from the final layer, re-
sulting in 768-dimensional embeddings. More
details of the model architectures can be found
in Appendix A.2.

We first conducted a preliminary study on em-
bedding impact in Table 2. We compared the per-
formance of different embeddings when used with
a logistic regression correctness classifier. Across
both accuracy and macro F1, fine-tuned LEGAL-
BERT embeddings yield the strongest results, with
a validation accuracy of 0.93 and a macro F1 score
of 0.93, outperforming Sentence-BERT. General-
purpose embeddings like Sentence-BERT under-
perform against domain- and task-specific embed-
dings. The embedding choice therefore has a large
impact on proxy model performance.

LogReg MLP
SB 0.85 0.93

FLB 0.93 0.91

Table 3: Validation accuracy of different classifier archi-
tectures.
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Accuracy Macro F1
SVM w TD-IDF Vectorizer 0.90 0.78
Fine-tuned LEGAL-BERT 0.94 0.85
Zero-Shot 0.64 0.53
GrIPS 0.22 0.22
OPRO 0.53 0.46
MCTS w PromptEval-LogReg 0.90 0.69
MCTS w PromptEval-MLP 0.90 0.73

Table 4: Binary fairness classification performance of
prompt optimization approaches. SVM and BERT were
trained on the whole training set.

While Table 2 shows that fine-tuned LEGAL-
BERT is the strongest embedding for a linear proxy,
Table 3 shows that the combination of embedding
and architecture should also be considered. An
MLP paired with Sentence-BERT matches the vali-
dation accuracy of 0.93 set by logistic regression
with fine-tuned LEGAL-BERT. This result sug-
gests that a non-linear scorer can extract more sig-
nal even from a general-purpose embedding, but
gains less from the fine-tuned embeddings.

In the following experiments, we tested our
prompt optimization using the best two variants
of the proxy scorer module (see Table 3): (1) a
logistic regression model with fine-tuned LEGAL-
BERT embeddings, and (2) a MLP classifier with
Sentence-BERT embeddings.

5 Evaluation Results

In this section, we evaluate the effectiveness of our
approach, which integrates MCTS with a proxy
scorer, on the task of ToS fairness classification
on the test set. We benchmark our method against
three baselines categories: (1) traditional classifiers
finetuned on the whole train set (SVM, BERT),
(2) zero-shot LLM performance, and (3) baseline
prompt optimization methods (OPRO, GRIPS). For
all prompt optimization methods, we report the
performance of the final highest-scoring prompts
identified by each method. We report both accu-
racy and macro F1, as the test set is heavily class-
imbalanced. In addition, we conduct an ablation
study to assess the contribution of the proxy scorer.
Finally, we complement the quantitative results
with a qualitative analysis to offer a concrete in-
sights of the improved prompts.

5.1 Overall Results
Table 4 demonstrates our main results. Both ver-
sions of our approach outperformed the zero-shot,
OPRO, and GrIPS baselines in binary classifica-

tion, with the MLP-based variant reaching com-
parable performance to the SVM trained on the
full dataset. Although the proxy-based methods
did not surpass fine-tuned LEGAL-BERT models,
they demonstrate that competitive performance can
be achieved without large-scale training and with
substantially lower computational cost. However,
it is important to mention that the legal context pro-
vided to the LLM for scoring the refined prompts
in our framework was richer than that used for the
OPRO and GrIPS evaluations. This difference also
influenced performance, as even the zero-shot base-
line outperformed them.

5.2 Ablation Experiments

To ascertain the benefit of the proxy scorer, we iso-
late the contribution of the proxy scorer to overall
optimization quality and efficiency by comparing
MCTS variants that use full LLM-based scoring,
with our PromptEval-based proxy variants.

As shown in Table 4 and 5, MCTS with macro
F1 achieves the highest scores, and its binary per-
formance is comparable to the SVM trained on the
full training split. It also outperforms OPRO and
GrIPS, which lack error feedback, underscoring its
importance.

Accuracy Macro F1
MCTS w random scores 0.81 0.67
MCTS w PromptEval-LogReg 0.90 0.69
MCTS w accuracy scores 0.87 0.72
MCTS w PromptEval-MLP 0.90 0.73
MCTS w macro F1 scores 0.89 0.74

Table 5: Binary fairness classification performance of
MCTS with different scoring methods.

Although our MCTS implementation with the
PromptEval-based scoring modules could not beat
the best performing standard MCTS implementa-
tion, we still achieved an improvement over the
random MCTS baseline. In particular, the prompt
found by the MLP proxy model achieves compara-
ble performance to the best prompt found through
actual scoring. The reduction in sampling noise
yields more stable average rewards than the limited
score set in the standard MCTS approach. The ex-
ecution time was also greatly reduced by a factor
of 3. However, since we called the LLM via an
API and ran the predictor model locally, it is hard
to make universal claims about the speedup and
efficiency.
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5.3 Qualitative Analysis
The initial prompt, as shown in §4, assumes the
LLM inherently understands the legal concept of
fairness for the consumer in the context of ToS
agreements without any explicit guidance. The
prompts expanded by our approach (see Figure
4) give the LLM more context on what exactly
is meant by fairness. It was also observed that
the length of the final prompts depend on the tree
depth that it was found at, since prompts tend to
get longer with increasing depth.

Figure 4: Final prompts found with our approach.

Despite the stated advantages of using a proxy
model during scoring, there are also limitations to
consider. In particular, the computational burden
was shifted from the MCTS runs to the construction
of the dataset used to train our proxy model. If we
quantify the cost in terms of expensive LLM calls
and disregard other comparatively small factors like
training, proxy model inference, and embedding
generation with caching, we calculate the break-
even point as follows.

The cost for creating the dataset is defined by
30 prompts combined with 500 samples, resulting
in 30 · 500 = 15, 000 LLM calls. The cost of a
single expansion step in standard MCTS includes
20 calls for the gradient set, 2 calls to generate and
apply the gradient, and 200 calls for evaluation on
the score set. With 4 candidates per expansion,

this totals (20 + 2 + 200) · 4 = 888 calls. When
using the proxy, the evaluation on the score set is
replaced by proxy inference, reducing the total to
(20 + 2) · 4 = 88 calls (see Table 6).

Method (Score Set Size)
Train Dataset Expansion

Creation Step
Standard MCTS (200) - 888
Standard MCTS (8,279) - 33,204
Proxy MCTS (8,279) 15,000 88

Table 6: Comparison of LLM calls between standard
and proxy MCTS.

To reach the break-even point, we therefore need
to use at least 15, 000÷ (888− 88) = 18.75 < 19
expansions. Our experiments show that the average
number of expansions per MCTS run is 35 due to
early stopping, indicating that the proxy approach
becomes cost-efficient within a single run. The
efficiency is further increased by the reusability
of the proxy across MCTS runs and the ability to
extend the score set without additional LLM calls.

Furthermore, the model is vulnerable to outliers,
as it might fail to generalize, given the small num-
ber of prompts in the training data and the large
potential search space of prompts. If the model
vastly overestimates the performance of a certain
prompt, this prompt is likely to be chosen as the fi-
nal prompt, if we replace all scoring with our proxy.
Since our chosen proxy variants exhibit black box
characteristics, it becomes hard to detect biases
during the fast scoring method.

6 Conclusion

In this paper, we propose augmenting a prompt
optimization framework with a proxy prompt
scorer. Our experimental results show that using
a lightweight correctness prediction model as a
proxy enables existing prompt optimization tech-
niques to avoid repeatedly querying an LLM over
the validation set, which is computationally expen-
sive. In particular, the MLP-based proxy evaluator
achieves performance close to the best-performing
standard implementation that relies, while signifi-
cantly reducing computation time and cost, which
highlighting the effectiveness of our methodology.

For future work, several promising directions
can be explored. First, experimenting alternative
proxy model architectures, including Transformers
or Bayesian Models to better capture the interaction
between prompt and task performance. Another
promising direction is to optimize the score set us-
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ing active or curriculum learning strategies. By
selectively including the most informative or rep-
resentative clauses, active learning can reduce the
number of evaluations required while maintaining
reliable performance estimates. Similarly, curricu-
lum learning can improve the proxy model’s stabil-
ity by starting with easier examples and progres-
sively incorporating harder ones. These approaches
would allow for more efficient and effective prompt
evaluation, reducing computational cost while im-
proving generalization to the full dataset.

7 Limitations

Our work was conducted on a small LLM with
limited capabilities, making it heavily dependent
on the legal context provided and sensitive to the
precise wording of that context. The effectiveness
of the proxy model is likewise tied to the LLM it
was trained on and the error patterns specific to that
model. Further research is needed to determine
whether our findings generalize to larger models.

Additionally, due to budget constraints, our
MCTS framework and PromptEval-based classi-
fier relied only on a small subset of the training and
validation data to train and to generate the search
space. Using larger subsets may introduce more
diversity and potentially improve performance.

Another limitation is the multi-label classifica-
tion task of unfairness categories. Our quick scor-
ing via proxy PromptEval-based models were only
conducted on the binary classification task. Pre-
dicting correctness on multi-label classification is
more difficult and it is left to see whether the proxy
could sufficiently predict correctness to draw useful
conclusions about the performance of a multi-label
prompt.
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A Appendix

A.1 Hyperparameters of Proxy Prompt
Evaluator

For our logistic regression classifier, we used the
standard LBFGS solver that the Logistic Regres-
sion class from scikit-learn uses by default. We set
the maximum number of optimization iterations to
1000 and the L2-regularization parameter C to 1.0,
which is the default as well.

For our different MLP architectures, including
the medium size one, we used an Adam optimizer
with a learning rate of 0.001, dropout rate of 0.3 and
batch size of 32. We trained with early stopping
with a patience of 10 and a weight decay of 1e-4.

A.2 Hyperparameters of finetuing
LegalBERT

To get more domain-specific and task-informed
embeddings, we finetune a LegalBERT (Chalkidis
et al., 2020) by training it on the fairness prediction
task on the CLAUDETTE dataset. We trained the
base architecture with a classification head on the
task of binary fairness prediction for all training
and validation clauses with cross-entropy loss. We
used AdamW with a learning rate of 2e-5 and de-
cay of 0.01. The model was trained for 3 epochs.
To generate embeddings, we remove the classi-
fier head and proceed the same way as with base
LEGAL-BERT.
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Abstract

The potential of large language models (LLMs)
in contract legal risk analysis remains underex-
plored. In response, this paper introduces Con-
tractEval, the first benchmark to thoroughly
evaluate whether open-source LLMs could
match proprietary LLMs in identifying clause-
level legal risks in commercial contracts. Us-
ing the Contract Understanding Atticus Dataset
(CUAD), we assess 4 proprietary and 15 open-
source LLMs. Our results highlight five key
findings: (1) Proprietary models outperform
open-source models in both correctness and
output effectiveness. (2) Larger open-source
models generally perform better, though the
improvement slows down as models get big-
ger. (3) Reasoning ("thinking”) mode improves
output effectiveness but reduces correctness,
likely due to over-complicating simpler tasks.
(4) Open-source models generate “no related
clause” responses more frequently even when
relevant clauses are present. (5) Model quanti-
zation speed up inference but at the cost of per-
formance drop, showing the tradeoff between
efficiency and accuracy. These findings suggest
that while most LLMs perform at a level com-
parable to junior legal assistants, open-source
models require targeted fine-tuning to ensure
correctness and effectiveness in high-stakes le-
gal settings. ContractEval offers a solid bench-
mark to guide future development of legal-
domain LLMs.
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Abstract

Legal Argument Mining (LAM) is a complex
challenge for humans and language models
alike. This paper explores the application of
Large Language Models (LLMs) in LAM, fo-
cusing on the identification of fine-grained ar-
gument types within judgment texts. We com-
pare the performance of Flan-T5 and Llama
3 models against a baseline RoBERTa model
to study if the advantages of magnitude-bigger
LLMs can be leveraged for this task. Our study
investigates the effectiveness of fine-tuning and
prompting strategies in enhancing the models’
ability to discern nuanced argument types. Al-
though the tested models succeed at implement-
ing the task in a generative fashion, our findings
indicate that neither fine-tuning nor prompting
could surpass the performance of a domain-pre-
trained encoder-only model. This highlights the
challenges and limitations in adapting LLMs
to the specialized domain of legal argumenta-
tion. The insights gained from this research
contribute to the ongoing discourse on optimiz-
ing NLP models for complex, domain-specific
tasks. Our code and data for reproducibility are
available at https://github.com/trusthlt/
legal-argument-spans.

1 Introduction

Mining legal arguments is the task of identifying,
classifying and structuring argumentative units in a
legal document. Early works on argument mining
in the legal domain considered generic types of ar-
guments, such as claim and premise (Mochales
and Moens, 2011). Recent works have shifted
towards a legal theory inspired typology of ar-
gumentation (Habernal et al., 2024; Lüders and
Stohlmann, 2024). Finegrained argument schemes
can help legal scholars in structuring and analyz-
ing legal documents, allowing insights into form
and strategy of the presented argumentative content.
However, the larger inventory of categories, as well
as the granularity and complexity make the task of

identifying specific argument types more challeng-
ing. A layperson would find the categories difficult
to comprehend and even domain experts typically
require instructions, additional context and training
to identify the arguments in text. Despite this, the
majority of existing works classify argument spans
with a limited context in the given legal document
(e.g., only a single paragraph). This design choice
is mostly due to the limited input size of the used
models. However, the quantitative legal analysis
of Habernal et al. (2024, p. 583) clearly shows that
the lack of contextual information inevitably leads
to a drop in prediction performance.

Contemporary decoder-only LLMs offer two
main advantages over the early encoder-based mod-
els, namely the capability to ingest very large input
documents and the in-context learning (ICL) abili-
ties without the need of expensive fine-tuning. We
hypothesize that these features would help us over-
come the difficulties in mining legal arguments.
However, the research community on legal argu-
ment mining lacks the empirical evidence whether
LLMs can be used with more complex argumenta-
tion schemes. We aim to address this gap in this
work.

First, we look into how encoder-decoder and
decoder-only models can be used to mine fine-
grained legal arguments in long documents. Sec-
ond, we investigate how additional information and
context in the input affects the performance. We hy-
pothesize that the additional context which LLMs
are able to ingest will further boost the performance
of the argument extraction and classification. We
explore the potential of in-context learning and
fine-tuning.

We use the LAM:ECHR dataset (Habernal et al.,
2024), which contains an expert-crafted legal argu-
ment scheme. We reformat the dataset and test it
with the contemporary LLMs Flan-T5 and Llama
3, attempting to improve upon the state-of-the-art
performance on the dataset. We also explore the in-
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clusion of additional context to the input paragraph,
as well as supplying the models with annotation
guidelines to further boost the understanding of the
label categories.

2 Related Work

Argument Mining (AM) describes the extraction
and analysis of natural language into argumenta-
tive components to enable their study in a variety
of applications and domains (Palau and Moens,
2009; Cabrio and Villata, 2018). Traditionally, the
process of mining arguments is often split into mul-
tiple subtasks considering argument components,
roles and relationships (Stab and Gurevych, 2017).
Although these tasks are usually formulated as a
classification problem, the emerge of LLMs has
enabled the possibility of using new techniques,
such as prompt-based extraction or generative ap-
proaches. One such approach is successfully im-
plemented by Kawarada et al. (2024), who extend
the idea of generating a structured label format
from input which was first introduced by Paolini
et al. (2021) to the task of argument mining. By
fine-tuning Flan-T5 (Longpre et al., 2023) for the
different subtasks span identification, component
classification and relation classification, they show
the potential of this technique on the established
argument mining datasets containing persuasive es-
says (AAEC) (Stab and Gurevych, 2017), medical
abstracts (AbstRCT) (Dernoncourt and Lee, 2017)
and comments on Consumer Debt Collection Prac-
tices (CDCP) (Park and Cardie, 2018). The key
point of this technique is the application of the
identification and classification jointly into the out-
put text generated by the decoder. This way the
decoder will generate a copy of the input sequence
with in-text annotations and labels. It remains to
be seen if this approach is transferable to a richer
argument typology and longer contextualized input
sequences, since the tested datasets contain short
documents and broader argument schemes.

A different approach is pursued by Cabessa et al.
(2025), in which a range of contemporary LLMs
are fine-tuned for individual argument mining sub-
tasks across the same datasets. Contrastive to
the previous approach, the desired LLM output
is in a structured format. The best performance is
achieved by fine-tuning Llama 3.1 8B (Grattafiori
et al., 2024) which reaches state-of-the-art perfor-
mance on all datasets and tasks. Cabessa et al.
(2025) also investigate the influence of context,

comparing a paragraph-level and an essay-level
classification and find that in some cases an ex-
tended context can boost the performance.

2.1 Legal Argument Mining

Legal Argument Mining as a domain-specific form
of AM focuses on extracting arguments from legal
texts based on argumentation schemes stemming
from the legal domain. These schemes can range
from a form similar to AM with premise, conclu-
sion, clause and relation (Poudyal et al., 2020) to
domain-specific forms, such as issue, reasons, con-
clusion (Elaraby and Litman, 2022; Xu et al., 2020).
Prompting LLMs like GPT-4 has also been proven
to work for LAM using the labels premise and con-
clusion on the ECHR-AM corpus (Poudyal et al.,
2020) as shown by Al Zubaer et al. (2023).

A substantially more granular distinction of le-
gal argument types was proposed by Habernal et al.
(2024), who introduced the LAM:ECHR dataset
consisting of 373 ECHR judgment documents, an-
notated by legal experts. The annotations are made
up of 15 formal legal argument types and the task
is interpreted as a span prediction task using a
token-wise BIO-tagging scheme. The current state-
of-the-art performance on this dataset is achieved
with pretrained RoBERTa (Liu et al., 2019) and
Legal-BERT (Chalkidis et al., 2020) models trained
for token-wise classification. Highly represented
classes such as “O” (i.e., no argument), “Applica-
tion to the concrete case” and “Precedents ECHR”
perform well with over 80% F1-score. However,
some labels, most notably the ones with a low rep-
resentation in the dataset only achieve very low
scores or even zero, which leads to 43.13% macro
F1-score for the best model, a RoBERTa model
which received legal pretraining. To the best of
our knowledge, there are no works exploring the
LAM:ECHR dataset further in the scope of argu-
ment mining.

3 Methodology

Our overall methodology is as follows. First, we
cast the BIO-tagged LAM:ECHR dataset into a
format which is more suitable to be passed to the
LLMs of our choice. Because of this, we also
need to adjust the evaluation metric to suit the ex-
pected predictions better; see in detail in the next
subsection. We then fine-tune Flan-T5-XXL, try-
ing to replicate the good performance the model
demonstrated in the related in-text annotation ap-
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Case ID 001-61184

Paragraph ID 23

Input 79. There has accordingly been a violation of that
provision.

Gold Label 79. [begin_of_annotation] There has
accordingly been a violation of that provi-
sion. [end_of_annotation] Decision ECHR
[end_of_label]

Context 77. It should not be forgotten that the interests
of the child are paramount in such a case, which
is why the Portuguese authorities may be right in
considering that parental responsibility must now
be granted to the mother. [...] 78. Having regard to
the foregoing, and notwithstanding the respondent
State’s margin of appreciation in the matter, the
Court concludes that [...]

Figure 1: An example datapoint from the reformatted
LAM:ECHR dataset.

proach (Kawarada et al., 2024). To leverage larger
context windows and for the general advantages
of contemporary LLMs, we also experiment with
two models from the Llama family, Llama 3.1 8B
and Llama 3.3 70B, based on the success of those
models for similar tasks in other domains (Cabessa
et al., 2025). We then explore strategies to enhance
and improve our approach by extending the context
for each input and including explanations for each
label by adding the original annotation guidelines
of the dataset.

3.1 Dataset
The original token-based dataset is not suited for
prompting or fine-tuning an LLM. Without vio-
lating the split intended in the original dataset,
we reformat the token-based annotated data into a
paragraph-level dataset with annotated spans. Due
to the reinterpretation, the distribution of labels is
different to the original distribution; the numbers
are shown in Table 1. We focus only on the for-
mal legal argument types and ignore the annotated
roles, as these were rather well identifiable in the
original work already.

Span annotation formalization. The task can
now be interpreted as: For a given paragraph of
a legal judgment document, identify the argument
spans and classify the formal legal argument types.
The expected outcome as seen in Figure 1 is the
original input text, along with tags which denote
the begin and end of an argument as well as a label

and a tag for the end of the label.
Follwing Kawarada et al. (2024), we chose

the descriptive tags ‘[begin_of_annotation]’,
‘[end_of_annotation]’ and ‘[end_of_label]’
as delimiters.

Various sizes of context. The annotation guide-
lines which were used to create LAM:ECHR sug-
gest that in order to correctly label a paragraph,
the annotator has to be aware of previous para-
graphs and each paragraph “must always be read
in context”. We want to test whether contextual in-
formation which a human expert needs to identify
arguments is also helpful in model training. Based
on the reformatted dataset, we create four varia-
tions which include different amounts of context.
The original version only contains the paragraph
to be annotated with no additional context, while
the variants include a context window of n (unan-
notated) previous paragraphs before the target para-
graph (if applicable). We create the variants with
a context window of 2 and 4 paragraphs. The last
version consists of the entire text in each judgment,
reducing the dataset to 356 annotated full judgment
documents in the training set and 37 in the test
set. The prompt format alone increases the maxi-
mum input size of the dataset to over 2,600 tokens.
Adding context further increases the maximum in-
put to more than 3,500 tokens and processing the
entire document at once requires up to 260,000
tokens. The annotation guidelines which provide
explanations on the label classes need an additional
1,700 tokens. Such an input size is something that
only contemporary LLMs with large input windows
can handle.

3.2 Evaluation

A fair comparison to the best established baseline
on the dataset requires a re-evaluation of the orig-
inal predictions which are encoded as token-level
BIO. While the token-based evaluation has the ad-
vantage of accounting for partially correct spans, it
also values longer argument spans more than short
argument spans.

In our reformulation of the dataset, we consider
a span as classified correctly if it is identified at
the correct position in the text and labeled with
the correct class. To also consider partially correct
spans, in which just a few tokens are outside or
additionally inside the argument unit, we introduce
a relaxation in the evaluation of a correct span po-
sition in the text. We argue that the exact token

294



Argument type F1 Freq.

Application to the concrete case 0.80 851
Precedents of the ECHR 0.80 214
Test of the principle of proportionality - Proportionality 0.48 178
Decision ECHR 0.72 130
Test of the principle of proportionality - Legal basis 0.50 71
Non contestation by the parties 0.77 28
Test of the principle of proportionality - Legitimate purpose 0.75 18
Distinguishing 0.43 16
Margin of appreciation 0.74 12
Teleological interpretation 0.14 12
Comparative law 0.50 2
Overruling 0.00 1
Test of the principle of proportionality - Suitability 0.00 1
Textual interpretation 0.00 1
Systematic interpretation 0.00 1

Macro avg 0.41 1536

Table 1: Label frequencies in the test set of our modified version of LAM:ECHR along with the RoBERTa baseline
scores predicted by the best performing model which we replicated following Habernal et al. (2024). We evaluated
the outputs by the metrics described in section 3.2 using a threshold of 10%.

A)

B)

Gold

C)

Figure 2: Each box represents a token. An argument
span is accepted if the start and end of the span are
within a certain threshold % of the original length of the
argument. A) shows an accepted partially correct span,
B) is separated into two spans and neither span is within
the threshold of the ground truth, C) is not within the
acceptance threshold.

at which an argument begins or ends is not impor-
tant, as long as the core meaning of the argument is
captured in the predicted span. We therefore allow
some variation in the exact delimiters of the span,
by accepting a span position as correct if the start
and end tokens are within a certain threshold (0, 10,
and 20%) of the original length of the argument.
Especially for the usually numbered paragraphs in
the dataset, this relaxed metric for example allows
the argument to begin with the paragraph number
or without it. Figure 2 shows an example of this
relaxed evaluation. For the evaluation in this work,
a threshold of 10% is used and we compare the
changes in performance introduced by the relax-
ation.

Our approach jointly identifies and classifies an
argument. The performance is measured based
on the final F1-score of the argument component
classification (ACC) which by design also includes

the prior detection of the argument span. Due to
the high imbalance of classes in the dataset, we
report the macro-average F1-score alongside the
weighted-average F1-score. We can derive the
model’s ability for argument component identi-
fication (ACI) by replacing the exact label with
“argument”, thus simplifying the classification
into a binary problem of argumentative and non-
argumentative tokens in the text. This serves as
an auxiliary metric to see if the model is able to
extract argumentative content correctly at all. The
reported score is the weighted-average F1-score.
This also helps us to estimate the performance of
the classification of ‘no argument’, which is not
considered in our dataset format, contrastive to the
original BIO token-level format, which includes
the ‘O’ tag.

Additionally, we need a metric to observe how
well the model learns to stick to the required output
format. For this, we report the percentage of para-
graphs that received a correctly formatted output. If
a single token differs after masking the annotation
tags and labels of the output, the entire paragraph is
considered invalid. The score is reported as ‘Output
Format Validity’.

3.3 Fine-tuning Flan-T5

We take the most successful model used
by Kawarada et al. (2024), Flan-T5-XXL, as a start-
ing point and fine-tune it for the task of identify-
ing and classifying the arguments in the modified
LAM:ECHR dataset. We train a LoRa (Hu et al.,
2022) adapter for 2 epochs on the dataset. Because
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Flan-T5 is not trained on long documents, we only
fine-tune the model with paragraph-level input, as
defined in the initial version of our modified dataset.
This experiment serves as a starting point to see if
in-text annotations can be used in conjunction with
legal argument types.

3.4 Fine-tuning Llama 3

As Cabessa et al. (2025) have proven the Llama
model family to be a viable contender for argu-
ment mining, we also fine-tune Llama 3.1 8B In-
struct and Llama 3.3 70B Instruct. This gives us
the opportunity to test a contemporary decoder-
only model and observe differences in perfor-
mance depending on the model size. Due to the
computational costs, we limit all fine-tuning to
(Q)LoRa (Dettmers et al., 2023) adapters and 4bit
quantization for the 70B model. We train all mod-
els for 1 epoch and use a prompt format including
instructions, context and input as shown in Fig-
ure 3.

Experiments with ICL To test the general ca-
pabilities of the models, our first experiment vari-
ant makes use of ICL samples to make the model
adhere to the output format and test the out-of-
the-box performance on identifying complex legal
argument types. We hand-pick 4 samples from
the training data with different argument type la-
bels. The major difficulty of this task is steering
the model towards the desired output format and
having it assign a valid label.

Experiments with Fine-tuning In our second
round of experiments, we fine-tune the models
without additional context, giving them just a single
paragraph. This approach is mirroring the method
used for fine-tuning Flan-T5.

Experiments with more context In the next
round, we include additional context in the prompt
with the context windows adding two and four pre-
vious paragraphs, respectively. The additional con-
text should help the model better understand the
current paragraph. To make use of the large context
window of the Llama models, we also train with
the full documents for maximum context. This
way, the model has all relevant information about
the case available. For these experiments we in-
crease the number of epochs to 5 to make up for
the decreased amount of training samples. Due
to computational constraints, we limit the training
data to samples with less than 30,000 tokens.

Experiments with annotation guidelines For
the next more advanced experiments, we ac-
quire the annotation guidelines used to create
LAM:ECHR. These guidelines contain descrip-
tions of the labels as well as examples. We hypoth-
esize that giving the model a better understanding
of the labels should improve the performance. The
guidelines can be found in Appendix B. We include
the guidelines in our prompt.

3.5 Training details

For reproducibility and full transparency, the code
of all experiments is available at https://github.
com/trusthlt/legal-argument-spans. All the
training details, including epochs, parameters, con-
figuration, evaluation, etc. are available in the
scripts and README.md documents. All experi-
ments were conducted on one NVIDIA A100 80GB
GPU.

3.6 Additional experiments with legal LLMs

Apart from the aforementioned models, we also
experiment with several other leading legal LLMs,
such as Lawma (Dominguez-Olmedo et al., 2024)
and SaulLM (Colombo et al., 2024). Unfortunately,
we were unable to fine-tune these models for our
task, such that we do not include them in the main
result section. Nevertheless, we believe that these
additional experiments highlight the difficulty of
adapting LLMs to a complex task like LAM.

Lawma 8B This legal language model is based
on Llama 3 8B and specifically trained for legal
text classification tasks, making it a good candidate
for our experiments. However, after fine-tuning,
the model still defaults to the short classification-
style answers which it was originally trained on and
ignores the output format that we require entirely.

SaulLM 7B Similar to Lawma, the model is a
good candidate because of its specific legal pretrain-
ing. After fine-tuning for our task, the model still
gives explanatory and “chatty” answers, refusing
to adhere to the output format.

4 Results

Table 2 shows the results of our experiments for
fine-tuned Flan-T5-XXL, Llama 3.1 8B Instruct
and Llama 3.3 70B Instruct compared to the origi-
nal baseline.
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Model Configuration ACI ACC Output Format
ValidityF1 macro F1 weighted F1

Leg-RoBERTaL-15k – context = 0 0.97 0.41 0.73 1.000

Flan-T5-XXL – context = 0 0.96 0.32 0.69 0.998

Llama 3.1 8B Instruct

– ICL 0.37 0.19 0.29 0.620
– context = 0 0.95 0.29 0.69 0.992
– context = 2 0.96 0.27 0.70 0.991
– context = 4 0.95 0.26 0.70 0.984
– context = 4 + AG 0.96 0.27 0.69 0.986
– full-document + AG 0.26 0.09 0.39 0.351

Llama 3.3 70B Instruct (4bit)

– ICL 0.40 0.21 0.37 0.643
– context = 0 0.95 0.30 0.70 0.992
– context = 2 0.97 0.30 0.72 0.992
– context = 4 0.97 0.30 0.73 0.991
– context = 4 + AG 0.95 0.22 0.64 0.990
– full-document + AG 0.48 0.20 0.52 0.595

Table 2: F1-scores calculated on the test dataset on Leg-RoBERTaL-15k (Habernal et al., 2024), Flan-T5-XXL,
Llama 3.1 8B Instruct and Llama 3.3 70B Instruct (4bit). ACI shows the weighted F1-score of argumentative and
non-argumentative components, ACC shows the macro and weighted F1-score for the joint task of identifying and
classifying a legal argument. Output format validity shows the percentage of correctly formatted outputs.

Flan-T5 The experiments using Flan-T5 achieve
an almost perfect output format validity, suggest-
ing that the encoder-decoder model is able to eas-
ily learn how to produce the correct output for-
mat. The high score for ACI also suggests that
the model can learn how to identify argumentative
and non-argumentative components. In terms of
classification, the model is able to learn the differ-
ent argument types decently, but stays below the
baseline for both weighted F1-score and macro F1-
score. The lower macro F1-score also hints at a
better performance for more frequent labels, while
infrequent labels are misclassified more often. This
is also confirmed when looking at the individual
label classification scores in Table 3. Still, Flan-T5
is able to outperform the other models for the la-
bels “Non contestation by the parties”, “Decision
ECHR” and “Test of the principle of proportional-
ity - Legitimate purpose”, but is beaten at all other
argument types.

Llama 3.1 8B Instruct The experiments based
on Llama 3.1 8B Instruct, although expected to out-
perform Flan-T5 due to its magnitude larger model
size, are just slightly worse in identifying argumen-
tative components as well as sticking to the output
format. All experiments with added context are
still able to achieve a good output format validity
and ACI. The performance of these experiments
manages to stay roughly on par with Flan-T5, al-
though there is a slight decrease in macro F1-score
for the argument type classification. Added con-

text did not improve nor decrease the performance.
Adding annotation guidelines did also not change
the outcome for the context experiments.

In-context learning using only the base version
of the model without any fine-tuning performs sig-
nificantly worse compared to the context experi-
ments with only 62% of the outputs even being in
the correct format. As a result the performance
for argument type classification is also a lot worse
compared to the fine-tuned versions.

An especially bad performance can be observed
for the configuration using the full judgment doc-
ument as training data. This experiment only has
around 35% correctly formatted outputs and the
worst scores in every aspect out of all experiments.
Although there was no impact when adding the an-
notation guidelines to the paragraphed input, it is
possible that the input size using the full document
alongside the annotation guidelines is simply too
large for the model to learn anything meaningful.
It is also possible that the large input size increases
the difficulty for the model to learn the correct out-
put format.

Llama 3.3 70B Similar to its 8B sibling, the
model is not able to adhere to the output format
and classify correctly using only ICL, even though
the overall classification scores are slightly better
than for Llama 3.1 8B in this configuration. Just
like the smaller model, the best scores are achieved
by finetuning with paragraph-level input. Although
the macro F1-score is still lower than Flan-T5, the
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weighted F1-score is on par with the baseline.
For the 70B variant, there is also a small increase

in performance observable when adding more con-
text with a context window of 4 showing the best
scores of all Llama experiments.

Contrary to the experiments on the smaller
model, adding annotation guidelines has a more
detrimental effect on performance. For the para-
graphed configuration, the output format validity
and component identification stay intact, which
leads us to believe that the annotation guidelines
cause the model to label with a more even distribu-
tion than the actual training data.

Using the entire document as input makes it dif-
ficult for the model to output the correct format and
detecting argumentative components also suffers,
although the drop is less severe than for Llama 3.1
8B.

A closer look at the individual argument type
classifications for the best performing models in
Table 3 shows that labels concerning the “Test of
the principle of proportionality” appear to be dif-
ficult for all models, but both Flan-T5 and Llama
3.3 70B exhibit extreme difficulty with these labels.
None of the tested models were able to improve the
performance for the underrepresented classes. The
best performing Llama model beat the baseline for
the three most prevalent labels, but trades off the
performance on other labels with a large drop in
performance for “Test of the principle of propor-
tionality - Legitimate purpose”, “Distinguishing”
and “Margin of appreciation”.

4.1 Evaluation strategy
To have a more relaxed notion of an identified ar-
gument span, we apply the previously introduced
relaxed acceptance threshold in our evaluation pro-
cess. This was originally implemented to ensure
that generative models were also credited for partial
matches.

Surprisingly, we find that a higher threshold al-
lows for more correct annotation for the baseline
model, but the gain in our fine-tuned models is
very limited. This shows that our models were
able to learn the annotation scheme and adopt rules
for identifying span borders from the training data.
Table 4 in Appendix C shows the gains for thresh-
old 10% and 20% compared to a strict evaluation
with 0% threshold. Nevertheless, a relaxed strat-
egy should be kept in mind for this task format,
otherwise “almost correct” matches could be un-
dervalued.

5 Discussion

We can make several observations from our exper-
iments. First of all, fine-tuning LLMs on the task
of adding annotations and labels in-text is feasible
even with a domain-specific legal dataset. We find
that reformatting the task into in-text annotations is
a possible avenue for the future of legal argument
mining outside of traditional formats like BIO even
in complex and difficult annotation schemes. After
just 1 epoch of training, the models are able to out-
put the required formats with proper labels. This is
an optimistic finding, given that newer and better
LLMs are introduced at a high frequency. And even
though the overall performance of our best trained
model could barely keep up with the RoBERTa
baseline, it is possible that scaling to much larger
models could outperform the baseline. Using an
LLM instead of an encoder model could also open
up the possibility to handle more difficult argument
annotations (i.e., legal argument relations) through
in-text classification.

Secondly, we hypothesized that including addi-
tional context or the full document would provide
a better understanding of the short paragraph and
help with argument classification. From the results,
however, we can surmise that the actual effect is
minimal. It is conceivable that we did not chose
the ideal method to incorporate context and a more
sophisticated method than merely adding previous
paragraphs is needed to draw the LLM’s full poten-
tial.

In a similar fashion, annotation guidelines did
not boost the performance either, which also leads
us to believe that the biggest struggle for LLMs is
the interpretation and understanding of the actual
labels. This could also imply that providing context
and guidelines is not sufficient to understand the
argument categories properly.

Despite the advancements of contemporary
LLMs in related works, successfully classifying
labels like premise and conclusion and even argu-
ment relations, the models we tested struggle with
handling the nuances of a complex legal argument
scheme. We can also hypothesize that due to the
nature of the arguments, which are based on the
formal meaning of the argument, encoder models
might be better suited by design to pick up standard-
ized formulations and keywords which are often
used in judgment documents.

Fine-tuning has proven to be the best technique
to ensure adherence to the correct output format,

298



Argument Type Baseline Flan-T5 Llama 3.3 70B

Application to the concrete case 0.80 0.77 0.81
Precedents of the ECHR 0.80 0.79 0.83
Test of the principle of proportionality - Proportionality 0.48 0.38 0.57
Decision ECHR 0.72 0.75 0.67
Test of the principle of proportionality - Legal basis 0.50 0.40 0.50
Non contestation by the parties 0.77 0.77 0.64
Test of the principle of proportionality - Legitimate purpose 0.75 0.79 0.29
Distinguishing 0.43 0.32 0.12
Margin of appreciation 0.74 0.14 0.38
Teleological interpretation 0.00 0.00 0.00
Comparative law 0.50 0.00 0.00
Overruling 0.00 0.00 0.00
Test of the principle of proportionality - Suitability 0.00 0.00 0.00
Textual interpretation 0.00 0.00 0.00
Systematic interpretation 0.00 0.00 0.00

Macro-average 0.41 0.32 0.30
Weighted-average 0.73 0.69 0.73

Table 3: Label-specific F1-scores on the 37 test documents using the best performing configurations for the
RoBERTa baseline, Flan-T5-XXL and Llama 3.3 70B.

while ICL is not enough for the complexity of the
fine-grained legal argumentation scheme. On the
other hand, fine-tuning is also computationally ex-
pensive and it is less cost-efficient to train and fine-
tune an LLM like Llama 3.3 70B, compared to
training a RoBERTa model.

Future work could focus on better techniques for
teaching LLMs the knowledge necessary to under-
stand and apply complex argumentation schemes.
The addition of annotation guidelines did not prove
to be useful in our case, but it could still be helpful
to incorporate them in a different way in future ex-
periments, because the underlying idea of requiring
instructions, examples and context to solve the task
is still at the core of legal reasoning. It would also
be interesting to experiment with an LLM that has
received extensive legal pretraining and is still able
to be finetuned for specific tasks.

Another difficulty that needs to be overcome is
how the training procedure can make up for the
massively imbalanced class representation. A train-
ing dataset of higher quality and carefully selected,
representative examples could be more beneficial
than a larger amount of data. We believe that rea-
soning models or reinforcement learning training
methods could also be leveraged to enable this in
future work.

6 Conclusion

Our study finds that Flan-T5 and Llama 3 did not
outperform the RoBERTa baseline on average in
fine-grained legal argument mining, despite using
fine-tuning and enriching the prompts with context

and annotation guidelines. However, the perfor-
mance surpasses the baseline for some argument
types, showing that instruction-tuned LLMs gen-
erally have the potential to learn legal argument
classification. Contrary to the findings of related
works, there was no strong indication that adding
context helps, but passing the entire document ac-
tually reduced the performance. We suggest that
the exploration of long contexts in the legal domain
should be explored further in this regard. Underrep-
resented and unbalanced labels remain a challenge,
highlighting the difficulty of the task. A better in-
tegration of the annotation guidelines could be a
good future direction to teach LLMs the specific
skills to understand and apply such a complex legal
argument scheme. The specialized nature of legal
argumentation and its connection to legal theory
presents unique challenges that current LLMs strug-
gle to understand, emphasizing the need for further
research and potential domain-specific adaptations.

Limitations

Although we design the prompts to the best of our
knowledge and draw inspiration from the related
works, it is possible that a different prompt design
could achieve better results. The fine-tuned mod-
els are able to perform the task, but generally, the
performance then degrades on the tasks they were
originally trained for.

Ethics statement

To the best of our knowledge, our work falls under
the umbrella of empirical legal studies with the aim
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A Input prompt example

Figure 3 shows an example prompt used with a
context window of four previous paragraphs.

B Annotation guidelines

The annotation guidelines and instructions in Fig-
ure 4 were obtained from Habernal et al. (2024)
and used for augmenting the prompts for the Llama
models.

C Effect of leniency on span threshold

Table 4 shows the evaluation with different levels
of thresholds for accepted span border variations.
There is essentially no increase score even when
accepting up to 20% offset from the original argu-
ment beginning and end for our fine-tuned models.
The largest difference is visible for the original
baseline, suggesting that the original model was
not as good at finding the exact begin and end of
an argument as our fine-tuned models.
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### Instruction:
Annotate the given ECtHR judgment with formal argument types. Mark the arguments by inserting the tags [be-
gin_of_annotation] and [end_of_annotation]. After these tags, append the label for the argument type and close the
label with [end_of_label]. Do not modify the original text otherwise and do not append additional information or ex-
plain anything. Only attach a label from the following list: [’Application to the concrete case’, ’Decision ECHR’, ’Non
contestation by the parties’, ’Precedents of the ECHR’, ’Test of the principle of proportionality - Legal basis’, ’Margin
of appreciation’, ’Test of the principle of proportionality - Proportionality’, ’Test of the principle of proportionality -
Legitimate purpose’, ’Textual interpretation’, ’Distinguishing’, ’Teleological interpretation’, ’Overruling’, ’Systematic
interpretation’, ’Test of the principle of proportionality - Suitability’, ’Comparative law’]
### Context:
64. The second section, entitled “Transitioning to Interrogation - The Initial Interview”, deals with the stage before the
application of EITs. It reads: “Interrogators use the Initial Interview to assess the initial resistance posture of the HVD and
to determine – in a relatively benign environment – if the HVD intends to willingly participate with CIA interrogators. The
standard on participation is set very high during the Initial Interview. The HVD would have to willingly provide information
on actionable threats and location information on High-Value Targets at large not lower level information for interrogators
to continue with the neutral approach. [REDACTED] to HQS. Once approved, the interrogation process begins provided
the required medical and psychological assessments contain no contra indications to interrogation.” 65. The third section,
“Interrogation”, which is largely redacted, describes the standard combined application of interrogation techniques defined
as 1) “existing detention conditions”, 2) “conditioning techniques”, 3) “corrective techniques” and 4) “coercive techniques”.
1) The part dealing with the “existing detention conditions” reads:
### Input:
“Detention conditions are not interrogation techniques, but they have an impact on the detainee undergoing interrogation.
Specifically, the HVD will be exposed to white noise/loud sounds (not to exceed 79 decibels) and constant light during
portions of the interrogation process. These conditions provide additional operational security: white noise/loud sounds
mask conversations of staff members and deny the HVD any auditory clues about his surroundings and deter and disrupt
the HVD’s potential efforts to communicate with other detainees. Constant light provides an improved environment for
Black Site security, medical, psychological, and interrogator staff to monitor the HVD.”

Figure 3: Example of a prompt providing a context window = 4, which adds the 4 paragraphs before the target
input paragraph.

Model Config ACC

macro-avg weighted-avg

Threshold 0% 10% 20% 0% 10% 20%

Leg-RoBERTaL-15k – context = 0 0.37 0.41 0.42 0.71 0.73 0.74

Flan-T5-XXL – context = 0 0.32 0.32 0.32 0.69 0.69 0.69

Llama 3.1 8B Instruct

– ICL 0.19 0.19 0.19 0.27 0.29 0.30
– context = 0 0.29 0.29 0.29 0.68 0.69 0.69
– context = 2 0.27 0.27 0.27 0.70 0.70 0.70
– context = 4 0.26 0.26 0.27 0.69 0.70 0.70
– context = 4 + AG 0.27 0.27 0.27 0.69 0.69 0.69
– full-document + AG 0.09 0.09 0.10 0.38 0.39 0.40

Llama 3.3 70B Instruct
(4bit)

– ICL 0.21 0.21 0.22 0.35 0.37 0.39
– context = 0 0.30 0.30 0.30 0.70 0.70 0.71
– context = 2 0.30 0.30 0.31 0.72 0.72 0.73
– context = 4 0.29 0.30 0.30 0.72 0.73 0.73
– context = 4 + AG 0.22 0.22 0.22 0.63 0.64 0.64
– full-document + AG 0.20 0.20 0.20 0.51 0.52 0.52

Table 4: F1-scores calculated on the test dataset on Leg-RoBERTaL-15k (Habernal et al., 2024), Flan-T5-XXL,
Llama 3.1 8B Instruct and Llama 3.3 70B Instruct (4bit). The argument component classification is calculated with
a span identification threshold of 0% (10% and 20%) for macro F1 and weighted F1 score.
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These guideline annotations serve as an instruction manual for the annotation
of ECtHR judgments. Judgments of the ECtHR shall be annotated according
to this guideline. Thereby, it is in the nature of things that a classification on
the basis of the categories provided in the guideline can only be made based
on a critical appraisal of the full argumentation of the ECtHR.
It has to be distinguished between the fifteen possible types of legal argu-
ments.
In many cases, the category of a paragraph of the decision does not result
exclusively from the text of that paragraph itself, but only in connection with
further paragraphs, so that each paragraph must always be read in context,
i.e. in relation to what has been addressed in a previous one.
1. "Non contestation by the parties": Procedural arguments are generally
marked as such due to their special nature. This means that even in the
part of the judgment on the application to the concrete case, the relevant
sentences are not marked as such – although they are nevertheless part of
this section – but are grouped into the category of procedural arguments
(Non contestation by the parties).
2. "Textual interpretation": The wording is the first indication, but not a
rigid boundary for the regulatory content of a norm (which can go beyond
its wording). The textual interpretation is complemented by other methods
of interpretation (see below). It can be referred to the meaning of the norm
wording at the time of its origin or its application considering technical or
(most subsidiarily) colloquial language. According to the final clause of the
ECtHR, only English and French are “authentic” languages, i.e. only these
are to be used (other languages only subsidiarily) for the interpretation.
3. "Systematic interpretation": Systematic interpretation is based on the
ideal (!) of an in itself consistent legal system. Each legal norm is thus “to
be interpreted only from its position and function within the complete legal
system”. On European level the relevant law/contract itself, the overall legal
order or other international treaties as well as distant influences such as a
constitution, the Charter of fundamental human rights, etc. can be taken into
account.
4. "Teleological interpretation": Moreover, the category “intent and purpose”
includes three further subcategories: the teleological interpretation, the ef-
ficiency of the protection (Art. 33 para. 4 VCLT) as well as the (judicial)
development of the law. It is controversial if the teleological interpretation
is a mean of interpreting a norm or the goal of the interpretation itself. It
brings up the question which objective (telos) is to be achieved by the legal
norm? The decisive factor is not the historical intention of the legislator, but
the objective purpose expressed in the norm. The objective of the norm is
characterized significantly by the wording, the systematic and the history
(means of interpretation). Regarding the ECtHR the teleological interpreta-
tion is specified as a „dynamic“ or „evolutive“ interpretation. It takes into
account the specialties of the ECtHR as a “living instrument, which must
be interpreted in the light of present day conditions”, i.e. gives the judges a
bigger margin of appreciation.
5. "Comparative law": Legal situation in the Contracting parties/Legal situa-
tion in the EU/Autonomous definitions. References to the case law of other
courts belong here as well.
Only the following categories (6.-9.) are to be used when there is a propor-
tionality test. At the end, there is a decision of the ECtHR (cf. under C),
which is to be annotated accordingly as “decision of the ECtHR”. Occa-
sionally, however, the category “application to the concrete case” may also
be used for the legal basis (1.) as well as the legitimate purpose (2.). This
depends on the respective individual case and must be assessed critically.
For all other points (3.-4.) the categories specified here have to be used while
the category “application to the concrete case” is never used.
6. "Test of the principle of proportionality - Legal basis": “In a constitutional
democracy, a constitutional right cannot be limited unless such a limitation
is authorized by law. This is the principle of legality. From here stems

the requirement – which can be found in modern constitutions’ limitation
clauses, as well as in other international documents – that any limitation on
a right be “prescribed by law”. At the basis of this requirement stands the
principle of the rule of law”
7. "Test of the principle of proportionality - Legitimate purpose": “The
proper purpose component examines whether a law (a statute or the common
law) that limits a constitutional right is for a purpose that justifies such
limitation”
8. "Test of the principle of proportionality - Suitability": “The requirement
is that the means used by the limiting law fit (or a rational connected to) the
purpose the limiting law was designed to fulfill. The requirement is that
the means used by the limiting law can realize or advance the underlying
purpose of that law; that the use of such means would rationally lead to
the realization of the law’s purpose. It is therefore required that the means
chosen be pertinent to the realization of the purpose in the sense that the
limiting law increases the likelihood of realizing its purpose”. The means
used must at least further the achievement of the legitimate purpose.
9. "Test of the principle of proportionality - Proportionality": Since the EC-
tHR – in contrast for instance to the Federal Constitutional Court – does not
strictly differentiate between the categories of necessity and proportionality
in a strict sense, considerations of necessity – if present – are annotated
within this category. “The next component of proportionality is the necessity
test. It is also referred to as the requirement of “the less restrictive means”.
According to this test, the legislator has to choose – of all those means that
may advance the purpose of the limiting law – that which would least limit
the human right in question”. The suitable means must be necessary to
achieve the legitimate purpose, that is the least restrictive of all equally ef-
fective means available. “According to proportionality stricto sensu, in order
to justify a limitation on a constitutional right, a proper relation (“propor-
tional” in the narrow sense of the term) should exist between benefits gained
by the public and harm caused to the constitutional right from obtaining
that purpose. This test requires a balancing of the benefits gained by the
public and the harm caused to the constitutional right through the use of the
means selected by law to obtain the proper purpose”. In an assessment of
the benefits of the measure and the impairment of the affected persons, it
must be determined whether the applied measures are appropriate, meaning
reasonable for the persons concerned.
10. "Overruling": Overruling is referred to the (re-)adjustment of a precedent
on a horizontal level, only under the premise of fundamental deficits of the
previous precedent.
11. "Distinguishing": Distinguishing happens if an essential difference of
facts is assessed by the judges, which leads to a non-transfer of a precedent
to the new case.
12. "Margin of appreciation": The margin of appreciation is a margin of
discretion granted by the ECtHR to the judiciary, legislature and executive
of the Member States before a violation of the ECtHR is assumed.
13. "Precedents of the ECtHR": Binding effect of the legal content of earlier
judgments of the ECtHR for later judgments. Only decisions (of all kind:
GC, Chamber, Committee, Commission) of the ECtHR itself belong in this
category.
14. "Application to the concrete case": Determination of the relation be-
tween the concrete case and the abstract legal norm. Subsumption of the
facts of the case under a legal norm, i.e. examination whether the offence is
fulfilled and the legal consequence thereby triggered.
15. "Decision ECtHR": The final sentence of the interpretation of a norm
as well as the final sentence of the part of the judgment on the application
to the concrete case may be concerned. If a section on the application of
the Convention to the concrete case presents a pure reproduction of the facts
– even though this extends over several paragraph - this is also marked as
“application”. This category is generally to be understood broadly.

Figure 4: Original LAM annotation guidelines from prompt augmentation in Llama experiments

303



Proceedings of the Natural Legal Language Processing Workshop 2025, pages 304–316
November 8, 2025 ©2025 Association for Computational Linguistics

Aligning LLMs for Thai Legal Question Answering with Efficient
Semantic-Similarity Rewards

Pawitsapak Akarajaradwong1,3, Chompakorn Chaksangchaichot1,4, Pirat Pothavorn1,
Attapol Thamrongrattanarit-Rutherford3, Ekapol Chuangsuwanich4, Sarana Nutanong1,2

1VISAI AI 2Vidyasirimedhi Institute of Science and Technology
3Department of Linguistics, Faculty of Arts, Chulalongkorn University

4Department of Computer Engineering, Faculty of Engineering, Chulalongkorn University
{pawitsapaka_visai,chompakornc_pro,piratp_visai,sarana.n}@vistec.ac.th

{attapol.t,ekapol.c}@chula.ac.th

Abstract

The Retrieval-Augmented Generation (RAG)
systems’ performance on Thai legal question
answering is still limited, especially for ques-
tions requiring extensive, complex legal reason-
ing. To address these limitations, we introduce
a resource-efficient approach that aligns Large
Language Models (LLMs) for improved cita-
tion accuracy and response quality using Group-
Relative Policy Optimization (GRPO). Our pro-
posed method leverages BGE-M3 embeddings
as a cost-efficient semantic-similarity reward,
significantly reducing computational expenses
up to 2.5× compared to an LLM-based reward
model. Experiments on the NitiBench bench-
mark demonstrate substantial improvements:
GRPO achieves up to 90% citation-F1 gains
relative to the base model and a 31% increase
in joint quality metrics over instruction tuning.
Crucially, our approach provides a practical and
effective solution for enhancing legal LLMs in
resource-constrained environments.

1 Introduction

The ability to deliver accurate and grounded an-
swers with relevant law citations is essential for
reliable legal question answering. Most legal-
domain LLM solutions (Corporation, 2025; Lexis-
Nexis, 2023; Takyar, 2024; Viriyayudhakorn, 2024)
adopt Retrieval-Augmented Generation (RAG) to
reduce hallucinations by attaching retrieved legal
documents as supporting context. However, re-
trieved documents are not always fully leveraged
and can contain false positives (Akarajaradwong
et al., 2025; Magesh et al., 2024). A common ap-
proach to mitigate this issue is to require LLMs
to emit explicit citations during generation. Yet,
Akarajaradwong et al. (2025) show that even when
golden contexts are provided, strong proprietary
models often fail to cite all relevant law sections
at generation time. These findings highlight a key
limitation of current LLMs in producing factually

grounded responses, thereby undermining the relia-
bility of downstream legal applications. Ensuring
accurate and well-cited responses thus remains a
central open challenge in the legal domain.

While instruction tuning can partially address
this gap, it provides limited control over citation be-
havior since its objective is to maximize next-token
likelihood rather than citation accuracy. This high-
lights the need for more targeted alignment that not
only improves factuality but also enforces verifi-
able citation standards. To enable fine-grained con-
trol over citation accuracy, we frame Thai legal QA
as a citation-sensitive alignment challenge. Build-
ing on recent advances in Reinforcement Learning
with Verifiable Rewards (RLVR) (DeepSeek-AI
et al., 2025) and Group-Relative Policy Optimiza-
tion (GRPO) (Shao et al., 2024), we treat citation
accuracy and response quality as a verifiable re-
ward and directly align LLMs toward higher ci-
tation quality during alignment tuning. Although
computing rewards for citation is straightforward
and inexpensive, evaluating response quality is far
more costly, as it typically requires an LLM-based
reward model during training, leading to significant
computational overhead and higher alignment costs.
This raises our central research question: How
can we affordably and effectively align LLMs for
citation-sensitive legal QA in resource-constrained
settings such as Thai law?

To address this, we investigate the following
research questions:
• (RQ1) Reward Strategies: What are the trade-

offs between an LLM-based reward model com-
pared with a low-cost semantic reward proxy
for modeling response quality rewards?

• (RQ2) Thai-CPT vs. Language-Generic:
Does Thai-specific continued pretraining en-
hance the effectiveness of alignment strategies?

• (RQ3) RLVR vs. Instruction Tuning: How
can RLVR enhance response quality and cita-
tion accuracy compared to instruction tuning?
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Figure 1: Demonstration of our proposed method. Here, we use GRPO objectives with specialized reward to align
LLM towards better citation and response using Response Quality Reward and Citation Accuracy Reward
(§3.1).

Our experiments on the NitiBench bench-
mark (Akarajaradwong et al., 2025) yield three
key contributions. First, we propose a low-cost
semantic reward proxy to compute response quality
reward using general embedding models, achieving
over 2.5× improvement in training efficiency while
maintaining performance comparable to an expen-
sive LLM-based reward model. Second, we show
that Thai-CPT models are more receptive to align-
ment signals than their general-purpose counter-
parts. Finally, we demonstrate that GRPO consis-
tently outperforms instruction tuning in improving
citation fidelity and response quality, particularly
for in-domain tasks. Together, these findings pro-
vide a recipe for building specialized legal LLMs
that achieve efficient and accurate law grounding
under resource constraints.

2 Background

Thai Legal System Thailand operates under a
civil law system, characterized by a strict hierarchy
of written laws. At the apex is the Constitution,
followed by Organic Laws, Acts, Codes, and vari-
ous subordinate legislation like Royal Decrees and
Ministerial Regulations. This hierarchy mandates
that lower-level laws must not contradict higher
ones, creating a highly structured but complex le-
gal corpus.

These documents are meticulously organized
into a multi-tiered structure, often including divi-
sions such as Book, Title, Chapter, Division, and
ultimately, the Section. A Section is the fundamen-
tal unit of law, articulating a specific rule, right, or
obligation. Accordingly, this work focuses on eval-
uating legal reasoning and citation performance at
the Section level, treating it as the primary unit for
retrieval and grounding.

Enhancing LLM legal citation performance A
growing body of work seeks to make LLMs pro-
duce verifiable citations. CitaLaw (Zhang et al.,
2025) adapts the ALCE benchmark (Gao et al.,
2023) to the legal domain, introduces a syllogism-
level citation metric, and supports both statutes and
precedent cases. ALCE itself evaluates statement-
level grounding using an NLI verifier, requiring
every generated claim to be backed by retrieved
evidence. Shareghi et al. (2024) compares cita-
tion accuracy across three retrieval regimes: 1)
retriever-only, 2) LLM query-rewrite, and 3) hy-
brid method. This work focuses on Australian
case-law and shows that task-specific instruction
tuning yields the largest gains in improving cita-
tion accuracy. LegalBench-RAG (Pipitone and
Alami, 2024) isolates the retriever’s contribution
by measuring precision over expert-annotated snip-
pets while varying chunking and top-k, revealing
a retrieval-quality ceiling on downstream citation
F1.

Usage of embedding-based reward models
Early works explored leveraging pretrained embed-
dings as reward signals for text generation align-
ment. Yasui et al. (2019) finetune BERT (Devlin
et al., 2019) on Semantic Textual Similarity (STS)
and employ the tuned model as a REINFORCE
reward for machine translation. Kumar and Sub-
ramaniam (2019) optimize an abstractive summa-
rizer directly for BERTScore (Zhang et al., 2020),
observing higher fluency and lower redundancy
than ROUGE-reward baselines. More recently,
Sun et al. (2025) distil preference scores from the
“gold” reward model of Dong et al. (2023, 2024)
into lightweight proxies, an MLP and a LightGBM,
that take paired Gemma-2B embeddings as input,
achieving judge-level quality. These results indi-
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cate that inexpensive embedding-based rewards
can rival heavyweight LLM judges for preference-
optimized generation. However, their integration
into modern preference-optimization algorithms
remains under-explored.

Research Gap Existing legal QA systems rely
primarily on instruction tuning, with limited suc-
cess on citation grounding. While GRPO and ef-
ficient reward proxies have shown promise else-
where, their application to legal domains, particu-
larly Thai legal QA, remains underexplored. We
address this gap by investigating GRPO’s impact
on citation accuracy and evaluating cost-effective
reward strategies.

3 Proposed Studies

We frame the Thai legal question answering (QA)
task as a citation-sensitive generative task, where
the model must generate a free-form response and
citations based on a user query and a set of retrieved
legal documents. The response must be semanti-
cally informative, cite relevant statutes, and avoid
hallucinations that reference unsupported claims.

To align LLMs with these objectives, we pro-
posed a framework based on GRPO (Shao et al.,
2024), which aligns model behavior through a care-
fully designed reward function that encourages re-
sponse quality and citation accuracy. Our proposed
method is summarized in Figure 1. This reward-
based formulation enables us to study how differ-
ent alignment strategies influence legal response
quality under the constraints of low-resource legal
domains.

3.1 Reward Strategies (RQ1)
Response Quality Reward We design a reward
to ensure that the quality of the response is accept-
able, given the reference answer from the ground
truth. Here, we provide two setups for evaluating
generated response quality.

First, using a strong LLM as a reward model
where the reward model grades the coverage and
contradiction score1 between the generated re-
sponse and the reference response. This is referred
to as “cov/con” reward in the results table.
• Coverage Reward rresponse_cov measures se-

mantic coverage between generated response
x and ground-truth responses x̂ whether x is
no coverage (rresponse_cov(x, x̂) = 0), partial

1We adopt these metrics based on Akarajaradwong et al.
(2025) response evaluation metrics.

coverage (rresponse_cov(x, x̂) = 0.5), or full cov
(rresponse_cov(x, x̂) = 1) following Laban et al.
(2024); Akarajaradwong et al. (2025).

• Contradiction Reward rresponse_con(x, x̂) = 1
if x does not contradict x̂. rresponse_con(x, x̂) =
0 otherwise.

Second, our proposed method utilizes the se-
mantic similarity between x and x̂. Formally, Se-
mantic Similarity Reward computes the similar-
ity score between the generated answer text and the
ground-truth answer using an embedding model
(0 < rresponse_semantic(x) < 1). This is referred to
as “semantic reward” in the result table.

Citation Accuracy Reward We design a multi-
component verifiable reward function that ensures
correct legal citation. In particular, our reward
formulation decomposes citation quality into three
measurable dimensions:
• Format Reward rcitation_format(x) = 1 if the

rollout output x adheres specified XML format.
In case that x doesn’t adhere to XML format,
the reward of that rollout is overridden to zero.

• Grounded Citation Reward In case that x
cites law sections that are not provided in the re-
trieved documents, the reward of that rollout is
overridden to zero. Additionally, to encourage
correct and grounded citation, any successful
citation is rewarded with rcitation_grounded(x) =
0.5.

• Citation F1 Reward rcitation_f1(x) = F1 score
of the citation in x.

3.2 Multilingual vs. Thai-CPT Model (RQ2)
We evaluate two types of pretrained models: (1)
the original multilingual model instruction-tuned
from Qwen2.5-7B (Qwen et al., 2025), and (2)
the model that undergoes continued pretraining on
Thai-centric corpora prior to instruction tuning.
1. Qwen2.5-7B-Instruct2 (Qwen et al., 2025)
2. Typhoon2-qwen2.5-7b-Instruct3 (Pipatanakul

et al., 2024)
3. OpenThaiGPT1.5-7b-Instruct4 (Yuenyong et al.,

2025)
To assess the impact of language-specific pre-

training, we compare a general-purpose model
against two Thai-CPT variants, Typhoon2 and
OpenThaiGPT1.5, as both models are finetuned

2https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
3https://huggingface.co/scb10x/typhoon2-qwen2.5-7b-

instruct
4https://huggingface.co/openthaigpt/openthaigpt1.5-7b-

instruct
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on Qwen2.5-7B. This controlled setup allows us
to isolate the effect of continued pretraining on the
effectiveness of our alignment strategies for Thai
legal QA.

4 Experimental Setup

4.1 Datasets

We use the WangchanX-Legal-ThaiCCL-RAG
dataset5 for training and the NitiBench benchmark
for evaluation (Akarajaradwong et al., 2025).

Training Data Our training data is a multi-label
dataset derived from 35 Thai financial laws via a
semi-automated, expert-validated process. It was
created using a semi-automated, expert-validated
process where questions were generated from legal
sections. Crucially, this dataset is inherently multi-
label, reflecting that a single legal query can involve
multiple relevant statutes.

Evaluation Benchmark The NitiBench bench-
mark provides two evaluation splits:
• NitiBench-CCL (In-Domain): Derived

from WangchanX-Legal-ThaiCCL-RAG’s
expert-curated test set, this benchmark is pri-
marily single-label, designed to test in-domain
precision by targeting specific legal sections.

• NitiBench-Tax (Out-of-Distribution): This
challenging benchmark evaluates generalization
using tax rulings from the Revenue Department.
It is inherently multi-label and features longer,
more complex answers.

4.2 Evaluation Metrics

We evaluate performance using the NitiBench End-
to-End (E2E) metrics (Akarajaradwong et al., 2025)
with GPT-4o serving as the judge. This aligns
with the benchmark’s methodology, which vali-
dated GPT-4o as the most reliable automated judge
due to its high agreement with human legal experts.

To provide a holistic view, we report four key
metrics:
• Citation F1: F1-score of cited legal sections

against the ground truth, measuring the accuracy
of legal grounding.

• Coverage: A normalized score (0-1) measuring
the semantic overlap between the generated and
ground-truth answers, assessing answer correct-
ness.

5https://huggingface.co/datasets/airesearch/WangchanX-
Legal-ThaiCCL-RAG

• Consistency: Factual consistency with the
ground truth, calculated as 1 - Contradiction
Score to ensure reliability and align all metrics
on a "higher is better" scale.

• Joint Score: The unweighted average of the
above three metrics, providing a single, compre-
hensive measure of overall performance.

4.3 Training Setups
Prompt Construction Our training prompt com-
posed of three components: 1) Instruction , 2) Posi-
tive and negative law sections6, and 3) the question.
We limit the number of positive and negative law
sections to 10 where negatives are mined from the
retriever. Our max prompt length set to 8,192 to-
kens and the positives and negatives documents or-
der in the prompt are shuffled for every batch sam-
pled. If the constructed prompt is longer than 8192
tokens, we iteratively remove the longest mined
negatives and filled it with the negative of the next
highest-ranked until the prompt length fits the con-
text limit. The target output format for both IT
and GRPO is structured XML-like text including
<reasoning>, <answer>, and <citation> tags.

For the retriever, we use the Human-Finetuned
BGE-M37, established by Akarajaradwong et al.
(2025) as the top-performing model for Thai le-
gal retrieval. Additional details regarding input and
output formatting are provided in Appendix B.

Training Objectives We fine-tune all models us-
ing Low-Rank Adaptation (LoRA) (Hu et al., 2021)
(r = 256, 16-bit precision), applying adapters to all
attention layers8. We trained all GRPO models for
one epoch on a single NVIDIA A100 80GB GPU
using the Unsloth (Daniel Han and team, 2023),
with a learning rate of 5e-6 and a rollout size of 10.
Full hyperparameters are detailed in Appendix A.1.

Baseline (RQ3) For the baseline, we used
• Base Instruction Tuned Model: The base

instruction-tuned model provided by the origi-
nal authors.

• Instruction Tuned Model with LoRA: The
instruction-tuned model with LoRA adapter tar-
geting the same layers with the same rank con-
figuration. We finetuned for 3 epochs on the
training set.

6Here, we use the term ‘section’ by the mean of law section
as a retrieved document from the database.

7https://huggingface.co/VISAI-AI/nitibench-ccl-human-
finetuned-bge-m3

8We apply LoRA on q_proj, k_proj, v_proj, gate,
up_proj, down_proj
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4.4 Inference and Result Aggregation

We report the mean and standard deviation
over three inference runs for each model, using
vLLM (Kwon et al., 2023) with different ran-
dom seeds to ensure robust evaluation (see Ap-
pendix A.2 for details).

5 Results

Table 1 presents our main results, averaged over
three runs. We note that the Citation F1 scores are
constrained by the retriever: the upstream BGE-
M3 retriever achieves a maximum F1 of 0.9220
on NitiBench-CCL and 0.4809 on NitiBench-Tax.
This represents the theoretical upper bound, as mod-
els cannot cite unretrieved documents.

5.1 GRPO Reward Strategies (RQ1)

Our results reveal a clear trade-off between the two
reward strategies, with performance being highly
context-dependent.

For in-domain tasks, the cost-efficient semantic
similarity reward proves highly effective. Mod-
els that were aligned using semantic reward often
outperform the other two variants (instruction tun-
ing and cov/con reward) in the joint score. This
confirms its value as an efficient reward proxy when
a strong ground-truth answer provides a clear se-
mantic target, offering a cost-effective alternative
to an expensive LLM-based reward model.

On the other hand, for complex generaliza-
tion tasks, rewards from an LLM-based re-
ward model yield consistent performance. On
NitiBench-Tax, cov/con reward shows positive per-
formance across all metrics compared to semantic
reward, e.g., typhoon2 (semantic reward) performs
worse on consistency score compared to baseline.
This suggests that for more difficult legal reason-
ing, the higher-fidelity signal from a capable re-
ward model offers a tangible advantage. Impor-
tantly, both GRPO strategies vastly outperform
their instruction-tuned counterparts.

5.2 Impact of Base Model Priors (RQ2)

GRPO’s effectiveness is highly dependent on
the base model’s priors, especially for the out-
of-domain tasks. While the language-generic
Qwen2.5 model struggles, GRPO delivers signifi-
cant gains on the Thai-aligned models (Typhoon2,
OpenThaiGPT1.5). This supports the hypothesis

that RL enhances sampling efficiency, finding cor-
rect reasoning paths that the model can already
access, rather than creating new reasoning capac-
ity (Yue et al., 2025). Thai-CPT models appear
to possess stronger priors for these complex tasks,
and GRPO capitalizes on this by biasing outputs
towards correct, pre-existing pathways.

In contrast, instruction tuning consistently de-
grades performance, likely by disrupting these path-
ways or overfitting. However, the modest gains
in Coverage and Consistency on the NitiBench-
Tax set suggest that improved sampling alone is
insufficient to fully address complex answer gener-
ation, highlighting the limits of RL in expanding a
model’s core reasoning boundary (Yue et al., 2025).

5.3 Effectiveness of GRPO (RQ3)
GRPO better improves the performance of
the LLM compared to instruction tuning
across both benchmarks. On the in-domain task,
GRPO yields substantially higher gains (e.g., +27-
31% gain for Typhoon2 GRPO vs. +15% for in-
struction tuned on Joint Score). Critically, on the
challenging out-of-domain task, GRPO provides
a stable performance uplift, whereas instruction
tuning consistently degrades model performance.

GRPO models citation performance is compa-
rable with proprietary LLMs on the in-domain
benchmark. Under NitiBench-CCL (in-domain)
setups, two models (OpenThaiGPT1.5 GRPO with
cov/con reward and Qwen2.5-7B GRPO with se-
mantic reward) outperform GPT-4o in citation F1,
showing a promising result in aligning LLM to-
wards better citation with an RL-based approach.
On the out-of-domain generalization task, all listed
larger models significantly outperform our tuned
7B models. NitiBench-Tax requires complex, chal-
lenging legal reasoning, so larger models might
have advantages while incurring significant infer-
ence cost.

6 Reward Composition Analysis

To understand reward contributions, we performed
ablations on OpenThaiGPT1.5-7B9 (see Table 1),
comparing our main GRPO variants against config-
urations using: (1) combined semantic and cover-
age/consistency rewards (‘semantic + cov/con re-
ward’), and (2) only citation-related rewards (‘w/o
answer reward’).

9We selectively chose OpenThaiGPT1.5-7B due to its su-
perior performance on NitiBench-CCL joint score.

308



model Citation F1 ↑ SD gains (%) Coverage ↑ SD gains (%) Consistency ↑ SD gains (%) Joint score gains (%)

Nitibench-CCL (In-Domain)

qwen2.5-7b-instruct 0.4103 0.0015 0.5908 0.0041 0.8402 0.0030 0.6138
+LoRA instruction tuning 0.5691 0.0040 38.70 0.5832 0.0075 -1.29 0.8341 0.0024 -0.72 0.6622 7.88
+LoRA GRPO (cov/con reward) 0.6796 0.0020 65.63 0.6322 0.0010 7.00 0.8598 0.0009 2.34 0.7239 17.94
+LoRA GRPO (semantic reward) 0.7146 0.0009 74.14 0.7197 0.0023 21.81 0.8232 0.0024 -2.02 0.7525 22.60
typhoon2-qwen2.5-7b-instruct 0.3597 0.0042 0.5587 0.0061 0.8553 0.0076 0.5912
+LoRA instruction tuning 0.5744 0.0028 59.71 0.6214 0.0030 11.23 0.8572 0.0030 0.22 0.6843 15.75
+LoRA GRPO (cov/con reward) 0.6514 0.0013 81.10 0.7092 0.0039 26.95 0.9032 0.0019 5.60 0.7546 27.63
+LoRA GRPO (semantic reward) 0.6828 0.0028 89.84 0.7735 0.0012 38.45 0.8757 0.0028 2.38 0.7773 31.48
openthaigpt1.5-qwen2.5-7b-instruct 0.4299 0.0048 0.5556 0.0010 0.8234 0.0048 0.6030
+LoRA instruction tuning 0.5613 0.0069 30.56 0.5930 0.0024 6.73 0.8371 0.0031 1.66 0.6638 10.08
+LoRA GRPO (cov/con reward) 0.7197 0.0020 67.40 0.6680 0.0034 20.23 0.8705 0.0034 5.72 0.7527 24.84
+LoRA GRPO (semantic reward) 0.7017 0.0016 63.23 0.7214 0.0041 29.84 0.8554 0.0021 3.89 0.7595 25.96
+LoRA GRPO (semantic + cov/con rewards) 0.6912 0.0024 60.77 0.6109 0.0049 9.95 0.8529 0.0032 3.58 0.7183 19.13
+LoRA GRPO (w/o answer reward) 0.6704 0.0022 55.95 0.5484 0.0042 -1.29 0.8037 0.0086 -2.39 0.6742 11.82

gpt-4o-2024-08-06 0.7140 0.8520 0.9450 0.8370
gemini-1.5-pro-002 0.6510 0.8650 0.9520 0.8227
claude-3-5-sonnet-20240620 0.5950 0.8970 0.9600 0.8173

Nitibench-Tax (Out-of-Domain)

qwen2.5-7b-instruct 0.2110 0.0272 0.3333 0.0082 0.5733 0.0340 0.3726
+LoRA instruction tuning 0.0975 0.0192 -53.82 0.2867 0.0249 -13.99 0.5067 0.0094 -11.63 0.2969 -20.30
+LoRA GRPO (cov/con reward) 0.1678 0.0196 -20.47 0.2933 0.0047 -12.00 0.5633 0.0094 -1.74 0.3415 -8.34
+LoRA GRPO (semantic reward) 0.1555 0.0135 -26.31 0.3167 0.0249 -4.99 0.5667 0.0249 -1.16 0.3463 -7.05
typhoon2-qwen2.5-7b-instruct 0.1272 0.0150 0.3333 0.0411 0.5467 0.0249 0.3357
+LoRA instruction tuning 0.1072 0.0315 -15.71 0.2633 0.0205 -21.00 0.5667 0.0189 3.66 0.3124 -6.95
+LoRA GRPO (cov/con reward) 0.2035 0.0197 60.03 0.3800 0.0294 14.00 0.5833 0.0189 6.71 0.3889 15.85
+LoRA GRPO (semantic reward) 0.2113 0.0134 66.18 0.3633 0.0411 9.00 0.4933 0.0525 -9.76 0.3560 6.04
openthaigpt1.5-qwen2.5-7b-instruct 0.1850 0.0247 0.3367 0.0519 0.5400 0.0849 0.3539
+LoRA instruction tuning 0.1039 0.0387 -43.84 0.3267 0.0450 -2.97 0.5800 0.0283 7.41 0.3368 -4.81
+LoRA GRPO (cov/con reward) 0.2085 0.0328 12.73 0.3667 0.0205 12.24 0.5600 0.0748 3.70 0.3784 6.93
+LoRA GRPO (semantic reward) 0.2482 0.0054 34.16 0.2500 0.0424 -25.74 0.6000 0.0490 11.11 0.3661 3.44
+LoRA GRPO (semantic + cov/con rewards) 0.1830 0.0048 -1.04 0.3067 0.3682 -8.91 0.5267 0.0499 -2.47 0.3388 -4.26
+LoRA GRPO (w/o answer reward) 0.1662 0.0090 -10.16 0.3133 0.0125 -6.93 0.5333 0.0189 -1.23 0.3376 -4.60

gpt-4o-2024-08-06 0.4380 0.5000 0.5400 0.4927
gemini-1.5-pro-002 0.3320 0.4400 0.5200 0.4307
claude-3-5-sonnet-20240620 0.4570 0.5100 0.5600 0.5090

Table 1: Performance comparison (avg ± SD, 3 runs) on Nitibench-CCL and Nitibench-Tax: Baseline vs. instruction
tuning, GRPO (cov/con reward), GRPO (semantic reward). Relative performance gains over baseline are indicated.
Comparison provided against 3 proprietary LLM results from Akarajaradwong et al. (2025) on the same settings.

6.1 Impact of Combining Answer Rewards
(RQ1)

Simply combining the semantic and cov/con re-
wards degrades the performance. This com-
bined configuration underperformed compared to
using either reward individually across most met-
rics. The performance drop was particularly no-
table for Coverage and Consistency on NitiBench-
CCL, and the model showed poor generalization
on NitiBench-Tax. We hypothesize that naive sum-
mation creates balancing issues or negative inter-
ference, indicating that more sophisticated reward
scaling or normalization is required.

6.2 Impact of Removing Answer Rewards
(RQ1)

Using only citation-only reward enhances LLM
citation ability for in-domain, but does not im-
prove the quality of the generated response.
While in-domain Citation F1 improved over base-
line (+56%), Coverage and Consistency degraded
below baseline levels. This variant also performed
worst among GRPO configurations on CCL citation
and failed to generalize on NitiBench-Tax (-10%

gain). This strongly indicates that both citation
and generation aspects are coupled; optimizing
citations alone harms overall quality and general-
ization, demonstrating the need for answer quality
rewards even to maximize citation performance
within GRPO.

Figure 2: Semantic Similarity distributions by Coverage
score level on (a) NitiBench-CCL and (b) NitiBench-
Tax. Median similarity tends to increase with coverage
on CCL, a trend not observed on Tax.

6.3 Correlation of Semantic Similarity with
Coverage and Consistency (RQ1)

To further investigate the reason why the model
generalizes poorly on NitiBench-Tax, we con-
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Figure 3: Semantic Similarity distributions by Consis-
tency score on (a) NitiBench-CCL and (b) NitiBench-
Tax. Consistent answers on CCL show higher similarity;
this distinction is less clear on Tax.

ducted an analysis on the relationship between se-
mantic rewards and cov/con rewards. Figure 2 and
3 show a box plot comparing the coverage and con-
sistency score rated by Qwen2.5-72B reward model
with the semantic similarity score from BGE-M3,
respectively. Our analysis shows a strong positive
correlation between coverage/consistency score
and semantic similarity on NitiBench-CCL, ex-
plaining the effectiveness of the semantic reward
for in-domain setups. Conversely, this correla-
tion disappears on the complex NitiBench-Tax set,
where simple semantic overlap is insufficient to
capture nuanced factual correctness.

This contrast highlights a critical limitation:
while semantic similarity is a viable low-cost proxy
for tasks where answers are semantically close to
the ground truth, it is an unreliable indicator for
complex generalization tasks that demand deeper
reasoning and synthesis (see Appendix D).

7 Error Analysis

To better understand the trade-offs between dif-
ferent response quality reward strategies, we per-
formed a qualitative analysis on the outputs of
OpenThaiGPT1.5-7B GRPO with semantic and
cov/con reward. We highlight three cases as shown
in Table 2.

7.1 Success of Integrating Substantive and
Procedural Law in Both Reward Choices

In Case 1, a correct answer must combine the sub-
stantive rule (THB 20M per spouse; 5% on the
excess) with the procedural requirement (payment
at the Land Office at the time of registration un-
der Sec. 52). Both reward strategies increased
the likelihood that models included this procedu-
rally binding detail, indicating that optimizing for a
complete ground-truth match promotes procedural
grounding.

7.2 Semantic reward can omit necessary
intermediate steps

In tasks that require multi-step reasoning over re-
trieved context (Case 2), we observe that the GRPO-
trained model with a semantic reward can short-
circuit the analysis. In this case, the model trained
with an LLM-judge reward first characterizes the
instrument, treating the ‘funding agreement’ as a
‘contract for work’ under Civil Code Sec. 587,
which makes the instrument taxable, and only then
evaluates the exemption under Revenue Code Sec.
121. The semantic-reward variant omitted this foun-
dational step and predicted ‘exempt.’

We hypothesize that a semantic-similarity signal
emphasizes proximity to the final answer text and
may underweight coverage of required intermedi-
ate premises. In contrast, the LLM-based reward
allows explicit coverage/contradiction (cov/con)
checks via prompting, which better preserves nec-
essary steps. This pattern is consistent with the re-
sults in Table 1, where the semantic-reward model
underperforms on NitiBench-Tax, a setting with
more multi-step legal analyses.

7.3 Failure of Abstract Reasoning in Both
Reward Strategies

A common challenge for both models appeared in
tasks requiring abstract legal synthesis, where a
term in the question must be re-characterized to
connect with the provided law.

In Case 3, the query involves a ‘Memorandum of
Understanding’ (MOU), and the provided law dis-
cusses tax on a ‘provision of service’. The expert
reasoning requires a multi-step conceptual leap:
‘MOU‘→ is a type of ‘contract for work‘→ which
qualifies as a ‘provision of service‘→ making the
VAT statute applicable.

Neither model could bridge this conceptual gap.
Semantic reward incorrectly defined an MOU as
non-binding and thus non-taxable, a common mis-
conception, but wrong in this legal context. LLM-
based reward model focused on the surface-level
term mismatch between “income tax withholding”
(in the question) and “Value Added Tax” (in the
law), correctly noting they are different but failing
to solve the underlying legal problem of whether
the transaction was taxable at all.

This shared failure highlights a boundary for cur-
rent alignment techniques. While the models can
follow explicit rules, they struggle to perform the
abstract, multi-step synthesis that is central to legal
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Case 1: Success in Integrating Procedural and Substantive Law

Question A married couple jointly gifts marital property to their child. They argue they should each get a separate THB 20 million tax exemption. Is this correct?
Relevant Law Revenue Code, Sec. 52: Specifies that for property transfers, tax must be paid to the official at the Land Office at the time of registration.
Expert Reasoning Path 1. Address the substantive question about the exemption amount.

2. Integrate the procedural requirement of how and where to pay the tax.
Gold Answer Correct. Each spouse gets a THB 20 million exemption. For any excess value, they must pay 5% tax. Crucially, per Sec. 52, this tax must be paid to the Land

Office official at the moment of registration.
Semantic Reward Model Yes. Each spouse qualifies for an individual exemption. Also, the tax must be paid at Land Office official (according to Revenue Code, Section 52).
LLM-Based Reward Model Yes, your understanding is correct. Each spouse is entitled to their own exemption. And the tax must be paid to the official at the Land Office during the

registration process as stated in Section 52 of Revenue Code.

Case 2: Challenges in Foundational Reasoning of the Semantic Proxy

Question A state agency signs a funding agreement for a research project. Is the agency exempt from stamp duty on this agreement?
Relevant Law Civil Code, Sec. 587: Defines a ’contract for work’.

Revenue Code, Sec. 121: Grants stamp duty exemption to government agencies, unless they conduct commercial activities.
Expert Reasoning Path 1. (Foundational Step) Characterize the ’funding agreement’ as a ’contract for work’ under Sec. 587. This makes it a taxable instrument.

2. (Main Question) Evaluate if the agency’s commercial activities disqualify it from the exemption under Sec. 121.
Gold Answer The agreement is a ’contract for work’ (Sec. 587), making it taxable. The agency’s activities are commercial, disqualifying it from the Sec. 121 exemption.

Therefore, it is not exempt.
Semantic Reward Model Yes, it is exempt. [Failure: Skips the foundational step of characterizing the agreement.] Because it is a state agency, it is exempt under Section 121.
LLM-Based Reward Model The institute is not exempt. [Success: Follows the correct reasoning path.] The agreement is a ’contract for work’ (Sec. 587) and thus taxable. Its commercial

activities disqualify it from the exemption under Sec. 121.

Case 3: Shared Failure in Abstract Reasoning

Question A state agency uses an MOU for project funding. Is the funding subject to income tax withholding?
Relevant Law Revenue Code, Sec. 77/2: States that a ’provision of service’ is subject to Value Added Tax (VAT).
Expert Reasoning Path 1. (Abstract Leap) Recognize that this MOU functions as a ’contract for work’.

2. (Abstract Leap) A ’contract for work’ is a ’provision of service’.
3. (Conclusion) Therefore, the transaction is subject to VAT under Sec. 77/2.

Gold Answer Yes, the payment is subject to tax. The MOU is effectively a ’contract for work’, which constitutes a ’provision of service’ and is therefore subject to VAT as per
Sec. 77/2.

Semantic Reward Model No. [Failure: Fails the abstract leap.] MOUs are considered non-binding agreements and payments under them do not constitute taxable income.
LLM-Based Reward Model No. [Failure: Focuses on surface mismatch, misses the underlying problem.] The question is about income tax, but the context is about VAT. Therefore, the

context is irrelevant.

Table 2: Qualitative error analysis of OpenThaiGPT1.5-7B-Instruct with different reward signals. We highlight
correct reasoning and flawed reasoning.

expertise. This points to a clear area for future work
in developing reward mechanisms that incentivize
deeper conceptual reasoning.

8 Efficiency of Reward Signal Proxies

To investigate the efficiency gains between seman-
tic and LLM-based rewards, we compared the train-
ing cost in GPU-hours of both methods. When
using LLM-based judge, Qwen2.5-72B-Instruct
served with optimized inference stack, the train-
ing time cost up to 264 GPU-hours ($216). Our
proposed semantic reward, on the other hand, re-
duced the GPU-hours needed for training down to
104 GPU-hours ($85), achieving up to over 2.5×
cost and time saving.Additionally, semantic reward
is also more memory efficient as training only
requires one GPU, while the LLM-based reward
model requires one additional GPU for hosting the
reward model. 10

This disparity arises because the lightweight
BGE-M3 calculation adds minimal latency to the
RL loop, whereas the 72B judge model requires a
dedicated GPU for inference, creating a significant
training bottleneck. While a large judge may offer
reward signals with higher fidelity to final eval-
uation metrics, its computational cost is a major
barrier to online RL training. The strong in-domain

10Cost in USD was estimated based on A100 80GB
PCIE median rental cost of $0.82/hr via https://vast.ai/
pricing/gpu/A100-PCIE accessed April 2025.

performance of the BGE-M3 proxy confirms its
value as a cost-effective and practical method for
injecting answer quality signals during GRPO.

9 Conclusion

This work demonstrates that GRPO can be used to
align LLMs toward better legal question answering
and usually outperforms instruction tuning. The
model aligned with GRPO yields significant cita-
tion accuracy gains on in-domain tasks and im-
proves generalization on complex legal reasoning
for Thai-aligned models, a setting where instruc-
tion tuning consistently degrades performance.

Ablations of reward functions reveal a key trade-
off: an efficient semantic reward is cost-effective
for in-domain tasks but loses effectiveness on com-
plex generalization. While an LLM-based reward
model provides a more accurate signal, it does so
at over 2.5× the computational cost. Our ablations
confirm that using both citation and answer quality
rewards is necessary for the best outcomes.

Ultimately, our findings show that GRPO is a
highly effective approach for specialized domains,
but its success depends on the careful synergy of
the RL algorithm, base model capabilities, and re-
ward design. Future work should focus on creating
reward mechanisms that are both accurate enough
for complex reasoning and efficient enough for
practical training.
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Limitations

Our study is subject to four key limitations, primar-
ily stemming from computational constraints and
the unique structure of our dataset.

First, our exploration of combining reward sig-
nals was restricted; while a naive combination of
semantic and judge-based rewards proved subopti-
mal, we could not exhaustively explore calibrated
weighting or normalization schemes that might
yield synergistic benefits.

Second, we applied GRPO exclusively to
instruction-tuned models, leaving the investigation
of its direct application to base pre-trained models
as an area for future work.

Third, our evaluation was confined to a single,
specialized legal dataset. This limitation arises
from the scarcity of publicly available legal corpora
and, more significantly, the novelty of our data-
framing approach, which organizes context around
individual legal sections—the smallest reasonable
unit of law. Replicating this fine-grained structure
in other legal or non-legal domains (e.g., medicine)
to enable cross-domain evaluation was beyond the
scope of this work.

Finally, our experiments utilized the standard
GRPO algorithm (Shao et al., 2024). We did not
evaluate the more recent "Dr. GRPO" variant (Liu
et al., 2025), which introduces improvements like
length normalization to address known optimiza-
tion biases. A direct comparison of these algo-
rithms presents a valuable direction for future re-
search.
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A Hyperparameters

A.1 Training Hyperparameters

This section details the key hyperparameters used
for Instruction Tuning Fine-tuning (IT) and Group
Relative Policy Optimization (GRPO) training pro-
cedures described in Section 4. Common parame-
ters related to LoRA configuration, precision, opti-
mizer betas, and data handling were kept consistent
where applicable.

Hyperparameter GRPO Value IT Value
Learning Rate (lr) 5.00E-06 1.00E-05
LR Scheduler Type constant_with_warmup cosine
Max Gradient Norm 0.2 1.0
Epochs 1 3
Rollout Batch Size 10 N/A
SFT Batch Size N/A 4
Max Prompt Length 8192 8192
Max Completion Length 2048 2048
LoRA Rank (r) 256 256
Precision bfloat16 bfloat16
Retrieval Top-k 10 10
Gradient Accumulation Steps 1 1
Weight Decay 0.1 0.1
Warmup Ratio 0.1 0.1
Adam Beta1 0.9 0.9
Adam Beta2 0.99 0.99

Table 3: Comparison of Key Hyperparameters for SFT
and GRPO Training.

A.2 Inferencing Hyperparameters

This section details the hyperparameters used dur-
ing the inference phase to generate the model out-
puts for the final evaluation presented in Section 5.
These settings were applied consistently across all
model configurations (Baseline, SFT, GRPO) when
evaluating on the Nitibench-CCL and Nitibench-
Tax test sets using vLLM (Kwon et al., 2023). The
following parameters were used for text generation:

Generation Seeds: Inference was repeated three
times for each model configuration using the
following distinct random seeds: 69420, 69421,
and 69422. The final reported metrics are the
mean and standard deviation across these three
runs (as detailed in Section 4.4).
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Retrieval Top-k: Set to 10, same as the
Retrieval Top-k in the training hyperparam-
eter.

Temperature: Set to 1.0 for standard diversity in
the output.

B Input and Output Formats

This section provides concrete examples of the in-
put prompt structure fed to the models and the
target output format used during fine-tuning (both
SFT and GRPO), complementing the description
in Section 4.

B.1 Example Input Prompt Structure
The following illustrates the format of the input
provided to the models. This example assumes
the context retrieval resulted in k = 5 relevant
sections after length management. The {context}
placeholder represents the actual text content of
the corresponding legal section. The <law_code>
tags contain unique integer identifiers assigned to
each distinct legal section within our corpus; these
identifiers are used as keys and do not necessarily
correspond to official statutory section numbers.
1 What is the difference between financial

institution business and financial
business?

2
3 Relevant sections
4 <law_code>1</law_code><context>...</context>
5 <law_code>2</law_code><context>...</context>
6 <law_code>3</law_code><context>...</context>
7 <law_code>4</law_code><context>...</context>
8 <law_code>5</law_code><context>...</context>

B.2 Example Target Output Structure
The models were trained to generate outputs ad-
hering to the following XML-like structure. This
format separates the reasoning process, the final
answer, and the cited sources.
1 <reasoning>
2 The laws related to the method for director

resignation are ...
3 </reasoning>
4 <answer>
5 According to Section 1153/1 of the Civil and

Commercial Code and ...
6 </answer>
7 <citation>
8 <law_code>2</law_code>
9 <law_code>5</law_code>

10 </citation>

Note: The <reasoning> block contains the
model’s generated explanation or thought process.
The <answer> block contains the final synthesized

answer to the query. The <citation> block lists
the <law_code> identifiers that the model cites as
sources for its answer. During IT, this structure rep-
resents the target output. During GRPO, adherence
to this format and the correctness of the content
within the tags (<answer> and <citation>) are
evaluated by the reward functions.

C Evaluation of Qwen-72B as an
Automated Judge

To assess the viability of using Qwen2.5-72B-
Instruct as an online judge for generating Cov-
erage and Consistency rewards in GRPO (Sec-
tion 3.1), we compared its judgment reliability
against gpt-4o-2024-08-06 on the Nitibench-
CCL dataset, as it achieved the highest perfor-
mance among judges evaluated in the original
Nitibench paper (Akarajaradwong et al., 2025).
We follow Nitibench’s decoding hyperparame-
ters: temperature = 0.5, seed = 69420, and
max_completion_tokens = 2048.

As shown in Table 4, Qwen-72B achieved high
reliability, closely matching GPT-4o. For Cover-
age, Qwen-72B reached an F1-score of 0.84 (vs.
0.88 for GPT-4o), and for Consistency, it scored
0.97 (vs. 0.98 for GPT-4o). These results demon-
strate that Qwen2.5-72B-Instruct functions as a
reliable automated judge for these metrics on this
dataset, validating its use for providing sufficiently
accurate reward signals during GRPO training as
an alternative to external API calls.

Model Metric Precision Recall F1-score Support

Nitibench-CCL

gpt-4o-2024-08-06 Coverage .88 .88 .88 200
Consistency .98 .97 .98 150

Qwen2.5-72B-Instruct Coverage .85 .83 .84 200
Consistency .98 .97 .97 150

Table 4: Performance comparison of GPT-4o
(gpt-4o-2024-08-06) and Qwen2.5-72B-Instruct as
automated judges for Coverage and Consistency metrics
on the Nitibench-CCL dataset.

D Complexity of Nitibench-Tax over
Nitibench-CCL

While both Nitibench-CCL and Nitibench-Tax eval-
uate Thai Legal QA, the Nitibench-Tax dataset
presents a significantly more complex challenge,
designed specifically to test model generalization
and deeper reasoning capabilities (see Figure 4 for
answer length and section per answer comparison).
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model Citation F1 ↑ SD gains (%) Coverage ↑ SD gains (%) Consistency ↑ SD gains (%) Joint score gains (%)

Nitibench-CCL

openthaigpt1.5-qwen2.5-7b-instruct 0.4299 0.0048 0.5556 0.0010 0.8234 0.0048 0.6030
+LoRA GRPO (semantic reward) 0.7017 0.0016 63.23 0.7214 0.0041 29.84 0.8554 0.0021 3.89 0.7595 25.96
+LoRA GRPO (semantic reward, citation first) 0.6545 0.0044 52.25 0.7065 0.0053 27.16 0.8528 0.0028 3.57 0.7379 22.39

Nitibench-Tax

openthaigpt1.5-qwen2.5-7b-instruct 0.1850 0.0247 0.3367 0.0519 0.5400 0.0849 0.3539
+LoRA GRPO (semantic reward) 0.2482 0.0054 34.16 0.2500 0.0424 -25.74 0.6000 0.0490 11.11 0.3661 3.44
+LoRA GRPO (semantic reward, citation first) 0.2172 0.0146 17.43 0.2768 0.0026 -17.79 0.5333 0.0411 -1.24 0.3424 -3.24

Table 5: Comparison of GRPO (semantic reward) performance on OpenThaiGPT1.5-7B using the default output
format (reasoning->answer->citation) versus a modified format placing citations before the answer (reasoning-
>citation->answer).

This difference stems from several key aspects of
their origin and structure:

1. Dataset Origin and Curation:

• Nitibench-CCL: This dataset was curated
manually by legal experts who crafted
question-answer pairs primarily based on
single, specific legal sections from a de-
fined corpus of 35 financial laws. The
process involved a two-tiered expert re-
view to ensure quality. While its corre-
sponding training data (from WangchanX-
Legal-ThaiCCL-RAG11) could be multi-
label due to semi-automated generation,
the test set used for evaluation predomi-
nantly consists of single-label instances.

• Nitibench-Tax: This dataset originates
from real-world tax rulings scraped di-
rectly from the Thai Revenue Depart-
ment’s official website12 (cases from 2021
onwards). These represent authentic in-
quiries and official responses, reflecting
the complexity of actual tax law applica-
tion. The curation involved extracting rel-
evant cited sections and condensing the
official responses using an LLM, after fil-
tering out non-interpretive cases.

The use of real, official rulings in Nitibench-Tax
inherently introduces more complex scenarios
and language compared to the expert-crafted,
typically single-provision-focused questions in
the Nitibench-CCL test set.

2. Answer Length and Complexity: The com-
plexity difference is reflected in the average
length of the ground-truth answers (after con-
densation). The average answer length in

11https://huggingface.co/datasets/airesearch/WangchanX-
Legal-ThaiCCL-RAG

12https://www.rd.go.th

Nitibench-CCL is approximately 75 charac-
ters, whereas in Nitibench-Tax, it is roughly
606 characters - over eight times longer on av-
erage. This suggests that Tax answers inherently
require significantly more detail and potentially
cover more sub-points derived from the under-
lying complex rulings.

3. Multi-Label Nature (Sections per Answer):
This is a critical quantitative differentiator. The
Nitibench-CCL test set is explicitly single-label,
with an average of 1 ground-truth relevant le-
gal section per question. In contrast, Nitibench-
Tax is inherently multi-label, with an average
of 2.62 relevant sections per case. This re-
quires models not just to identify relevant sec-
tions but to synthesize information and reason
across multiple legal provisions simultaneously,
significantly increasing the reasoning complex-
ity compared to the single-label focus of CCL.

Figure 4: Complexity Comparison of Nitibench-CCL
vs. Nitibench-Tax.

In summary, the combination of using real-
world, complex tax rulings as source material and
their inherent multi-label requirement (demand-
ing reasoning across multiple sections) makes
Nitibench-Tax a substantially harder benchmark
than Nitibench-CCL for evaluating advanced legal
reasoning and generalization abilities.
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E Impact of Citation and Answer Position
in Output Format

The standard output format used in our experiments
follows the structure: reasoning -> answer -> cita-
tion (as in Appendix B.2), where the model first
provides its reasoning, then the synthesized answer,
and finally the supporting citations. To investigate
whether the position of the citation block relative
to the answer block influences performance, we
conducted an additional experiment.

We modified the target output structure to: rea-
soning -> citation -> answer, placing the cita-
tion block immediately after the reasoning and
before the final answer. We then retrained the
OpenThaiGPT1.5-7B-Instruct model using the
GRPO (semantic reward) configuration with this
modified "citation-first" target format. All other
training parameters remained identical to the corre-
sponding main experiment run.

The results of this comparison are presented in
Table 5. The data clearly indicates that altering
the standard format to place citations before the
answer consistently resulted in lower performance
across nearly all metrics on both the Nitibench-
CCL and Nitibench-Tax datasets compared to the
default format, where citations appear last. Notably,
Citation F1, Coverage, and the overall Joint Score
decreased in the "citation-first" configuration. On
the challenging Nitibench-Tax set, this format led
to performance even worse than the baseline in
terms of Joint Score (-3.24% gain).

While the exact reasons require deeper analysis,
this finding suggests that the default structure (rea-
soning -> answer -> citation) may provide a more
natural or effective flow for the model during gen-
eration and training. It’s possible that generating
the answer text first helps the model consolidate
the information needed before explicitly listing the
supporting citations. Regardless, based on these
results, maintaining the structure with the citation
block at the end appears preferable for achieving
optimal performance with our GRPO approach.
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Abstract

Legal interpretation frequently involves assess-
ing how a legal text, as understood by an ‘or-
dinary’ speaker of the language, applies to the
set of facts characterizing a legal dispute. Re-
cent scholarship has proposed that legal practi-
tioners add large language models (LLMs) to
their interpretive toolkit. This work offers an
empirical argument against LLM-assisted inter-
pretation as recently practiced by legal scholars
and federal judges. Our investigation in En-
glish shows that models do not provide stable
interpretive judgments and are susceptible to
subtle variations in the prompt. While instruc-
tion tuning slightly improves model calibration
to human judgments, even the best-calibrated
LLMs remain weak predictors of human native
speakers’ judgments.
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Abstract

Evaluating large language model (LLM) out-
puts in the legal domain presents unique chal-
lenges due to the complex and nuanced na-
ture of legal analysis. Current evaluation
approaches either depend on reference data,
which is costly to produce, or use standardized
assessment methods, both of which have signif-
icant limitations for legal applications.

Although LLM-as-a-Judge has emerged as a
promising evaluation technique, its reliability
and effectiveness in legal contexts depend heav-
ily on evaluation processes unique to the legal
industry and how trustworthy the evaluation ap-
pears to the human legal expert. This is where
existing evaluation methods currently fail and
exhibit considerable variability.

This paper aims to close the gap: a) we
break down lengthy responses into "Legal Data
Points" (LDPs) — self-contained units of in-
formation — and introduce a novel, reference-
free evaluation methodology that reflects how
lawyers evaluate legal answers; b) we demon-
strate that our method outperforms a variety of
baselines on both our proprietary dataset and an
open-source dataset (LegalBench); c) we show
how our method correlates more closely with
human expert evaluations and helps improve
inter-annotator agreement; and finally d) we
open source our Legal Data Points for a subset
of LegalBench used in our experiments, allow-
ing the research community to replicate our re-
sults and advance research in this vital area of
LLM evaluation on legal question-answering.

1 Introduction

Large language models (LLMs) are increasingly
integrated into legal workflows, supporting tasks
such as contract analysis (Narendra et al., 2024),
document classification (Prasad et al., 2024), in-
formation extraction (Bommarito II et al., 2021)
and court case outcome prediction (Chalkidis et al.,
2019). Lawyers and legal professionals are relying

more and more on legal outputs generated by an
LLM to counter increasing pressure to ’do more
for less’ and this shows no sign of slowing down
as the quality of legal AI tools increases (Gartner,
2024).

Among these applications, question-answering
over legal documents has emerged as a particu-
larly valuable task. Legal evaluation (commonly
referred to as ’legal review’ in legal circles) is a
crucial component of legal tasks, as it ensures that
legal outputs are correct, complete and relevant.
However, there are many challenges plaguing the
evaluation of such outputs; among other things, it
is time-consuming, requires highly specialized, ex-
pensive human experts and is prone to subjectivity
(Sun et al., 2024; Gu et al., 2025; Rastogi et al.,
2024; Guha et al., 2023a).

Traditional automated evaluation methods,
which rely on high-quality reference answers
(’ground truths’) (Lin, 2004; Zhang et al., 2019),
have partially mitigated these challenges. Yet, their
reliance on multiple expert lawyers to construct
comprehensive ground truths (Wang et al., 2023)
significantly limits their scalability, particularly in
the legal domain, where the nuance and variability
of legal language amplifies the requirements for
large, representative datasets for reliable real-world
evaluation.

LLM-as-a-Judge has emerged as a promising
evaluation paradigm that can assess outputs without
reference data and provide explanatory feedback
(Zheng et al., 2023; Fu et al., 2023). However, these
techniques can rely on hard to verify assessment
approaches and can be prone to bias and task vari-
ability (Bavaresco et al., 2024). Existing question-
answering methods that assess the whole answer as
a unit (Ryu et al., 2023) fail to capture the granular
assessment process that legal professionals employ
(Pagnoni et al., 2021). Recent research (Krumdick
et al., 2025) has also shown that LLM-as-a-Judge
methods perform significantly worse without good
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Figure 1: Based on a legal document, a question and an answer, our LeMAJ framework performs an automated
evaluation by segmenting the answer into Legal Data Points (LDPs) and evaluating each one. A domain expert
might also use this framework to manually evaluate each LDP and produce their own scores.

quality references.
Our research reveals a critical insight: automated

evaluations correlate significantly better with hu-
man expert judgments, even without human ref-
erences, when they mirror how lawyers actually
evaluate answers. From interviews with legal ex-
perts, we understand that there is added complexity
and logic to legal reasoning that needs to be built
into the LLM-as-a-Judge paradigm, bridging the
gap between both methods for better alignment.

We propose LeMAJ (Legal LLM-as-a-Judge),
a novel evaluation methodology specifically de-
signed to emulate lawyers’ evaluation processes.
Our approach decomposes LLM-generated an-
swers into discrete "Legal Data Points"—self-
contained units of information—and systematically
evaluates each for correctness and relevance while
identifying critical omissions. This granular as-
sessment provides the detailed feedback legal prac-
titioners require beyond simple accuracy scores,
drawing inspiration both from techniques in sum-
mary evaluation (Liu et al., 2023a,b; Tan et al.,
2024) and from our own user study.

Through empirical studies, we first demonstrate
that using LDPs improves alignment between hu-
man and LLM evaluation and correlation with gold-
standard meta-reviews. We will present how our
LeMAJ framework consists of two core elements:
the LeMAJ automated evaluation based on LDP
segmentation resulting in Correctness and Rele-
vance scores, as well as a user interface, display-
ing LDPs for annotation by human legal experts.
We then show how our LeMAJ automated evalu-
ation substantially outperforms various LLM and
non-LLM baselines when evaluated on both Legal-
Bench (Guha et al., 2023a)—an open-source le-

gal dataset—and proprietary legal data. Next, we
show how the LeMAJ user interface component
improved inter-annotator agreement between hu-
man legal experts when reviewing with LeMAJ.
Finally, we introduce a commercial use case for the
use of LeMAJ by showing time savings through
the triaging of answers for review.

To sum up, the main contributions of this article
are the following:

• We introduce LeMAJ, a novel automated eval-
uation framework for question-answering on
legal documents that mimics lawyers’ reason-
ing process, without requiring reference data.

• We demonstrate that its performance is su-
perior on both open-source and proprietary
datasets when compared to other methods, im-
proving alignment with human evaluation and
inter-annotator agreement.

• We provide a breakdown of time savings in a
commercial use case.

• We open source our Legal Data Points for a
subset of LegalBench used in our experiments,
allowing the research community to replicate
our results and advance research in this vital
area of LLM evaluation.

2 Related Work

Automatic evaluation: There are a number of eval-
uation methods used in the NLP space - N-gram
based methods such as ROUGE (Lin, 2004) and
BLEU (Papineni et al., 2002), or token level model-
based methods such as BertScore (Zhang et al.,
2020) or BartScore (Yuan et al., 2021). However,
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these methods require a human reference. We also
look at LLM-as-a-Judge methods, such as DeepE-
val (Ip and Vongthongsri, 2025), but while they can
be used without references, they tend to perform
poorly when used in a reference-free setting, espe-
cially when the LLM itself is not able to produce
a correct answer (Krumdick et al., 2025). Further-
more, model-based methods like LLM-as-a-Judge
suffer from task variability (Li et al., 2024; Gu et al.,
2025), meaning that one solution to fit all tasks is
unlikely to exist and people often tend to customize
any existing offering. This calls for adapting ex-
isting LLM-as-a-Judge methods to legal specific
tasks such as legal Q&A.

Replicating the reasoning process: Automated
evaluation methods are usually evaluated by com-
puting a correlation against human scores (Li et al.,
2024). Given the reliance on correlation with hu-
mans, it becomes imperative that higher levels of
inter-annotator agreement are reached. There are
a few factors that can contribute to rating disagree-
ments such as problems with the study setup, in-
sufficient information provided on the rating scale,
complex or highly subjective tasks, or even the an-
notator’s background (Rastogi et al., 2024). As a
result, being able to reduce these factors has be-
come a big research area, especially in situations
where the answers being evaluated are verbose.
Work in this space has proposed dissecting the an-
swer into easier to evaluate units (Liu et al., 2023a;
Tan et al., 2024), splitting the evaluation pipeline
into interpretable measures (Liu et al., 2023b), or
in cases where a high-quality reference output is
available, measuring the similarity between the two
(Zha et al., 2023). But issues still persist as the
actual measure is dependent on the task at hand,
with some favoring factuality and reducing hallu-
cinations (Min et al., 2023), while others focus on
correctness and human alignment. Therefore we
identify a need for a flexible and easily adaptable
metric.

3 Method

3.1 Aligning with Human Legal Evaluation:
Legal Data Points (LDPs)

Our evaluation methodology, LeMAJ, draws inspi-
ration from two sources: 1) the systematic evalua-
tion process employed by legal professionals when
reviewing legal answers, and 2) recent advances
in automated summary evaluation techniques. We
propose that legal answers, similar to summaries,

consist of discrete informational units. This gran-
ular assessment approach aligns with recent inno-
vations in summary evaluation methodologies (Liu
et al., 2023a,b; Tan et al., 2024; Min et al., 2023),
which similarly break down content into atomic
units of information for comprehensive evaluation.

A key difference with summarization evaluation
methods such as ACU (Liu et al., 2023b) however
is that applying summarization techniques to legal
Q&A requires adding a step, since summarization
and legal Q&A outputs serve a different purpose.
Q&A requires all atomic units of information to cre-
ate a whole and answer a specific question, whereas
summarization units are a condensed list of infor-
mation.

To better understand the legal reasoning process,
we performed a user study with four lawyers, ask-
ing them two simple questions: how would they
approach a legal review step-by-step, and what do
they look out for in an answer to grade the an-
swer as satisfactory? We present their answers in
Appendix A. Our findings show that legal profes-
sionals typically evaluate responses in a similar
fashion:

• Assessing answers by mentally decomposing
them into individual assertions, sentences or
by referencing the citation linked to each asser-
tion. This would usually happen in an ad hoc
way, with lawyers either annotating directly
on a document or splitting the individual as-
sertions mentally as they progress through the
answer.

• Verifying the factual correctness of each as-
sertion (against a reference if available, e.g. a
contract or a summary).

• Assessing the relevance of each factually cor-
rect assertion to the question at hand.

• Identifying any critical omissions from the
source document, if available.

For examples of LDPs, we refer to Appendix F.
We present a detailed breakdown of the evaluation
process in the following section.

3.2 Evaluation process

Our LeMAJ methodology emulates the legal rea-
soning process described above through two stages.
First, given the inputs of a legal document, a ques-
tion, an answer and (optionally) a ground truth
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Question Output Evaluation
What are the payment
terms?

"The payment terms depend on the
schedule set forth in the applicable State-
ment of Services. If customer chooses
to bill through an invoice, payment is
due within 45 days after the customer
receives the invoice, unless otherwise
specified on the applicable Order Form
(6.3). "

<Correct>Payment terms depend on the
schedule set forth in the applicable State-
ment of Services.
<Correct>For invoices, payment must
be received within 45 days after cus-
tomer receives the invoice.
<Irrelevant>Different payment terms
may be specified on the applicable Order
Form.
<Missing>Services may be suspended
in the event of payment delinquency, un-
less payment is suspended due to a dis-
pute between the Parties.

Table 1: Payment Terms Evaluation. The answer is split into LDPs, each individually assessed according to our
tagging system.

answer, we employ an LLM to decompose the an-
swer into distinct assertions made within the an-
swer, which we define as Legal Data Points. Then,
within the same prompt, we ask the LLM to tag
each of the LDPs using the following classification
system:

• Correctness: first, if the LDP contains a fac-
tual error or a hallucination, it is marked as
<Incorrect>;

• Relevance: factually correct LDPs are then as-
sessed on their relevance to the question asked.
This can be a rather subjective assessment in
the absence of good reference data. Through
prompting techniques we are able to tweak
our LLM to be more or less stringent in its
interpretation of relevance, similarly to how
different lawyers might assess this criterion.
If the LDP is considered irrelevant to the ques-
tion, it is marked <irrelevant>; in a standard
confusion matrix, this would be similar to a
false positive classification;

• Correct and Relevant: LDPs that are both
factually accurate and relevant are marked as
<correct>; similar to the true positive classifi-
cation;

• Critical Omissions: missing information that
should have been included in the answer is
added as new LDPs and marked as <missing>;
this is based on the false negative classifica-
tion.

Table 1 illustrates this tagging process with a
practical example, pulled from the payment terms
in a Master Service Agreement.

Based on the Legal Data Point classifications,
we derive the following quantitative metrics:

• Correctness = # Correct LDPs
# Correct LDPs+# Incorrect LDPs ,

measures factual accuracy by penalizing er-
rors and hallucinations

• Precision = # Correct LDPs
# Correct LDPs+# Irrelevant LDPs , mea-

sures relevance by penalizing irrelevant con-
tent

• Recall = # Correct LDPs
# Correct LDPs+# Missing LDPs , mea-

sures completeness by penalizing omissions

• F1 = 2×Precision×Recall
Precision + Recall , the classic F1 metric

that balances precision and recall to provide
an overall Relevance score

Importantly, this proposed metric is highly adapt-
able, enabling the scores to be adjusted according
to the specific priorities of the legal evaluation task.
For instance, when identifying missing information
is critical, greater emphasis can be placed on Recall
or Critical Omissions in the final score, offering a
more contextually relevant and precise evaluation.

4 Experiments and Results

4.1 Datasets

Proprietary: To evaluate our method’s real-world
effectiveness and refine our judge creation ap-
proach, we sourced an internal real-world dataset.
It contains 9 distinct contract types, with a total of
5 different contracts per type, totaling 1000 pairs of
Q&As. Subject matter experts developed specific
questions for each contract type, along with corre-
sponding ground truth answers to enable accurate
assessment and quick iterations. The breakdown
for the total amount of questions split by training
and test sets can be seen in Appendix C.

LegalBench: For the purpose of validating our
method, we ran it on an open-source dataset, cu-
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rated by a collaborative team across educational in-
stitutions under the auspices of Stanford University
as a benchmark to test LLMs’ legal reasoning in the
English language (Guha et al., 2023b). We selected
a subset of twelve contracts from this database at
random and 150 questions that contained both rela-
tively simple topics (e.g. governing law) and more
complex ones (e.g. competitive restriction excep-
tions). A breakdown of the data set can be seen
in Appendix C. We selected a subset only through
our in-house legal experts, prioritizing more com-
plex questions that would be a challenge to both
evaluation methods and human review. Moreover,
due to the low amount of LLM-generated incorrect
answers, we augmented this dataset with 20 manu-
ally created incorrect or partially incorrect answers,
bringing the size of this dataset to 170.

4.2 Improving alignment with legal experts
Our core claim is that using the LeMAJ automated
evaluation improves alignment with human eval-
uation on legal question-answering. We test our
method against several baselines on both our propri-
etary dataset and the LegalBench dataset by com-
paring the scores produced by each method to the
scores produced by human legal experts. Each an-
swer is evaluated based on two criteria, as defined
in the Section 3 above:

• Correctness: is the answer factually correct
given the question?

• Relevance (i.e F1): is the answer relevant
to the question? Are there any critical omis-
sions?

Both scores are graded on scale between 0 and 1. In
the absence of an industry standard scoring mech-
anism (Belz et al., 2023), we computed a human
score whereby the human legal expert attributes a
score between 1 and 5 for relevance and correctness
respectively of an answer which is then converted
to 0, 0.25, 0.5, 0.75 and 1 (see Appendix B).

4.2.1 Baselines
We compare our method against the following non-
LLM baselines which require a reference (ground
truth):

• BLEU (Papineni et al., 2002) and
ROUGE (Lin, 2004): BLEU and ROUGE
are evaluation metrics for generated text
that analyze n-gram overlap between gen-
erated and reference texts. While BLEU

focuses on precision with a brevity penalty,
ROUGE emphasizes recall, with variants
including ROUGE-1 (unigrams), ROUGE-2
(bigrams), and ROUGE-L (longest common
subsequence).

• BERTScore (Zhang et al., 2019) and
BARTScore (Yuan et al., 2021): Advanced
text evaluation metrics that leverage pre-
trained language models to assess text gen-
eration quality. BERTScore computes token-
level similarities using contextual BERT
embeddings and cosine similarity, while
BARTScore evaluates text by measuring the
conditional log-likelihood between generated
and reference texts using a BART sequence-
to-sequence model.

On the other hand, we also compare our
method against some out-of-the-box LLM-as-a-
Judge methods (Ip and Vongthongsri, 2025). We
use these methods reference-free, to draw a fair
comparison against LeMAJ.

For Relevance, we use the following:

• Answer Relevancy: This metric assesses how
relevant an output is in relation to an input,
specifically aiming to compare the relevancy
of each part of the answer to the question.

• Faithfulness: Faithfulness aims at assessing
how much an answer factually aligns with a
context (in this context the contract used to
produce an answer).

For Correctness, we use:

• Correctness: Correctness aims to assess how
correct an answer is given a question, an an-
swer and a contract (the context). To compute
this score, we use the G-Eval method of Deep-
Eval with a prompt we reproduce in Appendix
G.

• Hallucination: This metric is an out-of-the-
box method from DeepEval which aims at as-
sessing whether an answer is factually correct
given a contract.

4.2.2 Metrics
We evaluated our method and each baseline using
two metrics:

• Pearson Correlation: given a score produced
by a baseline or LeMAJ, we compute its cor-
relation with human gold standard scores.
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Proprietary Dataset LegalBench
Method Pearson (p-value) Bucketed Ac-

curacy
Pearson (p-value) Bucketed Ac-

curacy
BLEU-1 0.049 (1.52× 10−1) 0.05 0.142 (6.48× 10−2) 0.08
BLEU-2 0.095 (5.26× 10−3) 0.04 0.207 (6.75× 10−3) 0.08
BLEU-3 0.113 (8.67× 10−4) 0.03 0.241 (1.55× 10−3) 0.09
BLEU-4 0.105 (1.98× 10−3) 0.03 0.248 (1.09× 10−3) 0.08
ROUGE-1 0.095 (5.11× 10−3) 0.04 0.210 (6.05× 10−3) 0.09
ROUGE-2 0.133 (8.65× 10−5) 0.03 0.229 (2.70× 10−3) 0.09
ROUGE-L 0.107 (1.58× 10−3) 0.04 0.193 (1.16× 10−2) 0.09
BERTScore 0.174 (2.52× 10−7) 0.02 0.055 (4.78× 10−1) 0.05
BARTScore 0.105 (2.02× 10−3) 0.02 0.205 (7.40× 10−3) 0.08
DeepEval-
Answer
Relevancy

0.000 (9.92× 10−1) 0.37 0.079 (3.07× 10−1) 0.45

DeepEval-
Faithfulness

0.053 (1.20× 10−1) 0.48 -0.130 (9.22× 10−2) 0.41

LeMAJ 0.370 (1.46× 10−29) 0.50 0.354 (2.13× 10−6) 0.35

Table 2: Results on Proprietary Dataset and LegalBench, measuring relevancy. The first set of methods (BLEU,
ROUGE, BERT and BARTscore) use references, while the second set (DeepEval and LeMAJ) evaluate answers
without human references. LeMAJ shows high performance on both datasets.

• Bucketed Accuracy: We round each score to
the nearest lower quarter point (0, 0.25, 0.5,
0.75 or 1) bringing the continuous scores to
the same scale as the human review for accu-
racy correlation computation. We opted for
this metric due to an issue with Pearson corre-
lation (Elangovan et al., 2025), where if many
answers are fully correct or relevant, a single
change in a prediction can swing the correla-
tion very differently. This is particularly true
for Correctness, as our answers are typically
fully correct more than 90% of the time, par-
ticularly on LegalBench.

We introduce a third metric for our method only:
LeMAJ Alignment. This metric is measured by:
(1) mapping each LDP annotated by LeMAJ to an
LDP annotated by a human reviewer. This mapping
is done using an OpenAI Embedding model; and
(2) comparing the tags in each LDP pair to produce
an accuracy score, where any remaining unmapped
LDP is considered irrelevant if added by the LLM
or missing if added by a human reviewer. Due to
the nature of this metric, it can only be computed
on our method and is not used for comparisons.

4.2.3 Results
Experiment set-up: To ensure a fair comparison
between LLM-based methods, we used the same
LLM: Claude 3.5 Sonnet v2. Moreover, follow-
ing (Ye et al., 2024), we used a different LLM
(Claude 3.5 Sonnet v1) to generate the answers
in order to avoid introducing "self-enhancement
biases".

Relevance: We present our results when measur-
ing Relevance in Table 2. Overall, LeMAJ signifi-
cantly outperforms both non-LLM and LLM meth-
ods on our proprietary dataset, despite requiring
no references (compared with non-LLM methods).
LeMAJ also outperforms all other methods in terms
of correlation with human scores on the Legal-
Bench dataset. While DeepEval methods achieve
a higher Bucketed Accuracy, these methods actu-
ally do not provide accurate information: they tend
to give a nearly perfect score to each answer, and
since 48.2% of the answers are fully relevant, Deep-
Eval methods are correct around half of the time.
This is confirmed by the low correlation (0.079)
with human scores.

Correctness: We present our results on Cor-
rectness in Table 3. LeMAJ outperforms all other
methods on both our proprietary dataset and Legal-
Bench, achieving a higher correlation with human
evaluations than the baselines.

4.3 Reducing inter-annotator disagreement

Through our research, we understood that in tra-
ditional evaluation methods there is a high degree
of variability and subjectivity between different
human reviewers (Rastogi et al., 2024). This is a
barrier to the reproducibility of evaluation results
(Belz et al., 2023). Through the experiment below,
we show that we can use the LeMAJ user interface
to guide human legal experts by pre-determining
the segmentation of information in order to reduce
the risk of arbitrary misalignment between humans.
To do so, we computed two different human scores:

323



Method Proprietary Dataset LegalBench
Pearson (p-value) Bucketed Ac-

curacy
Pearson (p-value) Bucketed Ac-

curacy
BLEU-1 0.104 (1.52× 10−3) 0.02 0.135 (7.99× 10−2) 0.05
BLEU-2 0.116 (6.15× 10−4) 0.02 0.172 (2.51× 10−2) 0.06
BLEU-3 0.111 (9.92× 10−4) 0.02 0.195 (1.06× 10−2) 0.08
BLEU-4 0.090 (7.78× 10−3) 0.02 0.158 (3.94× 10−2) 0.08
ROUGE-1 0.139 (3.94× 10−5) 0.01 0.167 (2.97× 10−2) 0.05
ROUGE-2 0.128 (1.46× 10−4) 0.02 0.203 (7.89× 10−3) 0.07
ROUGE-L 0.131 (1.05× 10−4) 0.01 0.170 (2.69× 10−2) 0.06
BERTScore 0.164 (1.11× 10−6) 0.01 0.128 (9.72× 10−2) 0.02
BARTScore 0.074 (2.91× 10−2) 0.02 0.201 (8.57× 10−3) 0.08
DeepEval-
Correctness

0.077 (2.35× 10−2) 0.43 0.018 (8.13× 10−1) 0.24

DeepEval-
Hallucination

0.080 (1.79× 10−2) 0.04 -0.001 (9.95× 10−1) 0.14

LeMAJ 0.259 (7.54× 10−15) 0.95 0.700 (2.52× 10−26) 0.88

Table 3: Results on Proprietary Dataset and LegalBench, measuring correctness. LeMAJ outperforms both
DeepEval and non-LLM evaluation method on our proprietary dataset and on LegalBench.

the first relies on the LeMAJ framework to break
down an answer into LDPs, after which the human
legal expert uses the user interface to assess each
LDP and annotate it according to our tagging sys-
tem outlined above (as represented in Figure 1).
The second human score is manual and consists
of a more rudimentary evaluation schema (in the
absence of an industry standard scoring mechanism
(Belz et al., 2023)), asking the human legal expert
to assess the relevance and correctness of an an-
swer on a 5-point scale (which is then converted to
0, 0.25, 0.5, 0.75 and 1, see Appendix B).

Experiment setup: We tested whether the seg-
mentation into LDPs can improve IAA between
human reviewers. We performed this experiment
on the LegalBench open-source dataset only and
compared the following evaluations:

• the evaluation by two human legal experts us-
ing a 5-point scale, as outlined in Appendix B;
and

• the evaluation performed by human legal ex-
perts using LeMAJ, whereby human legal ex-
perts score every LDP using our mechanism
outlined above.

Next, we measure the difference between both hu-
man legal experts’ respective evaluations in their
manual evaluations and in their evaluations using
the LeMAJ tool.

Results: The average inter-annotator agree-
ment between different reviewers improves by 11%
when evaluating outputs for Correctness, indicating
that the reviewers are more aligned in their assess-
ment when using LeMAJ (Table 4 below). This can

be explained by the fact that Correctness evaluates
the factuality of the LDPs, which is arguably less
prone to subjectivity and legal interpretation.

A different picture emerges when assessing Rel-
evance; due to the inherently subjective nature
of Relevance, reviewers still present low inter-
annotator agreement to a similar degree as between
the manual evaluations. We believe that this is to be
expected, as this is a notoriously subjective assess-
ment in the legal sphere and typically defined by a
given task, as opposed to a broad industry standard.
The added value of our approach in using LeMAJ
is that we obtain a more granular picture of the
elements that were considered irrelevant, making
the assessment by the reviewer more transparent
and auditable (addressing some of the concerns
raised in (Pagnoni et al., 2021)), and generating
actionable insights that can be used to tweak the
prompting strategy further.

4.4 Scaling evaluations

Given the high computational cost of developing,
deploying and maintaining large models as judges
(Li et al., 2024; Gu et al., 2025), as well as the
reduction in speed during inference, we explored
various options to reduce the size of the model
while maintaining performance.

We explored a) prompt optimization techniques,
b) data augmentation, and c) an LLM Jury frame-
work involving multiple fine-tuned models. We
found that the LLM Jury framework was most
performant, but when balancing against cost, fine-
tuning with augmentation brought the best trade-
offs. More results can be found in Appendix D.

324



Contract Type # QA pairs Correctness Relevance
IAA:
manual

IAA:
LeMAJ

IAA:
manual

IAA:
LeMAJ

Co-Promotion Agreement 19 0.579 0.789 0.421 0.526
Consulting Agreement 12 0.833 1 0.667 0.5
Cooperation Agreement 10 0.7 0.7 0.4 0.5
Distributor Agreement 17 1 0.824 0.588 0.765
Endorsement Agreement 16 0.75 0.875 0.562 0.438
Intellectual Property Agreement 8 1 1 0.5 0.625
License Agreement 10 0.6 0.7 0.4 0.6
Licensing and Distribution Agree-
ment

5 1 1 0.8 0.2

Outsourcing Agreement 15 0.867 1 0.467 0.267
Promotion Agreement 17 0.765 1 0.471 0.471
Strategic Alliance Agreement 11 0.636 0.909 0.546 0.818
Website Hosting Agreement 10 0.6 0.8 0.8 0.7

Total 150 0.77 0.88 0.53 0.54

Table 4: Inter-Annotator Agreement (IAA) on Correctness and Relevance

5 Commercial use case: reduce human
review efforts through triage

Considering the significant amount of time, effort
and resources required for human evaluations, if
we can use LeMAJ to triage less controversial an-
swers, then we can reserve review by human legal
experts for the contentious or at-risk answers only.
As our LeMAJ Alignment score, and in parallel
confidence in the LeMAJ evaluation, increases, we
can rely more and more on LeMAJ to detect those
answers that do not need meticulous human expert
review.

We measure this by showing the potential time
savings created through this triaging system. First,
we track the time spent by human legal experts
doing both the manual evaluations and the evalu-
ations using the LeMAJ tool. Next, we use the
results of the automated LeMAJ evaluation on both
our proprietary dataset and the LegalBench dataset
and apply a set of thresholds to triage all results
that LeMAJ has given a Correctness score of 1
and a Relevance score of at least 0.80 (for our
proprietary dataset) and 0.85 (for the LegalBench
dataset). This enables us to create a split between
answers that should be flagged for review and an-
swers that are cleared. Our findings show that this
results in time savings of up to 50% on our propri-
etary dataset and up to 30% on LegalBench (Tables
19 and 21 in Appendix H). When running against
production-level tools it enables organizations to
bucket information for training and iteration, gives
users confidence in what to review, and other use
cases.

6 Conclusion

We introduced LeMAJ, a novel evaluation frame-
work that seeks to closely emulate the legal reason-
ing process. We have shown that by splitting up a
legal answer into single units of information (Legal
Data Points) we can use LLMs to evaluate the Cor-
rectness and Relevance of a given answer at more
granular level. The results of this methodology
show a stronger correlation between the LeMAJ
evaluation and a human gold standard than existing
benchmarks on both our proprietary dataset and
a subset of an open-source dataset, LegalBench.
Additionally, we demonstrate that LeMAJ can im-
prove inter-annotator agreement on Correctness,
addressing a critical issue in the development of
high-quality reference data and for the effective
evaluation of assessment methods. Finally, we
showcase the time savings in a practical application
and a potential deployment pathway for LeMAJ.

Future work will look at increasing the accuracy
of the method, improving its ability to detect incor-
rect and missing information even further, as well
as extending the scalability work to a multi-agent
framework that can detect the needs of a task and
adapt the metric on the fly, attempting to improve
issues around task variability in a single LLM-as-a-
Judge framework.
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A Appendix A. User study on lawyers’
approach to evaluation

We interviewed four lawyers of varying level of
seniority (junior to 5 years Post-Qualification Ex-
perience or PQE) who are currently working in the
legal industry and we asked them to answer the
following two questions:

• When you are reviewing the output of another
lawyer, how would you describe your process
step-by-step?

• What elements would you assess to check that
an output is satisfactory?

Below is a breakdown of their answers.
Lawyer 1: "I would read the answer and read

the corresponding part of the contract. I would
then compare each sentence of the answer to the
relevant section of the contract and decide how
correct that part of the answer is. I would check
sentence-by-sentence that the answer is correct."

Lawyer 2: “I would identify key elements that I
would check, for example if there are 5 exceptions
I check that they are all present in the output.”

Lawyer 3: "Legal Analysis Check + Quality
Control. - Verify accuracy, breadth of response and
citations. How I review for accuracy is as follows:

1. Read the report question and the answer pro-
vided.

2. Is the answer directly answering the question?

3. If so, is the content factually correct - click
and read through the citation(s) where the in-
formation was pulled from

4. If so, confirm that the report has not missed
information about the topic from anywhere
else in the contract. Do a Ctrl F search in the
contract for key words relating to the ques-
tion/answer.

5. If the report has missed information from the
contract, I would re-review the prompt and
potentially amend it to be more prescriptive.
If the prompt appears fine, I would manually
add in the information from the contract into
the report aligning to the answer type - if a
summary, I would potentially use Claude to
summarise concisely.1

1Author’s note: the reviewer is referring to answers gener-
ated by an LLM

6. Once complete for every section, do a final 2
eye scroll of the contract confirming all key
aspects have been included."

B Appendix B. Inter-annotator
agreement grading mechanism

Lawyer 4: "Process

• Substantive Legal Analysis

– Verify that the responses provided accu-
rately reflect the underlying documents
- clicking into each citation to check the
response

– Identify any gaps in analysis that should
be addressed, ensuring that the document
has been read and references as a whole,
taking into account the interrelation be-
tween separate provisions / definitions

– Ensure that the form of output provided
aligns with the client’s needs

• Accuracy & Consistency

– Confirm factual accuracy, ensuring no
misstatements or oversights

– Ensure that the format of the output for
each issue is consistent across each doc-
ument

• Clarity & Readability

– Evaluate if the language is clear, concise,
and appropriate for the audience.

– Identify and eliminate unnecessary jar-
gon or overly complex phrasing.

– Ensure any explanations are easy to fol-
low for the intended reader.

• Formatting & Citation Check

– Ensure consistency of formatting
throughout

– Verify correct citation style
– Ensure the document meets firm or client

formatting standards

• Final Review

– Proofread for grammar, spelling, and
punctuation

– Cross-check all numerical or financial
figures if applicable

– Ensure overall consistency and complete-
ness
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Contract Type Training Testing Total
Lease Agreements 60 40 100
Supplier Agreements 60 40 100
SaaS Agreements 60 40 100
Master Service Agreements (MSAs) 60 40 100
Limited Partnership Agreements (LPAs) 60 60 120
Side Letters 66 88 154
Shareholder’s Agreements (SHAs) 60 40 100
Non-Disclosure Agreements (NDAs) 60 40 100
Sale and Purchase Agreements (SPAs) 51 34 85
Total 537 422 959

Table 5: Distribution of Legal Contract Types in Proprietary Dataset

Contract Type Total
Hosting Agreement 10
Cooperation Agreement 10
Promotion Agreements 36
Endorsement Agreement 16
Licensing, Distribution and Marketing Agreements 32
Outsourcing Agreement 15
Intellectual Property Agreement 8
Consulting Agreement 12
Strategic Alliance Agreement 11
Total 150

Table 6: Distribution of Legal Contract Types in LegalBench Subset

Assessment of Output:

• Legal Accuracy – All outputs accurately re-
flect the contents of each agreement

• Citations - all outputs contain accurate cita-
tions

• Comprehensiveness – All issues are ad-
dressed and the outputs take into account the
document(s) as a whole

• Clarity – The language is clear, concise, and
free of ambiguity.

• Professionalism – Proper and consistent for-
matting and citations."

We provide in Table 7 an error analysis for each
of the steps in the pipeline:

• On datapoints splitting only: In our first exper-
iments, we iterated using reference data, i.e.
a proprietary dataset which contained each
answer split into individual data points by hu-
man legal experts. We then did some limited
testing on how well the model was aligned

with the human split and what the margins of
error were.

– Our human reference data contained
2144 LDPs.

– LeMAJ (Claude Sonnet 3.5 v2) split the
same dataset into 1964 LDPs, a differ-
ence of less than 10%.

• When looking at the end-to-end pipeline:
When analysing the errors made by the LLM-
as-a-Judge, we counted how many of these
errors were due to different splitting by the hu-
man (reference data) and the LLM-as-a-Judge.
Our error analysis showed that out of 212 tag-
ging errors made by LeMAJ, 34 were due to
difference in LDP split, or 16% of all errors.
We consider this an acceptable margin of er-
ror.

• We also performed a meta-review to account
for the discrepancy between humans and
the LLM. The meta-reviewers did not know
which reviews came from LeMAJ and which
reviews came from humans. Aside from that,
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Error Category Occurrences
(count of total)

Occurrences
(sum of total)

Data points from answer missing from LeMAJ eval-
uation. These are errors whereby the evaluation by
LeMAJ has missed data points from the answer into
its evaluation.

34 41

The errors are due to LeMAJ splitting up a data point
into further data points, causing the evaluation to no
longer align with the reference data.

34 34

LeMAJ tagged the data point wrong. 38 44
LeMAJ is too lenient concerning level of detail when
grading a data point.

57 90

Additional data points are added by LeMAJ that are
not in the ground truth or answer.

1 3

Total reviewed errors 164 212

Table 7: LeMAJ Error Analysis

they also had the ground truth at their disposal
in case the reviews differed drastically.

C Appendix C. Datasets

Below in Table 8 is the grading mechanism used by
lawyers to perform a fully ’manual’ evaluation, i.e.
without the involvement of LeMAJ or any LLM-
as-a-Judge tool.

D Appendix D. LeMAJ Iterations

The below iterations have been performed solely
on the proprietary dataset. The best model in terms
of the trade-off between cost and performance was
chosen to be represented in the final LegalBench
evaluation. We present two accuracy metrics - a
base and an adjusted version, with the adjusted
version incorporating an additional text matching
process alongside category evaluation.

E Appendix E. Baseline performance

In our evaluation of base models without fine-
tuning, Claude 3.5 Sonnet v2 demonstrated promis-
ing performance with an adjusted LeMAJ accuracy
of 0.75. While the exact count of color tags did not
precisely match the human evaluation, the overall
proportion showed notable similarity, indicating a
good baseline understanding of the task.

In contrast, Haiku scored 0.44 without fine-
tuning, performing approximately 30% worse than
Sonnet. This performance gap is understandable
given that Haiku is a significantly smaller model
compared to Sonnet. However, a concerning pat-
tern emerged in Haiku’s output: the proportion of

green tags was disproportionately high, and the
model produced no red tags at all. This skewed dis-
tribution suggests that Haiku’s base performance
lacks the nuanced understanding required for accu-
rate legal judgments. You can see those results in
tables 9 and 10.

Despite this, the results indicate substantial room
for improvement through fine-tuning, particularly
for the Haiku model, where targeted training could
potentially address the imbalance in tag distribution
and enhance overall performance.

E.1 Finetuning hyperparameter search

Learning Rate Multiplier: Learning Rate Multi-
plier (LRM) controls the maximum learning rate
during the training process. When LRM is 1, the
maximum learning rate during the training is 0.5.
When LRM is 0.1, the maximum learning rate is
0.5 x 0.1 = 0.05. To be more specific, Claude
3 model customization on Amazon Bedrock em-
ploys a Piecewise Linear Learning Rate Scheduler,
which starts with a learning rate of zero → gradu-
ally increases to a maximum learning rate during
the first 5% of training steps → remains constant
until 80% of steps are completed → proceeds to
a linear cooldown to zero. Through extensive ex-
perimentation, we determined that a learning rate
multiplier of 1.0 was optimal for our use cases.

Epoch: In contrast, the number of epochs
demonstrated a more substantial influence on
model performance. We observed a significant im-
provement in learning capabilities between epochs
2 and 3, with accuracy jumping from 0.694 in

330



Correctness Relevance
Category Score Category Score
Completely correct 1 Completely relevant 1
Mostly correct 0.75 Mostly relevant 0.75
Equally correct and incorrect 0.50 Equally relevant and irrelevant 0.50
Mostly incorrect 0.25 Mostly irrelevant 0.25
Completely incorrect 0 Completely irrelevant 0

Table 8: Scoring Categories for Correctness and Relevance

EXP # Foundation Model LeMAJ Accuracy LeMAJ Accuracy Adjusted
Baseline 1-1 Sonnet 3.5 v2 0.716 0.757
Baseline 2-1 Haiku 0.469 0.447

Table 9: Baseline performance without finetuning

one experiment to 0.836 in another. Additionally,
we noticed an increasing proportion of "Missing"
tags compared to "Correct" tags as the number of
epochs increased. However, it’s crucial to empha-
size that while epochs showed a more pronounced
effect in our experiments, this is not universally
applicable. The optimal number of epochs can
vary depending on factors such as training set size,
necessitating careful experimentation for each spe-
cific use case.

E.2 Prompt iterations

We explored a range of prompts, the results of
which we can see in Table 11. Our findings re-
vealed that prompt engineering can have a signifi-
cant impact on the performance of baseline models.
However, once the models were fine-tuned (EXP
1, 2 and 3), the differences in performance across
various prompts became notably marginal.

For instance, when applied to the baseline model,
prompt v3 demonstrated the highest accuracy, fol-
lowed by v2 and v1 respectively. Interestingly, this
order shifted when the same prompts were applied
to the fine-tuned model. In this scenario, prompt
version 2 emerged as the top performer, achieving
an accuracy of 0.821. These results suggest that
while careful prompt design can enhance the perfor-
mance of base models, the benefits of prompt engi-
neering become less pronounced after fine-tuning,
as the model adapts more comprehensively to the
specific task at hand.

To better analyze what part of the information
the judge would frequently misclassify, we look at
the LDP tagging variability for each experiment in
Table 12. We see that some of the critical pieces it
tends to misclassify are the "Incorrect" and "Miss-

ing" data points.

E.3 Data Augmentation

Our hypothesis was that the misclassification was
happening as a result of data skew in our training
set and as a result we employed a set of data aug-
mentation techniques meant to supplement some
of the lacking LDPs in our training set (listed in
Table 13).

Contrary to our expectations, models fine-tuned
with the augmented dataset showed a slight de-
crease in accuracy (Table 14). For instance, the
non-augmented model (EXP2-1) achieved a score
of 0.821, while the "Incorrect, Missing" augmented
model (EXP9) scored 0.798. However, the aug-
mented models did return more "Incorrect" and
"Missing" samples (Table 15), suggesting that they
were learning the distribution present in the training
set.

These data augmentation experiments suggest
that while data augmentation is a popular technique
in LLM trainings generally, its application in the
legal domain may be challenging and require ex-
tensive human evaluation. However, from the cus-
tomer’s perspective, it would be more sensible to
focus on annotating the available training set rather
than reviewing synthetic samples. Thus, data aug-
mentation should be considered as a last resort
when no other data is available.

E.4 LLM Jury

In our pursuit of optimizing the LLM Judge
model’s performance, we explored several ensem-
ble approaches, collectively referred to as the LLM
Jury. These methods aim to leverage the strengths
of multiple fine-tuned models to enhance overall
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Experiment Foundation
Model

Correct Incorrect Irrelevant Missing Total Count

Human - 901 24 362 857 2144
Baseline 1-1 Sonnet 3.5 v2 791 41 347 785 1964
Baseline 1-2 Haiku 1229 0 177 445 1851

Table 10: Baseline LDP splitting without finetuning

Experiment Foundation Model Prompt LeMAJ Accuracy LeMAJ Accuracy
Adjusted

Baseline 2-1 Haiku v1 0.469 0.447
Baseline 2-2 Haiku v2 0.551 0.483
Baseline 2-3 Haiku v3 0.564 0.515
EXP1 Haiku v1 0.796 0.813
EXP2 Haiku v2 0.805 0.821
EXP3 Haiku v3 0.796 0.812

Table 11: Performance of prompt iterations

accuracy and robustness. We tried four different
flavors of LLM Jury:

Rule-based: This approach employs heuristics
to determine the final verdict. This method as-
signs greater weight to non-green labels, priori-
tizing them in the order of red, grey, orange, and
green, in accordance with the customer’s emphasis
on detecting incorrect (red) data points.

Majority Voting: This approach compares the
outputs of three judges and selects the most com-
mon color label for each data point.

Rule-based + Majority Voting: Building upon
the aboves, we developed a hybrid approach that
combines majority voting with rule-based decision-
making. This method prioritizes red labels when
identified by any judge, otherwise defaulting to the
majority rule.

Chain-of-verification: This approach, utilizing
a base Claude 3.5 Sonnet v2 as a final judge to
refine the output generated by the fine-tuned model.
This method leverages the LLM’s inherent reason-
ing and self-verification capabilities.

Among these four approaches, the combination
of majority voting and rule-based decision-making
demonstrated the best overall performance (0.852).
Notably, we discovered that by combining two
models with "Incorrect" data augmentation and
one without, we could maximize the ability to dis-
cern "Incorrect" cases. This configuration, corre-
sponding to the fifth row in Table 16, achieved an
accuracy of 0.844, only 0.1% lower than the best-
performing method while generating significantly
more red samples.

F Appendix F. Examples of Legal Data
Points

We provide in Table 17 and Figure 2 several ex-
amples of pairs of questions and answers, as well
as the evaluation of each answer using the LeMAJ
framework: spitting an answer into LDPs, and eval-
uating each one of them.

G Appendix G. DeepEval Correctness
Prompt

We use the following prompt with the G-Eval
method of DeepEval to assess the correctness of
an answer: You are a legal expert, tasked with
evaluating an answer to a question about a legal
contract. You have been provided with the follow-
ing information:

• A legal contract

• A question about the legal contract

• An answer to the question

Evaluate the correctness of the answer.

H Appendix H. Commercial use case:
reduce human review efforts through
triage

H.1 Time savings on our proprietary dataset

We applied the thresholds outlined above to obtain
the breakdown in Table 18. For verification pur-
poses, the table also includes the Correctness and
Relevance scores as verified by human review. We
can see that a sizable chunk of answers pass both
thresholds, while their average Correctness and Rel-
evance scores remain very high. In addition, the
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Figure 2: An example of LDPs with both the LLM evaluation performed by LeMAJ and the human evaluation by a
human legal expert, resulting in the LeMAJ Alignment score.
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Experiment Foundation
Model

Prompt Correct Incorrect Irrelevant Missing Total
Count

Human - - 901 24 362 857 2144
Baseline 2-1 Haiku v1 1229 0 177 445 1851
Baseline 2-2 Haiku v2 1666 0 247 74 1987
Baseline 2-3 Haiku v3 1250 3 190 425 1868
EXP1 Haiku v1 1019 3 306 718 2046
EXP2 Haiku v2 988 0 343 714 2045
EXP3 Haiku v3 1018 1 326 651 1996

Table 12: LDP distribution for prompt iterations

Type Description
remove_info Find a "Correct" data point from the evaluation and remove

the matching data point from the answer. Change its tag from
"Correct" to "Missing".

incomplete_info Find a "Correct" data point from the evaluation and modify the
matching data point from the answer so that the information it
conveys becomes incomplete. Change its tag from "Correct and
Relevant" to "Missing".

change_value Modify a specific number or named entity in the answer and tag
it with "Incorrect" in the evaluation.

add_extra_info Add 1-2 sentences to the answer using LLM’s own legal knowl-
edge and tag it with "Incorrect" in the evaluation.

contradicting_info Rewrite the answer so that it contradicts with the ground truth.
Keep the original data points in the evaluation as "Missing" and
add the rewritten data point with "Incorrect" tags.

Table 13: Data augmentation process

EXP # Foundation Model Augmentation LeMAJ Accuracy LeMAJ Accuracy
Adjusted

EXP1 Haiku None 0.80513 0.82148
EXP2 Haiku Incorrect 0.77439 0.80571
EXP3 Haiku Incorrect, Missing 0.78164 0.79887
EXP4 Haiku None 0.80695 0.83697
EXP5 Haiku Incorrect (n=10) 0.79519 0.81477
EXP6 Haiku Incorrect (n=15) 0.81386 0.82679

Table 14: Performance with different augmentations

EXP # Foundation
Model

Augmentation Correct Incorrect Irrelevant Missing Total Count

Human - - 901 24 362 857 2144
EXP1 Haiku None 988 0 343 714 2045
EXP2 Haiku Incorrect 1046 23 338 669 2076
EXP3 Haiku Incorrect,

Missing
1006 7 350 720 2083

EXP4 Haiku None 841 1 433 888 2163
EXP5 Haiku Incorrect

(n=10)
869 4 372 802 2047

EXP6 Haiku Incorrect
(n=15)

821 12 376 917 2126

Table 15: LDP distribution with different augmentations

LeMAJ Alignment score gives us confidence that
LeMAJ has evaluated these answers in a manner
very closely aligned to how humans would have.
We can therefore assume that this portion of an-

swers have been evaluated correctly and do not
need human review.

To translate that into time savings, we measured
time spent on reviewing a set of answers by con-
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Jury Method Accuracy Correct Incorrect Irrelevant Missing Total Count
Human - 901 24 362 857 2144
Rule Based 0.842 841 1 452 916 2210
Majority Voting 0.854 978 1 446 793 2218
Majority Voting +
Rule Based

0.852 912 3 447 847 2209

Majority Voting +
Rule Based

0.845 858 20 444 924 2246

Chain of Verifica-
tion

0.806 830 1 423 841 2095

Table 16: LLM Jury accuracy and LDP splits

tract type, as summarized in the Table 19, and cal-
culated how the triaging would affect time spent on
reviewing the remainder of answers.

H.2 Time savings on LegalBench
On average, a manual review by a human legal ex-
pert of the LegalBench dataset would take a little
under eight hours, with around 3 to 4 minutes on
average spent per question (this is of course an av-
erage and can vary significantly depending on the
complexity of the question). We applied thresholds
of a Correctness score of 1 and a Relevance score
of at least 0.85, resulting in the triage included in
Table 20 below. Rather than include a breakdown
per contract type, we have included the same re-
view, performed by different reviewers, to illustrate
consistency in the results of our approach.

A human review of those triaged answers reveals
an average Correctness score of 0.96 and an aver-
age Relevance score of 0.86, remaining very close
to LeMAJ scores. We are then able to create an
approximation of time savings that this triaging
would allow. In a commercial context, such as that
of an in-house legal team or a legal AI team, this
methodology can save reviewing teams time and
effort spent on exercises like quality assessments
of answers and legal review.
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Issue Question Answer Evaluation
Document
Name

Highlight the parts (if
any) of this contract
related to "Document
Name" that should be re-
viewed by a lawyer. De-
tails: The name of the
contract

The name of the contract
is ’WEB SITE HOSTING
AGREEMENT’ ([par_1]
Preamble).

<correct>The name of the
contract is "WEB SITE
HOSTING AGREEMENT"
[par_1]

Agreement
Date

Highlight the parts (if
any) of this contract
related to "Agreement
Date" that should be re-
viewed by a lawyer. De-
tails: The date of the
contract

The agreement date is April
6, 1999 ([par_1] Unnum-
bered Clause).

<correct>The agreement
date is April 6, 1999
([par_1])
<missing>The agreement
also mentions April 1, 1999
as the commencement date
([par_36])

Effective Date Highlight the parts (if
any) of this contract re-
lated to "Effective Date"
that should be reviewed
by a lawyer. Details:
The date when the con-
tract is effective

The contract specifies that
it is entered into on April
6, 1999 ([par_1] 1). This
date appears to be the ef-
fective date of the contract,
though the term ’Effective
Date’ is not explicitly de-
fined or used in the agree-
ment.

<correct>The contract is
entered into on April 6,
1999 [par_1]
<irrelevant>This date ap-
pears to be the effective date
of the contract, though the
term ’Effective Date’ is not
explicitly defined or used in
the agreement.

Governing Law Highlight the parts (if
any) of this contract
related to "Governing
Law" that should
be reviewed by a
lawyer. Details: Which
state/country’s law gov-
erns the interpretation
of the contract?

The contract specifies that
the laws of the State of
Florida govern its validity,
construction, interpretation,
and legal effect ([par_46]
46).

<correct>The contract is
governed by the laws of the
State of Florida [par_46]

Table 17: Examples of Q&A pairs with an evaluation of each answer following the LeMAJ framework. These
evaluations can be done automatically or by a domain expert.
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r

QA pairs 100 120 100 100 95 80 90 85 100
Passing triage 30 15 30 46 22 25 36 32 34
Human Correctness 1 1 1 0.99 0.97 1 1 0.99 0.99
Human Relevance 0.91 0.95 0.95 0.91 0.92 0.95 0.97 0.96 0.93
LeMAJ Alignment 0.86 0.91 0.81 0.84 0.83 0.93 0.86 0.94 0.86
QA pairs to review 70 105 70 54 73 55 54 53 66

Table 18: Triaging of answers with Correctness = 1 and Relevance ≥ 0.80
Lea

se
s

LPA M
SA

s

NDA

Sa
aS

SH
As

Si
de

Lett
ers

SP
As

Su
pp

lie
r

QA pairs 100 120 100 100 100 80 90 85 100
Approx. human re-
view time (hours)

7.5 15 10 10 10 14.5 15 15 10

Proportion to review 30% 14% 30% 50% 20% 40% 40% 40% 30%
New estimated human
review time (hours)

∼5 ∼13 ∼7 ∼5 ∼8 ∼11 ∼9 ∼9 ∼7

Table 19: QA Pairs and Human Review Time Distribution

Evaluation by Reviewer A Reviewer B
QA pairs 150 150
QA pairs passing triage 51 51
LeMAJ Alignment of triaged QA pairs 0.72 0.78
QA pairs to review 99 99
LeMAJ Alignment of QA pairs to review 0.49 0.5

Table 20: Triaging of answers based on Correctness and Relevance thresholds on LegalBench

Evaluation by Reviewer A Reviewer B
QA pairs 150 150
Time spent (in hours) 8.25 7.55
Answers to review 99 99
New estimated human review time 5.45 4.98
Approx. time saving 30% 30%

Table 21: Illustrative potential time savings on LegalBench
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Abstract

Wills must comply with jurisdiction-specific
statutory provisions to be valid, but retriev-
ing the relevant laws for execution, validation,
and probate remains labor-intensive and error-
prone. Prior legal information retrieval (LIR)
research has addressed contracts, criminal law,
and judicial decisions, but wills and probate
law remain largely unexplored, with no prior
work on retrieving statutes for will validity as-
sessment. We propose a legal information re-
trieval framework that combines lexical and se-
mantic retrieval in a hybrid pipeline with large
language model (LLM) reasoning to retrieve
the most relevant provisions for a will state-
ment. Evaluations on annotated will-statement
datasets from the U.S. states of Tennessee and
Idaho using six LLMs show that our hybrid
framework consistently outperforms zero-shot
baselines. Notably, when paired with our hy-
brid retrieval pipeline, GPT-5-mini achieves
the largest relative accuracy gains, improving
by 41.09 points on the Tennessee and 48.68
points on the Idaho test set. We observed sim-
ilarly strong improvements across all models
and datasets.

1 Introduction

A will is a legal document that articulates an indi-
vidual’s final intentions, including the distribution
of assets, the administration of the estate, and ap-
pointment of guardians for dependents. For a will
to be legally valid, its execution, validation, and
probate must comply with the statutory provisions
of the governing jurisdiction (Moy, 2024). Valida-
tion generally requires confirming that the docu-
ment satisfies formal legal criteria, such as being
in writing, signed by the testator, and witnessed by
competent individuals, and that real-world condi-
tions, such as the testator’s mental capacity or the

Code and dataset are available at https://github.com/
asiful109/will-law-retrieval

eligibility of witnesses, align with statutory defini-
tions (Langbein, 1974).

These requirements are codified in jurisdiction-
specific statutes, and failure to comply with even
a single provision may render a will partially or
entirely invalid (Hirsch, 1996). Therefore, the first
step in assessing validity is to retrieve the statu-
tory provisions relevant to the specific will state-
ment. This task is challenging because the applica-
ble provisions are dispersed across large and com-
plex collections of statutes covering a wide range
of legal issues. Traditionally, this lookup process
has been conducted manually by legal profession-
als, who must examine statutory codes to identify
the relevant laws. Such manual retrieval is time-
consuming, costly, and prone to error.

The growing digitization of legal texts and the
adoption of computational methods in law present
an opportunity to automate this process. Advances
in artificial intelligence (AI) and natural language
processing (NLP), particularly in information re-
trieval (IR), have demonstrated strong performance
across diverse legal tasks (Quevedo et al., 2024).
However, the domain of wills and probate law re-
mains largely underexplored. To the best of our
knowledge, no prior work has directly addressed
the retrieval of statutory provisions specifically rel-
evant to the validity of wills.

Motivated by this gap, we propose a legal in-
formation retrieval framework that automatically
retrieves relevant statutory provisions to verify the
validity of will statements. Our approach integrates
lexical and semantic retrieval in a hybrid pipeline,
enhanced with large language model (LLM) reason-
ing, and is evaluated on comprehensive statutory
corpora and annotated datasets of real-world will
statements. This work makes two key contribu-
tions:

(1) We present a framework for retrieving statutory
provisions relevant to will validation by formulat-
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ing the task as an open-domain legal information
retrieval problem. We use this framework in a set-
ting that, to our knowledge, has not been explored
before, making both our problem formulation and
application domain (wills and probate law) novel.

(2) We evaluate this framework on two public-
domain datasets of will statements from U.S. ju-
risdictions (Tennessee and Idaho) and compare
its performance against traditional information re-
trieval baselines. Experimental results show that
our method significantly outperforms these base-
lines, underscoring its effectiveness in automating
the retrieval of statutory provisions for will valida-
tion.

2 Related work

Legal information retrieval (LIR) has been widely
applied across diverse legal tasks, including case
law retrieval for identifying relevant precedents
(Cao et al., 2024), statutory law retrieval for find-
ing applicable statutes or regulations (Louis et al.,
2023), contract clause analysis for extracting legal
obligations such as confidentiality and termination
(Wang et al., 2025), regulatory compliance by link-
ing business activities to statutory requirements
(Sun et al., 2025), and legal question answering
(Hu et al., 2025).

Early LIR systems relied on lexical retrieval
techniques such as TF–IDF (Salton and Buck-
ley, 1988) and BM25 (Robertson and Zaragoza,
2009), as well as symbolic legal ontologies (Ben-
jamins et al., 2005). Although effective for ex-
act keyword matching, these approaches struggled
with lexical variation and synonymy (e.g., “mi-
nor heir” versus “underage beneficiary”), limiting
their robustness in complex legal tasks (Chen et al.,
2013; Murata et al., 2005; Saravanan et al., 2009).
These challenges motivated a shift toward seman-
tic and neural retrieval methods. The advent of
transformer-based encoder models such as BERT
(Devlin et al., 2019) and legal-domain variants like
LEGAL-BERT (Chalkidis et al., 2020) revolution-
ized legal retrieval by enabling context-aware em-
beddings. Transformer based encoder models now
consistently outperform traditional lexical base-
lines like BM25 and TF–IDF across legal retrieval
tasks (Rabelo et al., 2020).

The arrival of Large Language Models (LLMs)
has elevated the legal domain to new heights due to
their strong ability to understand and reason with
complex legal language. One approach is domain-

adapted legal LLMs such as SaulLM (Colombo
et al., 2024) and DeepLegal-CN (Guo, 2025),
which improve legal reasoning through targeted
pretraining and fine-tuning. Another increasingly
popular technique is Retrieval Augmented Gener-
ation (RAG), where relevant external knowledge,
such as statutes, court cases, or legal precedents,
is retrieved and incorporated into the input con-
text before the LLM generates a response. Sev-
eral domain-specific RAG variants have been pro-
posed to better serve the legal information retrieval
tasks. For instance, CBR-RAG (Wiratunga et al.,
2024) incorporates case-based reasoning to retrieve
precedent cases for legal question answering, while
UniLR (Li et al., 2025) introduces a unified re-
triever for multiple legal retrieval tasks using atten-
tion supervision and knowledge graphs. Eval-RAG
(Ryu et al., 2023) adapts the RAG framework to im-
prove the evaluation of LLM outputs by comparing
them with retrieved legal references. HyPA-RAG
(Kalra et al., 2024) introduces parameter-adaptive
control to handle dynamically changing legal and
policy environments.

Despite these advancements, legal will verifica-
tion remains an underexplored area in legal NLP.
Prior work by Kwak et al. (2022) introduced the
first datasets and models for this task, framing will
validation as a supervised natural language infer-
ence (NLI) problem, analyzing cross-jurisdictional
transferability (Kwak et al., 2023a), and exploring
prompt-based extraction and structured informa-
tion annotation from wills (Kwak et al., 2023b,
2024). These studies laid important groundwork
for understanding the linguistic and legal complexi-
ties of wills, but they primarily operated over small,
curated, human-annotated law sets and assumed
access to the relevant laws at training and infer-
ence time. Their models were designed to classify
a triplet (will statement, condition, and relevant
law) into support, refute, or unrelated categories.
So, their model needs to know the relevant law
ahead of time and does not handle retrieving rel-
evant laws; instead, it simply classifies whether a
given law supports, refutes, or is unrelated.

In contrast, we formulate will validation as an
open-domain retrieval task: given a will statement
and its associated condition, the goal is to identify
the most relevant provision from the full statutory
corpus of a jurisdiction. This retrieval-centric for-
mulation better reflects real-world scenarios, where
the applicable law must first be retrieved before
any reasoning can be applied. To the best of our
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Will statement Condition Relevant law Type
The foregoing instrument,
consisting of four (4) pages,
including the page signed
by the undersigned wit-
nesses, was, on the thereof
signed, published and de-
clared by the above-named
[Person-1], to be his Last
Will and Testament, in the
presence of us, who, at his
request and in his presence
and in the presence of each
other, and on the same date,
have subscribed our names
as witnesses thereto.

Two or more eligi-
ble witnesses have
witnessed the testa-
tor signing his/her
will and signed
their names in the
presence of the tes-
tator and in the
presence of each
other.

15-2-502. EXECUTION. Except as provided for
holographic wills, writings within section 15-2-513
of this part, and wills within section 15-2-506 of
this part, or except as provided in section 51-109,
Idaho Code, every will shall be in writing signed by
the testator or in the testator’s name by some other
person in the testator’s presence and by his direction,
and shall be signed by at least two (2) persons each
of whom witnessed either the signing or the testator’s
acknowledgment of the signature or of the will.

support

One out or two wit-
nesses was under
18 years old at the
time of the execu-
tion.

15-2-505. WHO MAY WITNESS. (a) Any person
eighteen (18) or more years of age generally compe-
tent to be a witness may act as a witness to a will. (b)
A will or any provision thereof is not invalid because
the will is signed by an interested witness.

refute

Table 1: Example of a will statement with a condition and relevant laws. A law is considered relevant if it
either supports or refutes the will statement for a given condition. If a law neither supports nor refutes a will
statement–condition pair, it is considered unrelated. The example is taken from the Idaho will validity dataset
introduced by Kwak et al. (2023a).

knowledge, we are the first to propose an auto-
mated framework for retrieving relevant laws to
support will statement validation. This represents
a novel and practical step toward AI-assisted will
validation and advances robust legal information
retrieval in the domain of wills and probate law.

3 Task description

To determine the validity of a will, two aspects must
be considered: (i) whether the statements within
the will comply with the statutory laws of the ju-
risdiction, and (ii) whether the external conditions
related to the individuals involved in the will (e.g.,
the testator, beneficiaries, executor, or witnesses)
satisfy the legal requirements. Table 1 illustrates
this with an example. The will statement in the
example specifies that the will was signed by wit-
nesses. The “Relevant law” column lists two laws
from the U.S. state of Idaho that must be satisfied
for the will to be valid. Under Idaho law, a valid
will requires at least two witnesses (Idaho Code 15-
2-502), and each witness must be at least 18 years
old at the time of execution (Idaho Code 15-2-505).
These requirements represent external conditions
that may not be explicitly stated in the will itself but
are nonetheless necessary to establish its validity.
Thus, by considering both the will statement and
its associated external condition, one can identify
the statutory laws that govern the validity of the
will. To support automated will validation, we pro-
pose an information retrieval (IR) framework that,

given a will statement and its associated condition,
retrieves the statutory laws necessary to evaluate
the validity of the statement.

Formally, let w denote a will statement (a short
excerpt from a will), c denote a condition (a real-
world external scenario related to the validity of
the will statement), and L = {l1, l2, . . . , ln} de-
note the set of statutory laws of a given jurisdiction
that govern the validity of wills, where each li cor-
responds to a statutory provision. Given the input
pair (w, c), the objective is to select the law l⋆ ∈ L
that is most relevant for assessing the validity of
w under condition c. A law l ∈ L is considered
relevant to (w, c) if it either supports or refutes
the pair, while laws that do not address the subject
matter of (w, c) are considered unrelated.

4 Proposed method

We propose an information retrieval framework that
retrieves the laws necessary to assess the validity of
will statements. Our framework combines hybrid
retrieval (which integrates keyword-overlap based
lexical search with embedding-similarity based se-
mantic search), with LLM based reasoning, and
operates in three steps: (i) preprocessing the law
dataset, (ii) retrieving top K candidate laws using
a hybrid search strategy, and (iii) selecting the sin-
gle most relevant law with a large language model
(LLM). An overview of the framework is shown in
Figure 1, and a detailed description of each compo-
nent is provided below.
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Figure 1: An overview of our proposed method for retrieving the most relevant law. In the first step, we preprocess
the law dataset to create an inverted index and a semantic index. In the second step, we apply a hybrid search
strategy to extract the top K candidate laws. In the third step, we use an LLM to select the most relevant law from
these candidates, using the top K as context.

4.1 Preprocessing

As a preprocessing step, we built a law dataset by
extracting statutory provisions from the web using
a custom web crawler. The law dataset contains the
set of statutory laws L (defined in Section 3) from
the jurisdiction that governs the validity of wills.
Each entry includes both the law code (ID) and its
corresponding text. Our method can generalize to
any jurisdiction, provided that the relevant statu-
tory laws from that jurisdiction are supplied. In
this work, however, we evaluate it on two datasets
constructed from the statutory laws of two U.S.
jurisdictions. A detailed description of these two
datasets is provided in Section 5.1.2.

From the extracted provisions, we constructed
two indices: an inverted index and a semantic in-
dex. The inverted index supports lexical search
by mapping each term to the list of law provisions
where it appears. The semantic index, on the other
hand, encodes each provision into a dense vector
representation using a transformer-based model, al-
lowing retrieval based on semantic similarity rather
than exact word matches. Together, these indices
enable complementary search capabilities that are
later combined in our hybrid retrieval step. The
exact tools and models used to build the inverted
and semantic indices are described in Section 5.2.

4.2 Top K candidate retrieval

Given a will statement and condition pair (w, c),
our objective in this step is to retrieve the top K
most relevant candidate laws from the set L. To
achieve this, we adopt a hybrid retrieval strategy
that combines the strengths of lexical search and
semantic search.

The lexical search operates over the inverted
index and ranks laws using the BM25 scoring func-

tion (Robertson and Zaragoza, 2009). BM25 is
a probabilistic ranking function that estimates the
relevance of a law to a query by combining term fre-
quency, inverse document frequency, and document
length normalization. Given a query q = (w, c),
BM25 is applied to the inverted index to produce a
ranked list of laws, where higher scores correspond
to stronger lexical matches between the statutory
provisions and the will statement–condition pair.

We apply semantic search over the semantic in-
dex, where each law provision is encoded into a
dense vector representation using a transformer-
based encoder model. We take the output from the
final encoder layer and apply mean pooling across
all token embeddings to obtain a single fixed-size
vector for each law provision. If a law provision
exceeds the model’s maximum context length, it
is truncated to fit within the limit before encoding.
We compute the embedding of the query q = (w, c)
using the same encoder and pooling strategy as the
law provisions and measure their similarity using
cosine similarity. This produces a ranked list where
higher scores correspond to stronger semantic sim-
ilarity.

We query both the lexical index and the semantic
index independently with (w, c) and then combine
their ranked lists using Reciprocal Rank Fusion
(RRF) (Cormack et al., 2009). RRF is a rank aggre-
gation method that merges results from multiple re-
trieval systems by assigning higher scores to items
that appear closer to the top in any list. We adopt
RRF as our aggregation method since it is simple,
unsupervised, and has been shown to outperform al-
ternatives such as Condorcet and CombMNZ (Cor-
mack et al., 2009). Supervised alternatives, such as
learning-to-rank and meta classifier based fusion,
require training a reranking model on labeled data
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that captures ranking quality. Since obtaining such
labels requires manual expert annotation, which is
both expensive and time-consuming, we leave the
exploration of these approaches to future work. Our
experimental results (see Section 6) show that RRF
delivers consistently strong performance, making
it a highly effective choice in this setting.

Formally, the RRF score of a law li is computed
as:

RRF(li) =
∑

s∈S

1

d+ ranks(li)

where S is the set of retrieval systems (e.g., lexical
and semantic), ranks(li) is the rank position of law
li in system s, and d is a constant (typically set
to 60) that controls the influence of lower-ranked
items. This hybrid fusion strategy yields a ranked
list of top K candidate laws that combine the pre-
cision of keyword-based retrieval with the gener-
alization power of semantic similarity. Using this
approach, we ensure that the candidate set for each
input pair (w, c) captures both explicitly mentioned
and implicitly related statutory provisions.

4.3 Final selection (top 1)

The goal of the final stage is to select the single
most relevant law from the top K candidate set
for the input pair (w, c). We formulate this step as
a retrieval-augmented generation (RAG) problem,
where the top K candidate laws are provided as
context to a large language model (LLM).

We build a prompt for the LLM by combining
(i) a task-specific instruction, (ii) the will state-
ment–condition pair (w, c), and (iii) the top K
candidate laws (IDs and law text) retrieved in the
previous step. The prompt instructs the LLM to
analyze the top K candidate laws and output the
ID of the single most relevant law. Appendix B
provide the full prompt template that we used for
our experiment.

This approach addresses the limitations of al-
ternative methods such as zero-shot prompting or
hybrid retrieval. A zero-shot LLM without a re-
trieval context may hallucinate legal knowledge,
rely on outdated information, or fail to align with
jurisdiction-specific laws. Alternatively, hybrid re-
trieval allows us to control the data source, ensuring
that searches rely on up-to-date and jurisdiction-
specific laws. While hybrid retrieval is effective at
producing a strong candidate set, it often fails to
rank the single most relevant law at the top. This
limitation arises because lexical search relies on

surface-level similarity, whereas semantic search
captures broader meaning but still falls short of han-
dling the nuance and complexity of legal language.
As a result, the correct provision may appear in the
candidate set but not as the highest-ranked law.

To overcome this, we adopt the RAG formula-
tion introduced above, which combines the com-
plementary strengths of hybrid retrieval and LLM
reasoning. Hybrid retrieval provides a small candi-
date set from the statutory laws of the target juris-
diction, while the LLM identifies the single most
relevant law by disambiguating subtle differences
and interpreting nuanced legal language.

5 Experiment setup

5.1 Datasets

5.1.1 Will statement dataset
We evaluate our framework on two datasets intro-
duced by Kwak et al. (2022, 2023a), which contain
legal wills from the U.S. states of Tennessee and
Idaho. Both datasets originate from the public-
domain U.S. Wills and Probates dataset from An-
cestry1. The authors followed the same construc-
tion methodology for both datasets. They restricted
the datasets to typewritten wills executed on or after
1970 and probated on or after 2000.

The dataset is annotated by two students (a law
student and a student from another department)
under the supervision of a law professor. They
(1) extracted will text via OCR and segmented it
into statements; (2) mapped each statement to five
state laws (one supporting, one refuting, and three
unrelated); (3) added hypothetical external condi-
tions that altered whether a law supports, refutes,
or is unrelated; and (4) anonymized all personally
identifiable information.

The annotators achieved high inter-annotator
agreement, with Cohen’s kappa scores of 0.91 for
Tennessee and 0.89 for Idaho. The datasets include
1,014 and 609 annotated statements, respectively,
and use standard train/dev/test splits. Since our
framework focuses on retrieving relevant laws, we
evaluate only on statements labeled support or re-
fute, excluding unrelated cases. Appendix A pro-
vides full dataset statistics.

5.1.2 Law dataset
The will statement datasets of Kwak et al. (2022,
2023a) include only the laws mapped to statements

1https://www.ancestry.com/search/categories/
us_willsprobate
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Method refute support overall

K=1 K=5 K=10 K=20 K=40 K=1 K=5 K=10 K=20 K=40 K=1 K=5 K=10 K=20 K=40

Lexical Search 15.09 33.96 37.74 45.28 49.06 20.63 44.44 49.21 57.14 63.49 18.10 39.66 43.97 51.72 56.90
Semantic Search 16.98 37.74 41.51 62.26 75.47 17.46 36.51 53.97 71.43 80.95 17.24 37.07 48.28 67.24 78.45
Hybrid Search 28.30 45.28 60.38 66.04 75.47 30.16 57.14 74.60 80.95 88.89 29.31 51.72 68.10 74.14 82.76

Table 2: This table compares the performance of three methods for top K candidate retrieval on the Tennessee
test set. Values show Recall@K for refute, support, and overall (computed over the full test set). Hybrid search
consistently outperforms lexical and semantic search, demonstrating the benefit of combining semantic and lexical
search.

Method refute support overall

K=1 K=5 K=10 K=20 K=40 K=1 K=5 K=10 K=20 K=40 K=1 K=5 K=10 K=20 K=40

Lexical search 29.03 48.39 61.29 74.19 83.87 18.75 46.88 68.75 71.88 78.12 23.81 47.62 65.05 73.02 80.95
Semantic search 16.13 41.94 51.61 64.52 77.42 15.62 40.62 43.75 59.38 81.25 15.87 41.27 47.62 61.90 79.37
Hybrid search 25.81 70.97 77.42 83.87 83.87 21.88 50.00 68.75 75.00 81.25 23.81 60.32 73.02 79.37 82.54

Table 3: Top K candidate retrieval performance on the Idaho test set. Values show Recall@K for refute, support,
and overall (computed over the full test set). Overall, hybrid search outperforms or matches both lexical and
semantic search. Looking at refute and support separately, hybrid search outperforms or matches in all cases except
one (K = 1) case of refute.

and not the complete set of statutes on wills and
probate in Tennessee and Idaho. To support a more
realistic evaluation, we built two comprehensive
law datasets, one for Tennessee and one for Idaho,
covering all titles that contain provisions related to
wills and probate. We identified Titles 30, 31, 32,
35, and 40 of the Tennessee Code and Titles 15 and
68 of the Idaho Code as containing at least one sec-
tion that addresses wills or probate. Although not
every section under these titles is directly relevant
to will and probate, including all sections creates a
larger pool of laws, making the retrieval task more
challenging and realistic. We built a custom web
crawler to extract the laws from the 2024 versions
of the Idaho Code2 and the Tennessee Code3. We
obtained both codes from Justia, a publicly accessi-
ble legal resource that permits web crawling. The
final Tennessee dataset consists of 1,579 statutory
provisions, whereas the Idaho dataset consists of
676.

5.2 Implementation details

We implemented the inverted index us-
ing Elasticsearch4, and the semantic in-
dex using FAISS (Douze et al., 2025).
For semantic embeddings, we use the
Stern5497/sbert-legal-xlm-roberta-base

2https://law.justia.com/codes/idaho/2024
3https://law.justia.com/codes/tennessee/2024
4https://www.elastic.co/elasticsearch

model5 from HuggingFace.
For reciprocal rank fusion we followed the orig-

inal formulation and set the parameter d to its de-
fault value of 60. For top K retrieval, we tuned
the hyperparameter K on the training split of the
Tennessee dataset and found that K = 20 yielded
the best performance on the downstream top 1 re-
trieval task. We fixed this value for all experiments
on the test partitions of both the Tennessee and
Idaho datasets. For the final top 1 selection, we
set the temperature to 0 for all LLMs that support
temperature control.

6 Results and analysis

6.1 Top K candidate retrieval performance

We evaluate three retrieval strategies for top K
candidate law selection: lexical search, semantic
search, and our proposed hybrid search method.
Details of these methods are provided in Sec-
tion 4.2. Our method adopts hybrid search as the
top K retrieval strategy, with lexical and semantic
search serving as baselines for comparison. Ta-
bles 2 and 3 present the results for various values
of K, with performance reported separately for the
refute and support subsets and for the full test set
(overall). Since all methods are deterministic, a
single run suffices.

The tables report Recall@K, which measures
whether the gold (i.e., ground truth) law appears

5https://huggingface.co/Stern5497/
sbert-legal-xlm-roberta-base
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Method Model Tennessee test set Idaho test set

refute support overall refute support overall

Baseline
(Zero-shot)

Llama-3.1-8B 0.00 ± 0.00 1.59 ± 0.00 0.86 ± 0.00 3.23 ± 0.00 3.12 ± 0.00 3.17 ± 0.00
SaulLM-54B 3.14 ± 1.09 5.82 ± 2.43 4.60 ± 0.99 7.53 ± 3.06 5.21 ± 3.06 6.35 ± 0.00
GPT-4o-mini 11.32±1.89 14.82±0.91 13.22±0.50 40.86 ± 1.52 35.42 ± 1.47 38.10 ± 1.29
GPT-5-mini 13.21 ± 8.65 14.81 ± 3.30 14.08 ± 2.63 18.28 ± 3.72 17.71 ± 4.78 17.99 ± 0.92
GPT-4o 49.06 ± 0.00 38.10 ± 0.00 43.10 ± 0.00 49.46 ± 4.93 48.96 ± 1.80 49.21 ± 3.18
GPT-5 44.02 ± 3.93 43.38 ± 3.30 43.68 ± 3.48 73.12 ± 1.86 58.34 ± 1.81 65.61 ± 0.92

Our method
(Hybrid RAG)

Llama-3.1-8B 25.79 ± 2.18 34.39 ± 1.84 30.46 ± 0.99 54.84 ± 3.23 40.62 ± 3.13 47.62 ± 1.59
SaulLM-54B 24.53 ± 3.27 31.75 ± 3.18 28.45 ± 0.86 40.86 ± 4.93 36.46 ± 3.60 38.63 ± 0.91
GPT-4o-mini 49.68 ± 2.18 57.67 ± 2.42 54.02 ± 0.50 62.37 ± 1.86 52.08 ± 1.80 57.14 ± 1.59
GPT-5-mini 57.86 ± 1.09 52.91 ± 1.84 55.17 ± 1.49 75.27 ± 1.86 58.34 ± 1.81 66.67 ± 1.59
GPT-4o 52.83 ± 1.89 47.62 ± 0.00 50.00 ± 0.86 67.74 ± 0.00 59.38 ± 0.00 63.49 ± 0.00
GPT-5 60.38 ± 1.89 50.79 ± 1.59 55.17 ± 1.73 76.34 ± 1.86 61.46 ± 1.80 68.78 ± 0.92

Table 4: Final top 1 selection performance of our method on the Tennessee and Idaho test sets. The values represent
accuracy (Recall@1). Results are reported as the mean ± standard deviation over three runs.

among the top K retrieved candidates. This metric
is appropriate for our setting because the subse-
quent top 1 selection stage only requires the gold
law to be present in the candidate pool, its ex-
act position within the list is not critical. Thus,
Recall@K serves as a reliable indicator of retrieval
quality.

Across both the Tennessee and Idaho test sets,
hybrid search consistently outperforms the lexical
and semantic search in the overall test sets. To
quantify this improvement, we compute the average
gains achieved by hybrid search over each baseline
across all K values in the overall columns. On the
Tennessee test set, hybrid search achieves average
improvements of 19.14 points over lexical search
and 11.55 over semantic search. On the Idaho
test set, the corresponding improvements are 5.72
and 14.61 points, respectively. Similar trends are
observed in the refute and support subsets.

At K = 20 (which we use as the candidate
set size for the final top 1 selection stage), hy-
brid search retrieves the gold law in 74.14% of
cases on the Tennessee test set and 79.37% on the
Idaho test set (both overall). Considering that the
Tennessee law dataset contains 1579 laws and the
Idaho law dataset 676 laws, these results confirm
that hybrid search effectively reduces the search
space to a small candidate pool while maintaining
high recall. Moreover, the consistently strong per-
formance across both refute and support subsets
indicates that hybrid search is robust and not biased
toward any particular label category.

The superior performance of hybrid search
demonstrates that lexical and semantic retrieval are
complementary. Lexical search ensures precision

by retrieving exact statutory matches, while seman-
tic search enhances recall by identifying provisions
expressed with different wording. Importantly, se-
mantic retrieval does not fully subsume lexical re-
trieval, since exact statutory terms often carry bind-
ing legal significance that semantic similarity alone
may overlook. Their combination therefore yields
broader coverage and higher retrieval quality than
either method alone.

6.2 Final top 1 selection performance

While top K retrieval ensures that the gold law
is included in a candidate set, legal applications
ultimately require top 1 selection, since practi-
tioners must reference the exact statutory provi-
sion governing a will’s validity for compliance
and citation. We therefore evaluate the final top
1 law selection performance of our hybrid RAG
method using six LLMs spanning diverse cate-
gories. Among open-source models, we consider
Llama-3.1-8B (Grattafiori et al., 2024), a small
general-purpose LLM, and SaulLM-54B (Colombo
et al., 2024), a large legal-domain-adapted model.
Both are used in their instruction-tuned versions.
For closed-source models, we evaluate four GPT
variants (GPT-4o-mini, GPT-5-mini, GPT-4o, and
GPT-5)6. This setup enables comparisons across
open vs. closed-source, small vs. large-scale, and
general-purpose vs. legal-specialized LLMs.

As a baseline, we use the zero-shot setting,
where the LLM directly predicts the most relevant
law given only the will statement–condition pair,
without any retrieved context. This evaluates the
model’s ability to rely solely on its internal (para-

6https://platform.openai.com/docs/models
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metric) knowledge. We compare this to our pro-
posed hybrid RAG method (Section 4.3), where
the LLM is provided with the top K = 20 candi-
date laws retrieved via hybrid search as contextual
input. The value of K is selected by hyperparam-
eter tuning in the Tennessee training set. The full
prompt template used for all LLMs is available in
Appendix B.

Table 4 presents the results on both the Ten-
nessee and Idaho test sets. The reported values are
mean± standard deviation of accuracy (Recall@1)
across three runs. Across all models and both
datasets, the hybrid RAG approach consistently
outperforms the zero-shot baseline. Hybrid RAG
substantially improves performance for both open-
source models. Llama-3.1-8B improves by 29.6
points on the overall Tennessee test set and by
44.45 points on overall Idaho test set. SaulLM-54B
improves by 30.65 and 32.77 points, respectively.

Among the GPT models, the smaller variants
show the largest gains. GPT-4o-mini improves by
39.22 points on Tennessee and 19.04 points on
Idaho, while GPT-5-mini achieves the highest over-
all improvement: 41.09 points on Tennessee and
48.68 points on Idaho. While the larger GPT vari-
ants already perform well in the zero-shot setting,
hybrid RAG still leads to notable gains. GPT-4o im-
proves by 6.99 points on overall Tennessee test set
and 14.28 on Idaho, while GPT-5 gains 11.49 and
3.17 points, respectively. A likely reason for the
smaller gains is that these stronger models already
perform well in the zero-shot setting, potentially
due to indirect exposure to the Tennessee and Idaho
datasets, which were publicly available on GitHub
prior to their training cutoff. Nevertheless, the
improvements confirm that hybrid RAG remains
beneficial even for strong LLMs.

These trends hold consistently across both the
support and refute subsets. Overall, the results in
Table 4 demonstrate that our hybrid RAG method
significantly improves retrieval accuracy across
LLM families and datasets.

6.3 Title–chapter retrieval performance
The statutory codes of Tennessee and Idaho are
hierarchically organized into title–chapter–section
structures. Titles represent broad legal domains,
chapters denote specific subdomains within those ti-
tles, and sections correspond to individual statutory
provisions. For instance, Tennessee Code 32-1-105
falls under Title 32 (Wills), Chapter 1 (Execution
of wills), and Section 105 (Holographic will). This

Method Tennessee test set Idaho test set

title chapter title chapter

Zero-shot

Llama-3.1-8B 15.81 ± 0.99 4.60 ± 0.50 38.10 ± 4.20 16.93 ± 3.30
SaulLM-54B 47.70 ± 5.05 26.15 ± 2.77 50.79 ± 3.18 39.68 ± 3.23
GPT-4o-mini 71.55±1.50 55.46±0.99 98.41 ± 0.00 90.48 ± 0.00
GPT-5-mini 73.27 ± 1.50 57.76 ± 3.45 97.35 ± 1.83 85.71 ± 3.18
GPT-4o 77.87 ± 1.32 72.70 ± 1.32 96.83 ± 1.59 88.89 ± 1.59
GPT-5 76.72 ± 1.73 70.69 ± 0.86 97.36 ± 0.91 92.06 ± 0.00

Hybrid RAG

Llama-3.1-8B 74.42 ± 1.80 63.50 ± 0.50 95.24 ± 0.00 86.77 ± 2.42
SaulLM-54B 71.26 ± 2.77 62.07 ± 2.28 93.12 ± 0.92 82.54 ± 1.59
GPT-4o-mini 79.31 ± 1.49 69.54 ± 0.50 92.59 ± 0.92 88.89 ± 0.00
GPT-5-mini 80.74 ± 0.50 70.69 ± 0.00 93.12 ± 0.92 89.95 ± 0.92
GPT-4o 80.17 ± 1.73 72.41 ± 1.73 97.36 ± 0.91 89.42 ± 0.92
GPT-5 81.03 ± 0.00 71.84 ± 0.50 94.18 ± 0.92 88.89 ± 0.00

Table 5: Title-Chapter retrieval performance. The values
represent accuracy (Recall@1). Results are reported as
the mean ± standard deviation over three runs.

structure inherently clusters related provisions, al-
lowing us to assess whether a retrieval method can
at least localize laws to the correct domain, even
when it fails to identify the precise section.

To support this analysis, we re-evaluated our
framework by relaxing the evaluation criteria from
exact section-level matches to title and chapter
level matches. Table 5 presents title and chapter
retrieval results. On the Tennessee test set, hy-
brid RAG achieves title-level accuracies between
71.26% and 81.03%, and chapter-level accuracies
between 63.50% and 72.41%. On the Idaho test set,
performance is even stronger: title-level accuracies
range from 92.59% to 97.36%, and chapter-level
accuracies from 82.54% to 89.95%. These results
suggest that hybrid RAG consistently selects laws
from the correct domain, even when it misses the
exact provision.

Compared to their zero-shot counterparts, open-
source models (Llama-3.1-8B and SaulLM-54B)
show clear improvements in both title and chapter
retrieval when using hybrid RAG. For the closed-
source GPT models, the results are more mixed:
hybrid RAG outperforms zero-shot prompting on
the Tennessee test set, while zero-shot variants per-
form slightly better on the Idaho test set. However,
as shown in Table 4, zero-shot models are less re-
liable in retrieving the exact section (law code),
whereas hybrid RAG is effective not only in identi-
fying the correct domain (title and chapter) but also
in pinpointing the exact section. Since real-world
legal applications require retrieval at the section
level for compliance and citation, accurate section
retrieval remains the most critical measure of sys-
tem performance.

345



6.4 Error analysis

In this section, we outline several limitations re-
lated to both the models and datasets that may con-
strain the performance of our method. While our
approach consistently enhances the accuracy of all
LLMs compared to their zero-shot counterparts, the
following factors contribute to remaining sources
of error and variability:

SaulLM-54B underperforming Llama-3.1-8B:
Despite its larger size and legal-domain contin-
ued pretraining, SaulLM-54B performs worse than
Llama-3.1-8B. A likely reason is its effective con-
text length. Although SaulLM-54B supports up to
32,768 tokens, its continued pretraining was lim-
ited to 8,192 tokens, potentially hindering its ability
to utilize long-context inputs. In contrast, Llama-
3.1-8B supports up to 128K tokens, enabling it to
better exploit retrieved context. Nonetheless, our
method improves both models over their respective
zero-shot baselines.

Smaller gains for GPT-5: GPT-5 achieves very
high zero-shot accuracy, leaving less room for im-
provement. One probable explanation is that the
Tennessee and Idaho datasets used in our evalu-
ation were publicly available on GitHub prior to
GPT-5’s training cutoff date. Given GPT-5’s ex-
tensive pretraining on GitHub data to enhance its
coding capabilities, it is possible that the Tennessee
and Idaho datasets were included in its training cor-
pus, potentially inflating its zero-shot performance.
However, our method still improves GPT-5’s per-
formance over its baseline, even though the relative
gain is smaller compared to other models.

Limitations in dataset labeling: The Ten-
nessee and Idaho datasets annotate only one sup-
porting and one refuting statute per will state-
ment–condition pair. However, several statutes
could reasonably be relevant to a given will state-
ment–condition pair. As a result, some predictions
counted as errors in our evaluation may in fact
correspond to legally relevant provisions that were
simply not labeled. Therefore, the results in Table 4
should be interpreted as a lower bound on model
performance. A more comprehensive annotation of
relevant laws could provide a more accurate evalu-
ation and potentially reveal higher accuracy, which
we leave for future work.

Lexical vs. Hybrid at K = 1: In the refute
subset of the Idaho test set (Table 3), lexical search
outperforms hybrid retrieval at K = 1. A possible
explanation is that some will statements may con-

tain distinctive legal terms that closely overlap with
statutory text, which allows lexical search (BM25)
to retrieve the correct statute at the top rank. In
such situations, hybrid fusion might dilute this ad-
vantage by balancing lexical and semantic cues.
However, at higher K, hybrid search consistently
provides stronger performance in Idaho, and in the
Tennessee test set hybrid retrieval outperforms lexi-
cal search across all K, indicating that these refute
cases are exceptions rather than the norm.

7 Conclusion

In this paper, we introduced a legal information
retrieval framework for will validation, combining
hybrid retrieval with large language model reason-
ing. To the best of our knowledge, our approach
is the first to tackle statutory retrieval in the do-
main of wills and probate law. Experiments on
real-world datasets from two U.S. states demon-
strate significant gains over traditional information
retrieval baselines. By advancing automated statu-
tory retrieval in this underexplored domain, our
framework contributes to assisting legal profession-
als and others involved in executing, validating,
or probating wills by delivering faster and more
reliable access to the relevant laws.

Limitations

Our approach is designed to generalize to any ju-
risdiction as long as the relevant statutory laws
are provided. However, in this work we evaluated
it only on two U.S. jurisdictions (Tennessee and
Idaho). While the results are strong, further experi-
ments on additional jurisdictions, including those
outside the United States, are needed to more fully
verify this generalizability.
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A Dataset statistics

Dataset Split refute support unrelated total

Tennessee
train 107 116 281 504
dev 52 61 142 255
test 53 63 139 255

Idaho
train 62 64 179 305
dev 31 31 88 150
test 31 32 91 154

Table 6: Dataset statistics for Tennessee and Idaho
across train, dev, and test splits.

Table 6 presents the statistics of will statement
datasets proposed by Kwak et al. (2022, 2023a).
The Tennessee dataset contains 1014 instances, and
the Idaho dataset contains 609 instances. Both
datasets are divided into train, dev, and test splits.
Each instance, which is a triplet of a will statement,
a condition, and a law, is labeled as either support,
refute, or unrelated. Since our proposed method
focuses only on retrieving relevant laws, we used
only the support and refute subsets and excluded
the unrelated cases. The Tennessee training set was
used for hyperparameter tuning and LLM prompt
design. All experimental results reported in this
paper were generated using the test set split.
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You are a legal assistant knowledgeable
about {Tennessee/Idaho} state law. Always
follow the steps and output exactly the
requested JSON with no extra text. You
are given a will statement and a set
of conditions. Choose exactly one best
matching most relevant {Tennessee/Idaho}
law.
Will Statement:{statement}
Conditions or Assumptions: {condition}
Instructions:
1) Consider both the statement and the
conditions.
2) Select the single most relevant law
ID from the Idaho state code.
3) Respond in STRICT JSON on
one line only, exactly with law
code:{"best_law_id":"NNN-NNN-NNN",
"reason": "<brief justification>"}
4) Do not include any text outside the
JSON. No backticks.

Figure 2: This is the template we used for zero-shot
prompting. In this setting, the model is asked to gener-
ate a response based solely on its parametric knowledge
without additional legal context. We applied this tem-
plate to the two open-source models, Llama-3.1-8B and
SaulLM-54B. In the figure, the text shown in blue rep-
resents placeholders to be filled with the jurisdiction
name, will statement, and condition.

B Prompt template

We designed prompt templates to guide the large
language models in selecting the most relevant
statutory provision from the retrieved candidates.
Since different models exhibit different levels of
instruction-following ability, we adopted slightly
different prompts for GPT models and open-source
LLMs (Llama-3.1-8B and SaulLM-54B). GPT
models, being more robustly instruction-tuned,
could reliably generate structured outputs even
with minimal prompting. In contrast, open-source
LLMs required more explicit instructions and care-
fully crafted templates to ensure that the outputs
followed the desired structured format.

We evaluated two prompting setups. In the zero-
shot setting, models were prompted to generate a
response based solely on their parametric knowl-
edge without any external legal context. In the
hybrid RAG setting, we supplied the top K candi-
date laws retrieved by our hybrid search as context,

and the prompt instruct the model to select the most
relevant law from this candidate set.

Figure 2, Figure 3, Figure 4, and Figure 5 il-
lustrate the prompts and example outputs used for
GPT and open-source models. These figures high-
light the adjustments made in wording and instruc-
tion detail to accommodate the differences in in-
struction tuning quality between the two categories
of models.

You are a legal assistant knowledgeable
about {Tennessee/Idaho} state law. Always
follow the steps and output exactly the
requested JSON with no extra text. You
are given a will statement and a set
of conditions. Choose exactly one best
matching most relevant {Tennessee/Idaho}
law.
Will Statement:{statement}
Conditions or Assumptions: {condition}
Candidate Law IDs: {Law IDs}
Candidate Descriptions (ID: short
description): Truncated law text
Instructions:
1) Consider both the statement and the
conditions.
2) Select the single most relevant Idaho
law ID for the given statement and
condition based on your own knowledge
and the candidate list.
3) Respond in STRICT JSON on
one line only, exactly with law
code:{"best_law_id":"NNN-NNN-NNN",
"reason": "<brief justification>"}
4) Do not include any text outside the
JSON. No backticks.

Figure 3: Hybrid RAG + LLM prompt template for
open-source models (Llama-3.1-8B and SaulLM-54B).
In this setup, each candidate law is represented by its law
ID concatenated with the corresponding law text in the
‘candidate Description’ field. Because the context length
of open-source models is limited, each law text was
truncated to 10,000 characters. We also observed that,
in addition to providing concatenated law IDs and texts,
including a separate list of candidate law IDs improved
the models’ ability to return the correct formatted law
ID in a greater number of cases.
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You are a legal assistant knowledgeable
about {Tennessee/Idaho} state law.
Consider the following will statement
and conditions together to determine
which {Tennessee/Idaho} state law is
most relevant.
Will Statement:{statement}
Conditions/Assumptions:{condition}
Question: Which one {Tennessee/Idaho}
state law is most relevant to the will
statement GIVEN the conditions?
Return only the Law ID. Do not include
any extra text.

Figure 4: This is the template we used for zero-shot
prompting. In this setting, the model is asked to gener-
ate a response based solely on its parametric knowledge
without additional legal context. We applied this tem-
plate to four GPT variants. In the figure, the text shown
in blue represents placeholders to be filled with the ju-
risdiction name, will statement, and condition.

You are a legal assistant knowledgeable
about {Tennessee/Idaho} state law.
Consider the following will statement
and conditions together to determine
which {Tennessee/Idaho} state law is
most relevant.
Will Statement:{statement}
Conditions/Assumptions:{condition}
Candidate Law Texts:{candidate laws}
Question: Which one {Tennessee/Idaho}
state law is most relevant to the will
statement GIVEN the conditions?
Return only the Law ID. Do not include
any extra text.

Figure 5: Hybrid RAG + LLM prompt template for
GPT models. For GPT variants, each candidate law
was represented by its law ID concatenated with the
corresponding law text. Unlike open-source models,
GPT models handled longer contexts reliably, so full
candidate laws were included without truncation. Addi-
tionally, GPT variants consistently returned the correct
formatted law ID without requiring an auxiliary list of
candidate IDs.
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Abstract

Judicial work depends on close reading of long
records, charge sheets, pleadings, annexures,
orders, often spanning hundreds of pages. With
limited staff support, exhaustive reading dur-
ing hearings is impractical. We present Court-
Nav, a voice-guided, anchor-first navigator for
legal PDFs that maps a judge’s spoken com-
mand (e.g., “go to paragraph 23”, “highlight
the contradiction in the cross-examination”) di-
rectly to a highlighted paragraph in seconds.
CourtNav transcribes the command, classi-
fies intent with a grammar-first(Exact regex
matching), LLM-backed router classifying the
queries using few shot examples, retrieves over
a layout-aware hybrid index, and auto-scrolls
the viewer to the cited span while highlighting
it and close alternates. By design, the inter-
face shows only grounded passages, never free
text, keeping evidence verifiable and auditable.
This need is acute in India, where judgments
and cross-examinations are notoriously long.In
a pilot on representative charge sheets, plead-
ings, and orders, median time-to-relevance
drops from 3–5 minutes (manual navigation) to
10–15 seconds; with quick visual verification
included, 30–45 seconds. Under fixed time bud-
gets, this navigation-first design increases the
breadth of the record actually consulted while
preserving control and transparency.

1 Introduction

High-volume courts routinely face long filings and
crowded dockets (often dozens of matters per day)
which leads to massive case delays (Agarwala and
Behera, 2024). Despite near-universal digitization
(e-Courts) and access to case data at scale, the core
interaction problem remains: how can a judge inter-
rogate a voluminous record quickly and faithfully?

Summaries aid orientation but can hide
citations and miss pivotal passages, even
retrieval-augmented systems sometimes surface
mis-grounded references (Various, 2025; Stolfo,

2024). Adjudication prioritizes verifiability:
decision-makers must jump to the exact locus in
the record and see it highlighted. We therefore
target navigation, not paraphrase.

We present a voice-guided, anchor-first navi-
gator for long legal PDFs that converts a spoken
command (e.g., “go to paragraph 23”) into a high-
lighted paragraph within seconds. The system cou-
ples layout-aware indexing and anchor generation
over scanned/structured PDFs, a constrained com-
mand grammar with LLM back-off for coverage,
hybrid retrieval with de-duplication, and a viewer
that auto-scrolls while preserving on-screen evi-
dence. Our primary contributions are:

• A court-facing system that prioritizes direct-
to-paragraph, auditable navigation over free-
form summarization.

• A dataset and evaluation protocol for
long-record navigation measuring time-to-
relevance, strict-hit accuracy at anchor level,
and end-to-end latency.

• A pilot study on charge sheets, pleadings, and
orders showing large reductions in time-to-
relevance under fixed time budgets.

2 Related Work

Long-document QA and retrieval in law. Le-
gal QA and retrieval have evolved from sentence-
level factoid questions to long-form answers
grounded in statutes and case law. Benchmark
tasks span holding extraction (e.g., CaseHOLD
(Zheng et al., 2021)), case-retrieval datasets such as
LeCaRD/LeCaRDv2 (Ma et al., 2021, 2024), and
broader evaluation suites like LegalBench (Guha
et al., 2023). More recent resources target long-
form QA (e.g., LLeQA, Legal-LFQA) (Louis et al.,
2024; leg, 2024). While these emphasize retrieval
quality and reasoning, they operate at the document
level, returning entire cases rather than pinpointed
spans, and are not designed for judge-facing inter-
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action loops.

Summarization for legal documents. Faithful-
ness remains a central challenge. Surveys and
long-context datasets (e.g., CaseSumm) catalog
hallucination modes and metric gaps (Basile et al.,
2025; Heddaya et al., 2024). General summariza-
tion work similarly shows unsupported content in
abstractive outputs (Maynez et al., 2020; Fabbri
et al., 2022). Summaries aid orientation but do not
replace the need to jump to the exact place in the
record.

Evidence-first interfaces. Outside law, explain-
able QA resources require systems to surface sup-
porting sentences (e.g., HotpotQA (Yang et al.,
2018)) and page-level localization for document
images (DocVQA) (Mathew et al., 2021), im-
proving interpretability. However, most legal
QA/summarization systems return text without a
UI that enforces verification.

Prior legal QA/summarization and DocVQA
work does not focus on navigation as we do: a
voice-guided, anchor-first interface that maps spo-
ken commands to highlighted paragraphs. Our sys-
tem combines long-document indexing, hybrid re-
trieval, a domain-adapted query router, and a judge-
facing viewer that enforces verification. To the best
of our knowledge, we are the first ones to attempt
building such a system for the legal domain.

3 System Overview

3.1 Ingest and Layout-Aware Indexing

Long records mix scanned pages, numbered para-
graphs that reset per section, multi-column text,
and tables that span pages. Pure text extraction
loses the geometry needed for trustworthy high-
lights; vision-only pipelines are compute-heavy
and brittle on low-quality scans. We therefore per-
form layout-aware parsing that emits canonical
spans with stable coordinates and IDs. Anchor (def-
inition). We treat every minimal displayable unit as
an anchor ⟨ page, bbox, span_id, char_range, type
∈{para, heading, table_cell} ⟩. Headings, para-
graphs, and cross-page tables are extracted (e.g.,
with Docling) and normalized (hyphenation, num-
bering). We then build two complementary indices:
a lexical BM25 index for exact legal cues (sections,
names, citations) and a windowed late-interaction
index for paraphrastic queries, produced over slid-
ing windows to preserve local context (Jha et al.,

2024). For tables, we preserve grid structure (ta-
ble_id, row, col, rowspan/colspan) so cell-level an-
chors exist even when a table breaks across pages;
we also store a light markdown/HTML rendering
for downstream snippet previews (Auer et al., 2024;
Robertson, 2009; Khattab and Zaharia, 2020; tab,
2022; Huang et al., 2022).

3.2 Query Interpretation and Routing
Spoken requests cluster into three practical fam-
ilies: temporal (“go to paragraph 23”), contex-
tual (“locate the contradiction in PW-2’s cross-
examination about the call detail records”), and
summarization (“summarize the charges”). La-
tency and predictability are critical in court, so
we use a grammar-first, LLM-backed router. ASR
text is first parsed by a compact command grammar
that yields typed intents and slots (page/paragraph,
statute, party, exhibit, or table region), if parsing
fails or is ambiguous, a lightweight LLM back-off
produces a structured action with confidence and
a few disambiguating rewrites surfaced to the user.
Summarization requests hit a precomputed extrac-
tive+abstractive synopsis, but responses still link
back to anchors so users can inspect sources rather
than accept paraphrase.

3.3 Retrieval and Anchor Alignment
A near hit is not enough; the system must land
on the paragraph (or cell). We perform hybrid
retrieval across the lexical and late-interaction in-
dices, interleave and deduplicate candidates by an-
chor overlap, then optionally re-rank a short list.
Using the ingest-time anchor map, we determin-
istically map retrieved text offsets back to their
anchors resolving OCR drift with tolerant match-
ing and then command the viewer to smooth-scroll
to the top anchor and highlight all corroborating
anchors. Table queries resolve to cell anchors via
(table_id, row, col) even across page breaks. If evi-
dence is insufficient (low confidence or conflicting
candidates), the UI offers a compact disambigua-
tion list (keyboard/voice selectable) or withholds
an answer. In all cases, every line of response is
grounded in visible anchors rather than free text.

3.4 Voice Pipeline
Courtrooms are noisy, and users often code-switch.
We run an on-premise streaming ASR pipeline
(Whisper-based acoustic model with VAD gat-
ing and domain lexicon biasing for statutes, party
names, and common legal terms)(Radford et al.,
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Figure 1: End-to-end flow. An uploaded PDF is parsed into layout-anchored spans and indexed (lexical + dense).
Voice commands are transcribed on-prem and mapped to navigation actions. Retrieval produces candidate anchors,
whose relevance to the queries is checked by the llm, while the viewer scrolls and highlights all the anchor which
have substance related to the query

2022; OpenAI, 2022) to generate partial transcripts
quickly enough for responsive UI feedback . The
Whisper model is fine-tuned on legal jargon and
maintains an acceptable WER even in noisy ambi-
ent conditions through post-processing heuristics.
The transcript, along with a “confirm/cancel” loop,
gives the user opportunity to correct mishears and
errors before any jump occurs. All audio is pro-
cessed ephemerally, and nothing leaves the court
network.

3.5 Viewer and Interaction Design

The UI is optimized for hands free, eyes busy hear-
ings. We extend a standard viewer (PDF.js) and
design around three principles. Speakable affor-
dances: every action a judge can perform via key-
board is also addressable through a short utterance
with customizable shortcuts (next hit,” previous
section,” toggle highlights”). Anchored evidence:
the system never answers in free text without point-
ing to passages. All relevant anchors are high-
lighted with sentence-level backtracking to the an-
chor. Low-drama navigation: we prefer smooth
scroll to anchor rather than page jumps to pre-
serve spatial memory. A breadcrumb trail records
recent anchors and can be invoked to backtrack
quickly. A compact evidence panel lists retrieved
snippets with page or paragraph badges, and click-
ing a badge or saying open two” scrolls to that
anchor. Keyboard shortcuts are supported for all
operations so counsel can use the interface even
if the microphone is muted. The layout avoids oc-
cluding the document, while transcripts and disam-
biguation chips collapse automatically after action,
ensuring the judge’s visual context remains stable
(pdf, 2025).

3.6 Privacy and Deployability
All components—ASR, router, retrieval, and
viewer—run as independent services within the
court’s infrastructure. No audio is stored, and logs
capture only structured commands and anchor IDs
for auditing. This design keeps the UI responsive
under load while allowing each service to scale in-
dependently. The loose coupling also enables mul-
tiple judges to work concurrently without changing
the user contract.

4 Evaluation

4.1 Experimental Setup
Corpus and task construction. To approximate
day-of-hearing use, we curated long records that
judges and counsel routinely handle: charge sheets
(with annexures and lists), pleadings, orders, and
reasoned judgments. Selection was stratified to
cover (i) born-digital and scanned PDFs; (ii)
table-heavy sections (accused/witness lists, seizure
memos) and narrative sections; (iii) varied pagi-
nation/numbering schemes (paragraphs that reset,
annexures, multi-column text). The final set has
15 documents of 50–350 pages each (avg. 100).
To elicit realistic queries, practising lawyers first
skimmed each document as they would before a
hearing and then authored speakable prompts in
three families that reflect in-court needs: tempo-
ral (explicit positions), contextual (content descrip-
tions), and summarization (brief “what’s in the peti-
tion/charges” gists). Each query is paired with one
or more gold anchor paragraphs or table cells that
must be annotated at anchor level and verified by
a second lawyer, with disagreements adjudicated.
The retrieval set comprises 600 contextual and
50 summarization queries. Temporal queries are
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generated directly from document numbering and
appear across all documents.

Participants and protocol. For navigation trials,
we recruit lawyers who did not annotate the cor-
responding document. Each participant executes
all queries for a document using two conditions:
(i) a stock PDF reader (manual scroll and Find),
and (ii) CourtNav. Conditions are counter-balanced
across participants to mitigate order effects. Timing
starts at query issuance (spoken or typed) and ends
when the user lands on the gold anchor (tempo-
ral/contextual) or finishes a two-sentence synopsis
with at least two paragraph-level citations.

Baselines and measures. The primary base-
line is manual/search-based navigation with a stock
PDF reader. Within our system we ablate retrieval
modes: keyword-only, dense-only, hybrid, and our
late-window+keyword variant. We report time-to-
relevance (TTR) in seconds and strict-hit F1 at
paragraph (or table-cell) granularity, computed as
mean ± sd across participants and documents. For
summarization, the baseline corresponds to the pro-
tocol above (producing a two-sentence gist with
≥2 citations using only the PDF reader), providing
a practical comparator rather than full-document
reading time.

4.2 Results

Table 1 presents time-to-relevance (TTR). The
reader reduces TTR by half on Temporal com-
mands (t = 13.3, p < 10−7) and shortens Con-
textual queries from minutes to seconds (t = 58.6,
p < 10−12). For Summarization, we report only
system time because manual reading scales with
document length. The near-constant response time
across query types stems from architectural choices:
precomputed synopsis for summaries, direct anchor
lookup for temporal spans, and sublinear vector
search and fast elastic-search for retrieval (Malkov
and et al., 2018).

Retrieval choices significantly influence strict-
hit F1 (Figure 2). Keyword search performs well
on statute or party mentions, dense-only aids para-
phrase but misses exact citations, and a simple hy-
brid offers further improvement. However, our late-
window+keyword variant achieves the best strict-
hit F1 within the same latency budget.

5 Conclusion

We presented a voice-driven anchor-first reader that
couples layout-aware indexing, hybrid retrieval,

Query type Baseline Ours
(seconds) (seconds)

Temporal 10± 2.0 5± 0.5
Contextual 200± 15.0 6± 1.0
Summarization — 6± 1.2

Table 1: Time-to-relevance (mean ± sd). Baseline is
manual navigation with a stock PDF reader. “—” indi-
cates no comparable baseline because manual reading
depends on document length, and with our document
length it scales to days
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Figure 2: Strict-hit F1 for different retrieval settings.

and a LLM-backed router to make long legal PDFs
navigable in real time. In a pilot on charge sheets,
pleadings, and orders, it cut time-to-relevance from
several minutes to seconds (halved for temporal
jumps, orders-of-magnitude for contextual) while
preserving paragraph-level strict-hit accuracy and
keeping every jump auditable. For Next steps, we
will extend multilingual commands/ASR, and run
field trials. We also release a long-form Indian legal
retrieval dataset1 which we plan to keep expanding,
enabling Indian legal research.

Limitations

Our system currently supports documents up to
350 pages seamlessly, but as size increases, the
responsiveness of the PDF.js reader declines. In
future work, we plan to build a custom PDF viewer
designed to operate smoothly with much larger doc-

1https://huggingface.co/datasets/adalat-ai/
Indian-Legal-Retrieval-Generation
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uments. While the LLM-based query router shows
strong accuracy in blind trials, absolute guaran-
tees are impossible due to the stochastic nature of
queries. RAG helps reduce hallucinations (John-
ston, 2025; Banerjee et al., 2024) , but does not
fully eliminate them (sta), even though we use
a model adapted to strong instructions with ex-
plicit prompts to avoid ambiguous queries and to
abstain when retrieved content is insufficient for
a truthful answer. ASR errors are infrequent but
non-negligible, and output varies with dialect or
accent (especially given the wide range of accents
in India). The system assumes English input, sup-
port for vernacular Indian languages remains future
work on both the ASR side and document naviga-
tion side. A judge-in-the-loop feedback system is
also missing, which will be essential for pilot test-
ing and for developing stronger query classification
models.

Ethical Considerations.

Deploying AI in judicial settings raises ethical
concerns. Generative models can reproduce bi-
ases present in training data, and their overconfi-
dence may mislead users (sta). We mitigate this by
grounding answers in the document and by surfac-
ing retrieved passages for verification.If no relevant
retrievals exist, no answer is given, ensuring all re-
sponses remain strictly within the document. The
system does not make substantive recommenda-
tions, it only navigates to requested text. User data
is never sent to foreign APIs, is stored on Indian
servers, and is deleted immediately upon user re-
quest. No data is used to train any models. We
follow proper licensing, and all external software
is open source under the Apache 2.0 License (The
Apache Software Foundation, 2004). Our retrieval
evaluation was fully transparent, but no benchmark
covers every scenario due to the stochastic nature
of information retrieval. We plan to improve incre-
mentally by expanding the size of the dataset.
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A System User Interface

The system interface demonstrates the core func-
tionality described in Section 3, providing judges
with direct document access through both voice and
traditional input methods. The interface maintains
the principle of anchored evidence display while
supporting hands-free operation during hearings.

B Indexing Architecture Details

B.1 Elasticsearch Integration
Our lexical indexing layer utilizes Elasticsearch 8.x
as the primary engine for BM25-based keyword
matching. The choice of Elasticsearch provides
several advantages for legal document retrieval:

• Legal-specific tokenization: Custom analyz-
ers handle legal citation formats, statute refer-
ences, and party name patterns

• Field-specific boosting: Paragraph headers,
section titles, and table captions receive higher
relevance weights

• Real-time indexing: Supports incremental
document addition during active court ses-
sions

Index configuration includes custom mappings
for legal document structure:

{
"mappings": {
"properties": {
"content": {"type": "text"},

"paragraph_id": {"type": "keyword"},
"page_number": {"type": "integer"},
"section_type": {"type": "keyword"},
"bbox_coords": {"type": "object"}

}
}

}

B.2 Milvus Vector Database
The dense retrieval component leverages Milvus
2.x for high-performance vector similarity search.
Milvus provides:

• Scalable vector storage: Handles embedding
collections for documents up to 350 pages
efficiently

• GPU acceleration: Supports CUDA-enabled
similarity search for sub-second response
times

• Index optimization: Uses IVF_FLAT in-
dexing with 1024 clusters for optimal recall-
latency trade-off

• Hybrid search support: Enables metadata
filtering combined with vector similarity

Vector collection schema:
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Figure 3: User interface of the system showing the PDF viewer with document navigation capabilities and voice
command interface.

collection_schema = {
"chunk_id": DataType.VARCHAR,
"embedding": DataType.FLOAT_VECTOR,
"paragraph_anchor": DataType.VARCHAR,
"document_id": DataType.VARCHAR,
"page_range": DataType.VARCHAR

}

C Late-Interaction Sliding Window
Mechanism

C.1 Architecture Overview

The late-interaction sliding window approach ad-
dresses two critical challenges in legal document
retrieval: maintaining sufficient context for seman-
tic understanding while preserving fine-grained an-
chor precision.

Traditional dense retrieval methods encode fixed-
size chunks independently, potentially fragmenting
legal arguments that span multiple paragraphs. Our
windowed late-interaction mechanism operates as
follows:

1. Sliding window construction: Generate over-
lapping windows of paragraphs.

2. Individual token encoding: Each token in

the window receives its own embedding vec-
tor

3. Query-time interaction: Compute similarity
between query tokens and document tokens
independently

4. Maxpool aggregation: Select maximum sim-
ilarity scores across token pairs for final rele-
vance scoring

C.2 Mathematical Formulation
Given a query Q = {q1, q2, ..., qm} and document
window D = {d1, d2, ..., dn}, the late-interaction
score is computed as:

Score(Q,D) =

m∑

i=1

n
max
j=1

sim(qi, dj)

Where sim(·, ·) represents cosine similarity be-
tween token embeddings. This formulation allows
fine-grained matching while maintaining computa-
tional efficiency through maximum operations.

D Hybrid Search Implementation

The hybrid search combines Elasticsearch and Mil-
vus results using a weighted scoring approach:
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Final_Score = α · Keyword + (1− α) · Vector

Where α = 0.7 provides optimal balance for le-
gal queries, emphasizing keyword matching while
incorporating semantic similarity. Score normal-
ization ensures comparable ranges across both re-
trieval methods.

E LLM Usage and Parameters for
Reproducibility

All language understanding, summarization,
and translation tasks within the pipeline were
performed using the Qwen3-Coder-30B-A3B-
Instruct-FP8 model2, deployed via the vLLM in-
ference engine for high-throughput serving.

The model operates in FP8 precision, enabling
significantly reduced memory footprint and faster
inference with negligible degradation in output
quality. To ensure reproducibility, all experiments
used the default vLLM sampling parameters unless
otherwise stated.

• Model: Qwen3-Coder-30B-A3B-Instruct-
FP8

• Serving Framework: vLLM (GPU inference
optimized)

• Precision: FP8 quantized weights

• Max context length: 8192 tokens

• Default Sampling Parameters:

– temperature = 0.7
– top_p = 0.9
– top_k = 50
– repetition_penalty = 1.0
– max_tokens = 2000

• Deployment: Self-hosted GPU inference
cluster

• Integration: Invoked via FastAPI microser-
vice supporting both synchronous and stream-
ing responses.

The combination of vLLM’s optimized mem-
ory paging and Qwen’s efficient A3B architecture
provides low-latency, high-throughput inference
suitable for real-time document understanding and
generation workloads.

2https://huggingface.co/Qwen/
Qwen3-Coder-30B-A3B-Instruct-FP8

F Performance Optimization

The document processing pipeline achieves real-
time performance through:

• Parallel processing: Simultaneous embed-
ding generation and Elasticsearch indexing

• Connection pooling: Persistent connections
to both Elasticsearch and Milvus clusters

• Loose coupling: ASR, Index stores and self
hosted llms are loosely coupled and can scale
independetly enabling a highly scalable and
efficient architecture.
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Abstract

Large Language Models are entering legal
workflows, yet we lack a jurisdiction-specific
framework to assess their baseline competence
therein. We use India’s public legal exam-
inations as a transparent proxy. Our multi-
year benchmark assembles objective screens
from top national and state exams and evalu-
ates open and frontier LLMs under real world
exam conditions. To probe beyond MCQs, we
also include a lawyer-graded, paired-blinded
study of long-form answers from the Supreme
Court’s Advocate-on-Record exam. This is, to
our knowledge, the first exam-grounded, India-
specific yardstick for LLM court-readiness re-
leased with datasets and protocols. Our work
shows that while frontier systems consistently
clear historical cutoffs and often match or ex-
ceed recent top-scorer bands on objective ex-
ams, none surpasses the human topper on long-
form reasoning. Grader notes converge on three
reliability failure modes—procedural/format
compliance, authority/citation discipline, and
forum-appropriate voice/structure. These find-
ings delineate where LLMs can assist (checks,
cross-statute consistency, statute and precedent
lookups) and where human leadership remains
essential: forum-specific drafting and filing,
procedural and relief strategy, reconciling au-
thorities and exceptions, and ethical, account-
able judgment.

1 Introduction

LLMs have cleared multiple-choice bar-style
screens in several jurisdictions, renewing interest
in legal automation, but a jurisdiction-first ques-
tion remains: are these systems court ready? Other
fields probe such capability with exam-style set-
tings: broad knowledge suites such as MMLU,
Olympiad-level problems in mathematics and sci-
ence, and clinically oriented reasoning in health
(Hendrycks et al., 2020; He et al., 2024; Sing-
hal et al., 2023). By contrast, many AI-and-law

studies focus on short-context recall (for example,
bail or recidivism prediction and legal-judgment
prediction). These are metric-friendly but only
indirectly tied to how courts expect lawyers to
write and file (Kleinberg et al., 2018; Dressel and
Farid, 2018; Cui et al., 2022). India offers a juris-
diction where court-legible benchmarks already
exist. We adopt public exams already used to
gate human entry Common Law Admission Test
(CLAT) –UG/PG (admissions), Delhi Judicial
Services/ Delhi Higher Judicial Services (DJS/D-
HJS) prelims (judiciary), and the Supreme Court’s
Advocate-on-Record (AoR) exam (rights of au-
dience) as court-ready yardsticks (Consortium of
National Law Universities, 2025b; Consortium of
NLUs, 2025; High Court of Delhi, 2023, 2024;
Supreme Court of India, 2025).

Our primary contributions in this paper are:

• Exam-grounded dataset (objective + subjec-
tive): We curate a multi-year corpus of objective
questions 6,218 MCQs plus subjective AoR ma-
terials (2023). Provenance, year coverage, and
marking rules are documented in the Appendix.

We release the dataset here.
• Benchmark under official rules: We evalu-

ate open and closed models including frontier
and strong open baselines under exam-native in-
terfaces and identical scoring policies, enabling
comparisons across model families and scales.

• Blinded AoR study with certified graders. For
each AoR paper, we create paired sets compar-
ing the human-written version with the model-
generated version. We anonymize them and have
certified AoRs evaluate them using a rubric.

By anchoring evaluation in public exams that every
law student, judge, and policymaker recognizes, we
present results that legal practitioners can interpret
and ML researchers can reproduce. We hope this
shared yardstick helps both communities see where
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current models stand today and guides evidence-
based adoption and research.

2 Related Work

Legal NLP suites such as LexGLUE and Legal-
Bench cover broad tasks, and IL–TUR targets
Indian legal texts, but none align with the pub-
lic exams that govern entry and practice in India
(Chalkidis et al., 2022; Guha et al., 2023; Joshi
et al., 2024). Outside law, exam-style evaluations
(e.g., MMLU and Olympiad-level benchmarks)
stress reasoning but do not test forum-specific pro-
cedure or authority discipline (Hendrycks et al.,
2020; He et al., 2024; Sun et al., 2025). In AI and
law, much of the literature concentrates on econom-
ically salient prediction tasks (for example, bail,
recidivism, and legal-judgment prediction), where
metrics are tractable but only weakly aligned with
the linguistic and rhetorical demands of courtroom
writing (Kleinberg et al., 2018; Dressel and Farid,
2018; Cui et al., 2022; Shui et al., 2023). Bar-exam
studies are informative but jurisdictionally distinct
from India’s public exams (Katz et al., 2023). To
our knowledge, this is the first study to evaluate
frontier LLMs on India’s public legal examinations,
pairing multi-year objective screens with a lawyer-
graded subjective study under exam constraints.

3 Exams and Scope

Why these exams? India’s legal profession is
structured around a publicly administered system
of entry and advancement that is mediated through
a series of high-stakes examinations. These include:
(i) the CLAT–UG/PG for entry into undergraduate
and postgraduate law programs, (ii) judicial service
examinations such as the DJS and DHJS for recruit-
ment to the judiciary, and (iii) the Advocate-on-
Record (AoR) examination, which confers exclu-
sive rights of audience before the Supreme Court
of India. Reliance on these standardized assess-
ments provides institutional legibility for stake-
holders, who use them to regulate access, allocate
professional privileges, and validate competence
across the legal system for humans. (Consortium
of National Law Universities, 2025b; Consortium
of NLUs, 2025; High Court of Delhi, 2023, 2024;
Supreme Court of India, 2025).

Why AoR for the subjective study? The
Supreme Court’s Advocate-on-Record (AoR) cer-
tification is uniquely consequential: under the
Supreme Court Rules, 2013, only an AoR may file

an appearance or act for a party in the Supreme
Court (the AoR is the filing advocate of record)
(Supreme Court of India, 2013). Eligibility itself
signals seniority and training (four years’ practice
plus one year of training under an AoR, followed by
a Court-conducted examination) (Supreme Court
of India, 2025, 2024). The exam is administered by
the Supreme Court and consists of four descriptive
papers Practice & Procedure, Drafting, Advoca-
cy/Professional Ethics, and Leading Cases making
it the most premium, publicly administered sub-
jective legal reasoning assessment tied directly to
Supreme Court practice (Supreme Court of India,
2025; Careers360 Law, 2023). These features make
AoR the clearest lens for open-ended legal reason-
ing and writing.

On excluding AoR Drafting. We exclude Pa-
per II (Drafting) from quantitative scoring because
drafting in the AoR exam is format critical: cause-
title, parties, prayers, affidavits, layout, and cita-
tions must follow strict Supreme Court templates.
Without document-template tooling, LLMs gen-
erate legally plausible text that routinely violates
these formal requirements. In a pilot using Gemini
2.5 Pro, the certified examiner deemed the draft
"not evaluable" due to pervasive structural non-
compliance (see Appendix §E). As Gemini 2.5 Pro
is the only model with consistent cross-exam per-
formance across years, this single pilot suffices
to indicate drafting limitations. Accordingly, we
evaluate AoR on the three papers testing legal rea-
soning: Practice & Procedure, Advocacy & Profes-
sional Ethics, and Leading Cases.

Year selection and provenance. For objective
exams, we include only years where the govern-
ing body released both the official paper and the
official answer key; years without a key are ex-
cluded. For subjective, we evaluate AoR 2023 with
paired, blinded grading by certified practitioners
(three papers as above). All artifacts are sourced
from official portals.1 A compact dataset summary
is in Table 1; full syllabi and exact year coverage
appear in Tables 8 and 9.

4 Model Selection and Inference
Configuration

Objective–exam cohort. We evaluate a broad
panel spanning frontier proprietary, large open, and

1Representative sources: Consortium of National Law Uni-
versities (2025b); Consortium of NLUs (2025); High Court of
Delhi (2023, 2024); Supreme Court of India (2025).
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Exam Mod. Qs/exam Marking Total
Ques-
tions

CLAT UG Obj. 200/150/120 +1/−
0.25/0

3,154

CLAT PG Obj. 120 +1/−
0.25/0

814

DJS (Prelim.) Obj. 200 +1/−
0.25

1,400

DHJS (Prelim.) Obj. 150 +1/−
0.25

850

AoR 2023 (SC) Subj. 35 none
(per-
question
marks)

35

Table 1: Objective exam sizes and marking (official).

strong small/open baselines. The cohort (i) cov-
ers families across vendors (Google, OpenAI, An-
thropic, Mistral, DeepSeek, Alibaba/Qwen, Meta)
to reduce recipe bias; (ii) spans scales from∼7B to
frontier sizes to observe size trends under identical
constraints; (iii) includes both instruction-tuned
and reasoning-tuned models (e.g., R1) to test
whether explicit reasoning helps under exam con-
ditions; and (iv) uses widely available endpoints,
increasing reproducibility.

Subjective–exam cohort (AoR). Human grad-
ing constraints preclude evaluating all models on
long-form papers. We therefore select a principled
triad: Gemini 2.5 Pro (the objective leader, testing
transfer from capacity to drafting), Gemma 3 27B
(the strongest small/open baseline in our objec-
tive runs, offering cost-efficient human evalua-
tion), and DeepSeek R1 (a large, reasoning-tuned
open model, probing whether reasoning training
enhances forum-specific drafting). Together, these
models represent a frontier ceiling, a competitive
small/open baseline, and a reasoning-tuned large
open reference point, sufficient to expose transfer
gaps without exhausting grader bandwidth.

Inference setup. We replicate official exam con-
ditions by incorporating constraints (such as neg-
ative marking for MCQs and forum-specific AoR
instructions) into our prompts, positioning each
model as an exam candidate. Full prompt text is
in Appendix §B and §D. Decoding is determinis-
tic (temperature = 0; default top-p); no tools, no
retrieval, single-pass inference. All endpoints are
invoked via a single gateway OpenRouter (Open-
Router, 2025) with date-pinned model identifiers;
total evaluation cost was < $ 500. For objective

papers we enforce a structured output schema and
score strictly under official rules; per-model break-
downs appear in the Appendix§G.

5 Evaluation

5.1 Objective exams

We score per question using the official schema.
Models return strict JSON with a single
answer_label using structured outputs; non-
conforming outputs are marked wrong in the con-
servative variant.

5.2 Subjective exams

Paired, blinded design. For AoR 2023 we obtain
human answer script (AoR 2023 Exam Topper)
and generate one LLM script per model in our sub-
jective cohort (Gemini 2.5 Pro; Gemma 3 27B;
DeepSeek R1). For each paper, we create three
paired sets, each containing two anonymized
scripts of the same question(s): Script A (hu-
man or LLM) and Script B (the other), with or-
der randomized. Rubric and aggregation. Each
certified Advocate-on-Record (AoR) grader re-
ceives all three paired sets and is not told which
script is human/AI. Five certified AoR assessors
grade all pairs using an official-style rubric cov-
ering: (i) Accuracy and application of law to
facts, (ii) Authority discipline (presence, correct-
ness, and fit of case/statute citations; penalties
for fabrication/miscitation; rewards for pin-point
cites), (iii) Forum-specific structure and proce-
dure (orders/rules, cause-titles/party arrays/prayers
where relevant), (iv) Depth/nuance and handling of
counter-arguments, (v) Language and expression
(clarity, concision, tone). We compute per-paper
totals, deltas (LLM vs. human), and summarize
qualitative failures.

6 Results

6.1 Objective exams

We evaluate the models against human topper
scores released by the official exam commit-
tees(Consortium of National Law Universities,
2025a; High Court of Delhi, 2025). Across all
four objective exams, frontier systems lead con-
sistently. Gemini 2.5 Pro exceeds the histori-
cal topper anchors on every exam (e.g., CLAT
PG +14.3, DJS +19.8, DHJS +25.3 on average
across years), while GPT 5 Chat is near parity
on DJS and strongly positive on CLAT PG. Open

361



Grader 1 (AoR) Grader 2 (AoR) Grader 3 (AoR) Grader 4 (AoR) Grader 5 (AoR)

Model Paper AI Human AI Human AI Human AI Human AI Human
Gemini 2.5 Pro Practice & Proc. 63.5 73.0 68.5 69 68 98 72 85 70 83

Adv. & Ethics 79.0 78.5 72 70.5 68 70 68 74 73 69
Leading Cases 73.0 73.0 63 75 58 76 58 73 60 75
Non-draft. total 215.5 224.5 203.5 214.5 194 244 198 232 203 227

DeepSeek R1 Practice & Proc. 67.0 73.0 59.5 69 58 98 50 85 63 85
Adv. & Ethics 68.0 78.5 64.5 70.5 63 70 60 74 66 69
Leading Cases 59.0 73.0 45.5 75 42 76 38 73 43 75
Non-draft. total 194.0 224.5 169.5 214.5 163 244 148 232 172 227

Gemma 3 27B Practice & Proc. 32.0 73.0 57.5 69.0 37 98 41 85 39 85
Adv. & Ethics 58.0 78.5 41.5 70.5 66 70 66 74 64 69
Leading Cases 57.0 73.0 55.0 75.0 47 76 47 73 50 75
Non-draft. total 147.0 224.5 154.0 214.5 150 244 148 232 153 227

-

Table 2: AoR 2023 (paired, blinded): combined per-paper scores by evaluator. Drafting excluded from aggregates;
pilot note in Appendix §E.

Model CLAT UG (/200/150/120) CLAT PG (/120) DJS (/200) DHJS (/150/125)

Avg ∆ Avg ∆ Avg ∆ Avg ∆

Topper average (anchor) 148.9 88.6 162.7 114.1

Gemini 2.5 Pro 156.6 +7.6 102.8 +14.3 182.5 +19.8 139.4 +25.3
GPT 5 Chat 134.7 −14.3 100.8 +12.2 162.7 +0.0 119.4 +5.3
DeepSeek R1 141.6 −7.3 91.8 +3.2 146.7 −16.0 113.3 −0.9
DeepSeek Chat v3 141.5 −7.4 91.0 +2.5 137.3 −25.4 114.1 +0.0
Claude Sonnet 4 143.5 −5.4 88.5 −0.1 150.7 −12.0 112.8 −1.3
Mistral Medium 3.1 136.7 −12.2 89.9 +1.3 148.1 −14.5 106.0 −8.1
Qwen 3 235B 138.1 −10.9 82.4 −6.2 127.8 −34.9 83.1 −31.0
Llama 3.3 70B 123.0 −25.9 82.3 −6.3 119.0 −43.7 92.5 −21.6
GPT 4.1 Mini 122.6 −26.3 78.3 −10.3 121.9 −40.8 88.4 −25.7
Gemma 3 27B 117.5 −31.4 69.8 −18.8 111.3 −51.4 80.6 −33.5
Qwen 2.5 7B 101.2 −47.7 59.7 −28.9 76.9 −85.8 56.9 −57.3
Gemma 3 12B 106.0 −42.9 62.3 −26.3 94.0 −68.7 75.3 −38.8
GPT 3.5 Turbo 100.6 −48.3 63.7 −24.9 85.9 −76.8 62.5 −51.6
Llama 3.1 8B 90.5 −58.4 58.2 −30.4 82.1 −80.5 54.5 −59.6

Table 3: Cross-exam summary (averages across years). ∆ is against each exam’s topper average. Positive ∆
indicates model means at or above topper average. Per-year × model matrices appear in the Appendix §G

reasoning-tuned DeepSeek R1 is competitive on
CLAT PG/DHJS but trails on DJS; instruction-
tuned DeepSeek v3 reaches parity on DHJS and
small positive on CLAT PG, yet lags on DJS/CLAT
UG. Smaller (≤30B) models fall below topper an-
chors across the board (e.g., Gemma 3 27B: −18.8
on CLAT PG; −51.4 on DJS).

6.2 Subjective exams

Gemini 2.5 Pro demonstrates performance closest
to human-level proficiency, achieving near parity
on the Ethics paper and a statistical tie on Lead-
ing Cases. However, a notable performance gap
remains in the Practice & Procedure paper, sug-
gesting that procedural knowledge and its applica-
tion present a distinct challenge. In contrast, other
models such as DeepSeek R1 and Gemma 3 27B
exhibit more significant performance differentials
across all examination papers. A qualitative analy-

sis of grader feedback, which proved remarkably
consistent across different evaluators, converged
on three principal failure modes:

• Deficiencies in Authority Discipline and Doc-
trinal Rigor: A critical shortfall identified across
multiple models was the inability to consistently
adhere to the conventions of legal citation and
authority. This manifested in several forms: the
complete omission of controlling precedents; the
miscitation of peripheral authorities; and a more
subtle failure termed "manufacturing authori-
ties," where a model correctly recalls a relevant
case but fails to articulate its specific relevance
to the question’s legal dilemma. For example,
the failure to cite the controlling precedent in
a given area, such as omission of Rupa Ashok
Hurra v. Ashok Hurra AIR 2022 in a discussion
on curative petitions is not a simple mistake. Fur-
thermore, responses often exhibited a tendency
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towards "generic" legal assertions - mentioning
concepts like "the principles of natural justice" or
citing a well-known case like Maneka Gandhi v.
Union of India AIR 1978 without providing the
requisite relevance to the question it is answering.
This lack of precision, whether through omission,
misapplication, or inadequate synthesis, strips
the legal argument of its persuasive force and
demonstrates a failure to engage with the source
material at the requisite doctrinal depth, treating
legal principles as abstract concepts rather than
grounded, citable authorities.

• Proclivity for Irrelevance and Inefficient Con-
tent Generation: A second pervasive issue
was the generation of content that substantively
drifted from the core legal or factual premises
of the question. Graders, colloquially yet point-
edly, categorized this as "slop" - digressive text
that, while potentially grammatically correct and
thematically adjacent, fails to advance a direct an-
swer. This includes lengthy paraphrases of basic
legal principles already assumed by the question,
speculative explorations of tangential legal sce-
narios, or the inclusion of boilerplate disclaimers
that add no analytical value. This inefficiency
not only obscures the relevant answer but also
reflects a model’s difficulty in performing the
crucial task of issue-spotting and prioritization,
a skill wherein human examinees are trained to
allocate their limited time and space exclusively
to the most salient points.

• Inapt Voice, Structure, and Rhetorical Fram-
ing: The third failure mode pertains to the for-
mal and stylistic conventions of professional
legal communication. Model responses were
frequently characterized by a distinctly "AI-
sounding" cadence, often beginning with overly
broad, rephrased introductions that lack the in-
cisive tone expected in high-stakes legal writ-
ing. A particularly jarring convention noted by
graders was the use of meta-framing, such as
prefacing an answer with "As an aspiring Advo-
cate on Record..." or "In my capacity as a legal
AI...", despite instructions in prompts not to use
such commentary. Such framing breaks the pro-
fessional illusion and reveals the artificial nature
of the author. Furthermore, the structural pref-
erences of the models, which often favor long,
generalized paragraphs, clash with the exam spe-
cific expectations for concise, point wise answers.
The models struggled to adopt the succinct, au-

thoritative, and forum-specific voice that human
graders associate with a well-trained legal profes-
sional, instead defaulting to a more verbose and
generically informative prose style.
In practice, these are filing-critical defects that

attract direct mark deductions. They explain the
model–human gap in subjective papers.

7 Conclusion

This study demonstrates a clear dichotomy in AI
capabilities for legal tasks. On objective, multiple-
choice examinations, frontier models meet or even
surpass historical human pass marks, demonstrat-
ing a robust capacity for short-context legal recall
and rule application. However, this proficiency
does not translate seamlessly to the domain of sub-
jective, long-form writing, where no model could
match the performance of a human topper. The
critical deficits lie both in knowledge and in ex-
ecution: a lack of procedural fidelity, imprecise
authority handling, and a failure to adopt forum-
specific structure.

These findings compel a two-part definition of
what it means to be truly "court-ready." First is
the capacity to recall and apply legal doctrine at
scale, a benchmark the strongest systems now meet.
The second, and more elusive, aspect is reliability
under the practical constraints of legal practice,
specifically adhering to procedural defaults, main-
taining strict authority discipline, and producing
work products that align with judicial expectations.
Our results indicate that current systems fall short
on this second, crucial dimension for apex court
practice in India.

In practical terms, this means AI is best deployed
as a supportive tool rather than an autonomous prac-
titioner. Systems can efficiently assist with tasks
like searching and verifying authorities, check-
ing consistency across drafts, or cross-referencing
case details. Tasks that require full drafting, in-
dependent citation, or any action carrying legal
responsibility remain beyond current capabilities
and should be handled with human oversight.

Limitations

While our work provides stakeholders with greater
insights into today’s frontier models it has the fol-
lowing limitations:

• Exam representativeness. Publicly available
exams serve as proxies for live courtroom

363



practice and may not fully capture real-world
complexity.

• Year coverage & answer keys. Our results
depend on the official answer keys and the
subset of years with high-quality scans, which
may limit generalizability.

• Model selection. We evaluate a triad of mod-
els for AoR 2023 constrained by bandwidth
and resources; other models may yield differ-
ent outcomes.

• Endpoint variance. Closed-model updates
and run-to-run variability can shift results; we
snapshot models at evaluation time.

• Blind grading sample size. Five assessors
of record provide robust signals, but cannot
exhaust all stylistic or interpretive variance.
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A Prompt Templates and Interfaces

Chat template (all models). We use a simple
two–message chat format across models; only
exam-specific prompts differ.

[
{ "role": "system", "content ": "<

system_prompt >" },
{ "role": "user", "content ": "<

user_message >" }
]

Objective exams require strict JSON outputs; sub-
jective exams are long-form. (Full exam-specific
prompts below.)

B Objective Exam Prompts

CLAT PG (objective)

system_prompt:
{

"You are an aspiring law student
taking the Common Law Admission Test
(CLAT)

for Post Graduate programs. You will
output ONLY strict JSON objects with
your

answer. Analyze each question
carefully and choose the best answer
from the

given options. MARKING SCHEME: Each
question carries 1 mark with
negative
marking of 0.25 for wrong answers.
You can choose to SKIP a question if
you 're

unsure to avoid negative marking. Do
not include code fences or
commentary ."

}

user_message:
{

"You are taking the Common Law
Admission Test (CLAT) for Post
Graduate programs.
Read the question and options and
choose one answer. Always return
ONLY a JSON
object with keys: 'answer_label ' and
'explanation '. The 'answer_label '
MUST be
one of: 'A','B','C','D' for selecting

an option , or 'SKIP ' to avoid
negative
marking if unsure. Keep the
explanation concise (1-3 sentences).
Do not include

any other keys or commentary .\n
Question: {question }\n
Options: {options }\n
Return JSON now."

}

CLAT UG (objective)
Same interface as CLAT PG; the allowed labels are
A,B,C,D,SKIP and the exam name is changed to
CLAT UG.

DJS / DHJS Preliminary (objective)

system_prompt:
{

"You are a knowledgeable legal expert
taking the Delhi Judicial Service
Examination.
You will output ONLY strict JSON
objects with your answer. Do not
include code
fences or commentary ."

}

user_message:
{

"You are taking the Delhi Judicial
Service (DJS) Examination. This exam
tests

knowledge of Indian law , judicial
aptitude , general knowledge and
current
affairs. You are answering questions
from: {paper_name }\n
Instructions :\n
- Each correct answer carries 1 mark
.\n
- Each incorrect answer carries
negative 0.25 mark.\n
- Each skipped answer carries 0 mark
.\n
- Choose the most appropriate answer
based on Indian law and legal
principles .\n
- Return ONLY a JSON object with '
answer_label ' (1,2,3,4 or SKIP) and
'explanation ' (brief legal

reasoning).\n
- Do not automatically skip GK/
current -affairs questions .\n
- Skip if unsure to avoid negative
marking .\n
Question: {question }\n
Options: {options }"

}

C Objective JSON schema (enforced at
parse time).

{
"answer_label ": "A|B|C|D|SKIP"
// or "1|2|3|4| SKIP"
"explanation ": "1-3 sentences"

}

D AoR (Subjective) Prompts

Practice & Procedure (AoR Paper I)

"You are taking the Advocate on Record (AOR)
Examination.
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You are answering questions for the section
Practice and Procedure of the Supreme

Court of India.

Important Instructions:
- Be verbose but keep the marks for the

question in mind.
- Write like a candidate would; do NOT reveal

that you are an LLM.
- Do not include code fences or meta commentary.

- Provide comprehensive answers; include
relevant case law and statutory provisions.

- Structure your answer logically with clear
headings.

- Be precise and accurate in legal terminology
."

Drafting (AoR Paper II)

"You are taking the Advocate on Record (AOR)
Examination.

You are answering questions for the section
Drafting.

Important Instructions:
- Write like a candidate would; do NOT reveal

that you are an LLM.
- The question carries 20 marks.
- You will be given context and appendices.
- Draft the required legal document as

specified in the question.
- Follow proper legal drafting format and

structure.
- Include all necessary components mentioned in

'INSTRUCTIONS'.
- Use appropriate legal language and

terminology."

Advocacy & Professional Ethics (AoR Paper
III)

"You are taking the Advocate on Record (AOR)
Examination.

You are answering questions for the section
Advocacy and Ethics.

Important Instructions:
- Be verbose but respect the marks allotted.
- Write like a candidate would; do NOT reveal

that you are an LLM.
- Do not include code fences or meta commentary

."

Leading Cases (AoR Paper IV)

"You are taking the Advocate on Record (AOR)
Examination.

You are answering questions for the section
Leading Cases of India.

Important Instructions:
- Be verbose but respect the marks allotted.
- Write like a candidate would; do NOT reveal

that you are an LLM.

- Do not include code fences or meta commentary
."

E AoR Drafting (Paper II): Exclusion
Rationale and Pilot Grader Note

Rationale. AoR Drafting is format-critical: cause
title, party array, prayer, affidavits, signatures/ver-
ification, pagination/lineation, margining, and ci-
tation form must match Supreme Court templates
(per Supreme Court Rules, 2013, Order IV and al-
lied provisions) (Supreme Court of India, 2013).
Autoregressive, text-only LLMs without document-
template tooling frequently violate these formal
requirements even when the narrative is legally
plausible. To avoid scoring noise dominated by
page-layout compliance, we exclude Drafting from
quantitative comparisons and focus on the three
reasoning-centric papers (Practice & Procedure;
Advocacy/Professional Ethics; Leading Cases).

Pilot grading (one draft). A certified AoR graded
a single LLM Drafting response and marked it “not
evaluable” due to pervasive formal defects. Rep-
resentative issues (verbatim categories from the
grader):

• Missing or malformed cause title and party
array; prayer block not in prescribed order.

• Incorrect or absent references to relevant
Supreme Court Rules; wrong order numbers.

• Affidavit/verification, Vakalatnama, and sig-
nature blocks omitted or mispositioned.

• Pagination/line numbers and margining ab-
sent; citations inconsistently formatted.

• One court-fee statement incorrect for SLP
(Crl).

The full note is archived with the anonymized script
(available to reviewers on request). The other three
papers were graded under the blinded protocol de-
scribed in the main text.

F AoR Grader Packet & Instructions

Materials provided. (1) AoR 2023 question pa-
per (with official marks per question); (2) An-
swer Script A (AI-generated, anonymized); (3) An-
swer Script B (human-written topper, anonymized).
Graders are not told which script is human or AI.
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How to evaluate (high-level). Use the official
question paper to guide marking and apply the
same standards used in real AoR evaluation. Award
marks per question out of the official maximum
(e.g., a 20-mark question must receive 0–20). Pro-
vide short notes where relevant and an overall com-
ment per script.

Rubric dimensions.

• Accuracy of law & reasoning: Are principles
stated correctly and applied to facts?

• Case law & statutes: Verify that cited author-
ities exist and are relevant; deduct for fabri-
cated or incorrect citations.

• Structure & coherence: Clear issue→ rule
→ application → conclusion flow; forum-
appropriate organization.

• Depth of analysis: Beyond surface points;
counter-arguments/nuances addressed where
pertinent.

• Language & expression: Clear, professional,
and appropriate for a Supreme Court exam
answer.

Partial credit. Award partial credit wherever rea-
soning is substantively sound even if incomplete or
imperfectly expressed.

Output expected from graders.

• Question-wise marks (out of the official marks
allotted).

• Brief evaluator notes (e.g., “case not found,”
“well-structured,” “analysis shallow”).

• A 2–3 sentence overall comment on the pa-
per’s quality.

Note on Drafting (Paper II). Drafting is not part
of the quantitative comparison in this study due to
strict layout/form requirements. One pilot draft
was graded and deemed “not evaluable” owing to
pervasive formal defects; see Appendix §E for the
summary note.

G Comprehensive Result Matrix Across
LLMs and Years

We present the results of LLM Evaluations for
CLAT UG, CLAT PG, DJS and DHJS in Table
4, Table 5, Table 6 and Table 7 respectively.

H Ethical Considerations

This research involved human evaluation of high-
stakes professional materials, guided by the follow-
ing ethical protocols:

• Voluntary Expert Participation: Certified
Advocate-on-Record (AoR) evaluators partici-
pated on a voluntary basis. Their involvement
was motivated by a professional interest in ad-
vancing understanding of technology within
the legal field, and their contribution is grate-
fully acknowledged.

• Managed Workload and Anonymization:
To respect the time of our volunteer experts,
the evaluation workload was carefully lim-
ited to a manageable number of anonymized
scripts. This prevented fatigue and ensured the
integrity of the subjective assessment process.

• Blinded Evaluation for Objectivity: A
paired, blind methodology was employed,
making certain that evaluators were unable
to differentiate between scripts created by hu-
mans and those by AI. This was essential in
reducing bias and achieving unbiased and eq-
uitable comparisons. However, the stylistic
disparities between human work and that of
LLMs often resulted in comments suggesting
suspicion that the responses might have been
AI-generated.

• Integrity and Transparency: The study uses
only officially released public materials to
avoid compromising exam integrity. We trans-
parently report both model capabilities and
their significant limitations in procedural and
drafting fidelity, emphasizing the continued
necessity of human oversight in legal practice.
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2008 145.75 134.25 136.5 136 136.75 147 136.75 132.75 125 119.25 103.5 114 109 99.75 –
2009 179.25 166.75 171.25 169.25 175 165.75 165.25 155.5 149.25 144.5 116 117.5 114.5 97 175
2010 167 157.75 162.75 159.25 158.25 154 159 151.25 142.75 139 129 137 128 112 165
2011 173.5 146.75 153.25 151.75 153.75 138 141 125.75 129.75 115.5 89.25 108.75 97.75 96.75 173
2012 154.75 138.75 146.25 144.75 152.75 149.75 147.75 120.5 128.5 109.75 96.5 110.5 104 80 159
2013 168.5 151.25 164.25 166 146.25 149 150 135.25 133.75 132.5 111.5 114.75 107.75 97 160.75
2014 185.25 147.75 166.5 172.5 175 169 164.25 151.5 135.25 132.5 114 119 115.25 103.25 171.75
2015 156.25 117 133 131 130 114.75 119.5 98 91 100 83.25 86 74 30.75 143.75
2016 187.75 164 178.25 165.5 174 166.5 169.75 151.75 145.75 140.5 113.75 116 118 91.5 174.5
2018 180.25 144 156.75 149 150.5 147.5 143.5 130.5 131.25 138.75 116.5 112.75 106.75 102.25 159
2019 184 145.5 163.25 162.5 165 146.75 154.75 130.5 132.25 127.75 104.75 115.75 94.75 98.5 177.25
2021 136.25 126.25 123.75 123.75 121.5 115 115 110.75 103.75 100.75 92.75 83.25 101.25 92.25 125.5
2022 137.5 116.5 125.75 116.5 127.25 121.5 122 114.5 106.5 107.75 88 101 87.75 95.5 121
2023 130.5 111.75 84 114.25 123 120.5 112 95 114.25 96.5 95.25 98.5 92 94.5 116.75
2024 99.75 93.5 98.5 97.25 100 96 100 87.5 92.25 84 84.75 83.75 87.25 77.75 108
2025 107.75 92.5 96.25 99 100.25 96.25 94 93.75 96.25 93 82.75 85.5 80 88.25 103.5

Table 4: CLAT UG Results.
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2019 85.27 81.75 76.75 75.25 75.75 76.5 76.75 72.75 71.5 66.5 48.75 60.75 56.25 34.5 –
2020 95.5 99 79.5 83 76.25 79.5 58.75 76.25 65.25 52.5 40.5 44.25 51.25 47.75 72
2021 105 98.75 96.5 90.25 92 91.75 87.25 83.25 89.25 74.5 60.25 61.5 61.75 54 85.75
2022 106.5 102 94 93.25 87.25 92.75 90.5 84 77.75 73 61.75 61.75 66 51.75 94
2023 103.75 105 88 87.5 92.75 91.25 87.75 81.75 70.25 70.25 67 65.5 67.75 64 95.5
2024 111.25 110 100 101.75 94.5 98.75 90 90.5 81.75 76.25 66 73.75 71.5 66.25 104.25
2025 95 90.25 93 90.5 88.25 85.5 80 78.25 85.5 72 62.5 62.75 68 65.25 80

Table 5: CLAT PG Results.
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2011 151.75 133.75 123.75 111.25 121.25 125 92.5 95 122.5 100 82.5 82.5 56.25 68.75 –
2014 178.75 156.25 140 127.5 145 145 131.5 115 125 112.5 85 87.5 78.75 73.5 –
2015 191.25 178.75 157.5 145 168.75 165 138.75 131.25 145 128.75 78.75 106.25 103.75 86.75 –
2017 191.25 178.75 161.25 147.5 160 153.75 123.75 122.5 131.25 120 102.5 111.25 91.25 76.75 –
2018 178.75 162.5 143 135 143 132.5 125 123.75 111.25 108.75 66.75 91.75 87 89.5 –
2019 170 155 129.75 132.25 136 145 116.25 112.5 98.75 100 56 83.5 66 78.55 –
2022 185 145 148.75 136.25 151.25 147.5 131.5 108.75 120 97.5 72.5 83.75 88.75 87.75 –

Table 6: Delhi Judicial Services (DJS) Results. Topper Marks are not released.
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2013 151.75 133.75 123.75 111.25 121.25 125 92.5 95 122.5 100 82.5 82.5 56.25 68.75 –
2017 130 112.5 102.5 72.5 105 97.5 80 91.25 91.25 86.25 70 80 75 54.5 –
2019 145 128.75 120.5 112.5 118.75 117.5 90 90 96.25 85 60 83.75 63.75 58.5 –
2022 143.75 127.5 113.75 111.25 115 106.5 77.5 91.25 86.25 73.75 47.5 62.5 56.25 50.5 –
2023 138.75 108.75 116.25 111.25 112.5 102.5 85 91.25 86.25 78.75 50 73.75 55 54.5 –

Table 7: Delhi Higher Judicial Services (DHJS) Results. Topper Marks are not released.
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Exam Modality Contents (official)

CLAT UG Objective English Language; Current Affairs / GK; Legal Reasoning; Logical Reasoning; Quantitative
Techniques.

CLAT PG Objective Core LL.B. subjects: Constitutional Law; Jurisprudence; Administrative Law; Contract;
Torts; Family; Criminal; Property; Company; Public International Law; Tax; Environmental;
Labour / Industrial Law.

DJS (Prelim.) Objective Constitution; CPC; CrPC / BNSS; IPC / BNS; Evidence; Contract; Partnership; Arbitration;
Specific Relief; Limitation; POCSO; Commercial Courts Act; English / GK.

DHJS (Prelim.) Objective DJS core plus commercial/statutory expansion: TPA; Sale of Goods; Negotiable
Instruments; Succession / Hindu laws; Prevention of Corruption; POCSO; SARFAESI /
DRT; Labour laws; Commercial Courts; IT; IPRs; English / GK.

AoR (SC) Subjective Four descriptive papers: Practice & Procedure of the Supreme Court; Drafting; Advocacy &
Professional Ethics; Leading Cases (official case list).

Table 8: Appendix syllabus/contents (official sources: Consortium of NLUs for CLAT; Delhi High Court for
DJS/DHJS; Supreme Court of India for AoR) (Consortium of National Law Universities, 2025b; Consortium of
NLUs, 2025; High Court of Delhi, 2023, 2024; Supreme Court of India, 2025).

Exam Mod. Years included (official paper + official key) Qs/exam Total MCQs

CLAT UG Obj. 2008, 2009, 2010, 2011, 2012, 2013, 2014, 2015, 2016, 2018,
2019, 2021, 2022, 2023, 2024, 2025 (2017 and 2020 excluded
due to key issues).

200/150/120 3,154

CLAT PG Obj. 2019, 2020, 2021, 2022, 2023, 2024, 2025 120 814
DJS (Prelim.) Obj. 2011, 2014, 2015, 2017, 2018, 2019, 2022 200 1,400
DHJS (Prelim.) Obj. 2013, 2017, 2019, 2022, 2023 150 850
AoR (SC) Subj. 2023 (blinded grader study) - -

Table 9: Appendix year coverage used in this study (objective papers require both official paper and official answer
key). AoR is fully descriptive (no MCQs).
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Abstract

We present LEGALSIM, a modular multi-agent
simulation of adversarial legal proceedings that
explores how AI systems can exploit procedu-
ral weaknesses in codified rules. Plaintiff and
defendant agents choose from a constrained
action space (for example, discovery requests,
motions, meet-and-confer, sanctions) governed
by a JSON rules engine, while a stochastic
judge model with calibrated grant rates, cost
allocations, and sanction tendencies resolves
outcomes. We compare four policies: PPO, a
contextual bandit with an LLM, a direct LLM
policy, and a hand-crafted heuristic; Instead
of optimizing binary case outcomes, agents
are trained and evaluated using effective win
rate and a composite exploit score that com-
bines opponent-cost inflation, calendar pres-
sure, settlement pressure at low merit, and a
rule-compliance margin. Across configurable
regimes (e.g., bankruptcy stays, inter partes
review, tax procedures) and heterogeneous
judges, we observe emergent “exploit chains”,
such as cost-inflating discovery sequences and
calendar-pressure tactics that remain procedu-
rally valid yet systemically harmful. Evaluation
via cross-play and Bradley-Terry ratings shows,
PPO wins more often, the bandit is the most
consistently competitive across opponents, the
LLM trails them, and the heuristic is weakest.
The results are stable in judge settings, and the
simulation reveals emergent exploit chains, mo-
tivating red-teaming of legal rule systems in
addition to model-level testing.

1 Introduction

The legal system is an adversarial process guided
by dense procedural rules that shape how disputes
unfold. Litigants do not only argue substance; they
sequence filings, exploit timing, and impose tacti-
cal costs to influence outcomes. As AI enters legal
practice, these tactics may be amplified: learning
agents can search large procedural spaces, probe
edge cases at scale, and coordinate strategies with

speed and persistence beyond human capacity. This
possibility raises questions at the intersection of
natural legal language processing, multi-agent rein-
forcement learning, and AI safety (Amodei et al.,
2016).

Most work in legal NLP treats models as as-
sistive tools that classify, summarize, retrieve, or
predict (Chalkidis et al., 2020, 2022; Zhong et al.,
2019). These settings assume a largely passive role
for AI within human workflows. Far less is known
about what happens when AI agents interact di-
rectly with codified procedure and with each other.
In complex systems, agents trained to optimize
rewards often uncover loopholes that remain tech-
nically compliant while socially harmful (Amodei
et al., 2016). The legal process, with its motion
practice, deadlines, and rule-based gates, is a natu-
ral domain where such behavior may emerge.

We argue that studying these dynamics requires
a simulation environment that treats litigation as
strategic interaction under rules. Our approach
frames procedure as a structured action space with
observable state, limited information, and stochas-
tic judicial response. Agents learn over repeated
play to pursue objectives that extend beyond win
or loss, including cost imposition, delay, and set-
tlement leverage under sanction risk. By varying
rule sets across domains, the same environment can
reveal how different procedural regimes encourage
or deter exploitative behavior.

We introduce LEGALSIM, a modular multi-
agent framework for adversarial legal proceedings.
Plaintiff and defendant agents select structured
actions validated by a JSON rule engine that en-
codes domain-specific procedural gates; a stochas-
tic judge mediates outcomes via calibrated grant
rates, cost allocations, and sanction tendencies.
Policies include a hand-crafted heuristic baseline,
a contextual bandit over tactic families, a PPO pol-
icy trained in self-play, and a direct LLM policy
(Schulman et al., 2017; Silver et al., 2016; Lowe
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et al., 2020; Silver et al., 2017; OpenAI et al., 2019;
Vinyals et al., 2019). Rather than optimizing a bi-
nary case outcome, agents receive a composite ex-
ploit score that aggregates opponent-cost inflation,
calendar pressure, settlement pressure conditional
on low merits, and a rule-compliance margin.

Contributions.
1. Formalization of litigation as a MARL envi-

ronment. We model adversarial legal proceed-
ings as a multi-agent environment with a struc-
tured token space, machine-readable procedural
gates, and a calibrated judge model, enabling
regime-agnostic studies.

2. Discovery of emergent legal exploits. Through
self-play, interacting agents discover strategies
that were not pre-programmed, including tactics
observed in practice and novel exploit chains
that expose systemic vulnerabilities (cost infla-
tion, calendar pressure, settlement leverage un-
der sanction risk).

3. Evaluation protocol and artifacts. We evalu-
ate with head-to-head and all-against-all cross-
play and fit role-symmetric Bradley-Terry-Luce
ratings and robustness sweeps across judges, en-
abling comparison of heuristic, contextual ban-
dit, PPO, and LLM-guided policies.

4. AI-safety perspective on law. We argue for
red-teaming codified legal systems themselves
rather than only individual models, offering
a testbed for measuring and mitigating AI-
amplified procedural abuse.
Our findings suggest an AI-safety perspective

that red-teams not only models but the legal rule
systems themselves. LEGALSIM offers a testbed
for measuring and mitigating procedural exploita-
tion, linking methods from legal NLP, MARL, and
robustness analysis (Balduzzi et al., 2019; Omid-
shafiei et al., 2019).

2 Background and Related Work

Our research sits at the intersection of four areas:
AI for legal reasoning, AI safety in legal contexts,
multi-agent systems for strategic discovery, and
the formalization of law as code. Each area is
established, but their synthesis to red-team legal
frameworks is new.

2.1 AI in Legal Reasoning and Prediction

A substantial body of Natural Legal Language Pro-
cessing (NLLP) focuses on analytical and predic-
tive tasks. Early work showed that machine learn-

ing can predict judicial outcomes from case facts
(Aletras et al., 2016). More recent approaches lever-
age large language models and legal-specific pre-
training, such as LEGAL-BERT (Chalkidis et al.,
2020), achieving strong results on legal judgment
prediction, document classification, and argument
mining. These tools reason about or predict out-
comes in a static setting; they are not designed to
act as strategic agents within a procedural process.
Our work shifts the focus from passive prediction
to active, strategic participation.

2.2 AI Safety and Fairness in Law

As capabilities grow, concerns about safety and
fairness have intensified. The dominant paradigm
is to identify and mitigate model-level flaws, in-
cluding demographic bias in predictive justice sys-
tems, as highlighted by the COMPAS investigation
(Angwin et al., 2016). Additional lines address ro-
bustness of legal text classifiers and the explainabil-
ity of black-box models in service of due process
(Richmond et al., 2023). This work is essential, but
it primarily addresses harms from systems that are
wrong or biased. We study a complementary risk:
harms produced by agents that are competent and
strategically exploit codified rules to achieve unfair
or inefficient outcomes.

2.3 Multi-Agent Systems and Emergent
Strategy

Outside law, multi-agent reinforcement learning
(MARL) has uncovered novel strategies in com-
plex adversarial settings. Self-play has yielded
superhuman policies in Go (Silver et al., 2016) and
StarCraft II (Vinyals et al., 2019). Work on emer-
gent tool use demonstrates autocurricula in compet-
itive environments (Baker et al., 2020). Classical
game-theoretic analyses of litigation exist (Baird
et al., 1994), but modern MARL for discovering
procedural strategies from a blank slate remains
underexplored. Recent agent systems that blend
planning with language interaction, such as CI-
CERO for Diplomacy (FAIR et al., 2022), suggest
feasibility for mixed-motive negotiation akin to
litigation. Concurrently, agentic-risk studies ex-
amine malicious or deceptive uses of LLM agents;
for example, ScamAgents demonstrates how au-
tonomous AI agents can be architected to simu-
late and execute complex, human-level scam calls
(Badhe, 2025). Our work brings these ideas into a
rules-constrained, legally grounded domain.
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2.4 Computational Law and Rules-as-Code
Formalizing legal rules in machine-readable form
(rules-as-code) is a prerequisite for procedural sim-
ulation. Foundational visions in computational law
aim to represent statutes, regulations, and contracts
with logical precision (Genesereth, 2005; Surden,
2012). Prior applications emphasize compliance
checking, digital advisory tools, and expert systems.
We build directly on this foundation but use the
formalized ruleset as the “physics engine” for an
adversarial simulation, enabling stress tests where
intelligent agents interact strategically. While rules-
as-code focuses on encoding law as written, our
objective is to surface unintended and exploitative
consequences that can emerge in practice.

3 Problem Formulation

We model litigation as a multi-agent adversarial
game governed by codified procedure. Two agents,
plaintiff and defendant, act in a structured environ-
ment mediated by a judge. The objective is to allow
learning agents to discover strategies from the envi-
ronment dynamics rather than rely on hand-coded
heuristics.

3.1 State
At time t the environment state is

st = {P pl, P df , C, H},

where P pl and P df are party states, C encodes
court attributes including active procedural gates
and judicial tendencies, and H is a structured his-
tory of filings, rulings, and citations. Party states
track budgets, accumulated burden, fees, sanctions,
and merits, enabling decisions conditioned on pos-
ture and history. Judicial tendencies are parameter-
ized by a profile with a grant rate and a sanction
tendency that shape probabilistic rulings.

3.2 Actions and Gates
At each step an agent chooses at ∈ A(st), with
availability constrained by active gates:

at ∈ A(st) iff no gate blocks at.

The action space covers core procedural moves
such as filing a proceeding, referencing authority,
requesting discovery, moving for sanctions, chang-
ing venue, and making settlement offers. In imple-
mentation these map to structured action tokens.
Gates implement rule-based blocks that delay or

nullify certain actions until expiry, matching the
formal constraint above. The full inventory of ab-
stract action tokens is listed in App. B.

3.3 Transition Dynamics

A rule engine evaluates actions and updates state
with deterministic and stochastic effects: impose
or lift gates, allocate costs and burdens, apply sanc-
tions, and progress the case toward termination.
This supports faithful procedural interaction with-
out prescribing strategies.

3.4 Rewards

Each agent’s reward combines competing litigation
objectives:

Rt = w1 · OpponentCostt + w2 · DelayCreditt
+ w3 · OutcomeBonust
− w4 · SanctionPenaltyt (1)

with weights wi tuning strategic preferences.
Plaintiffs seek favorable outcomes with cost con-
trol, while defendants emphasize dismissal or delay
with minimal sanction exposure. One instantiated
shaping in code rewards increases in opponent bur-
den while penalizing own cost and burden, with a
terminal bonus or penalty at resolution.

3.5 Learning Objective

We optimize policies for both sides under dis-
counted returns:

πpl, πdf = argmax
π

E

[
T∑

t=0

γtRt(st, at)

]
,

where γ ∈ (0, 1) is the discount factor.

3.6 Illustrative Gate Scenario

If a defendant files for Chapter 111, an automatic-
stay gate activates and blocks motions and discov-
ery for sixty timesteps. This induces a delay exploit
for the plaintiff. After expiry, a calibrated discovery
sequence can inflate the defendant’s costs if judi-
cial sanctions are unlikely, yielding a cost-inflation
exploit while each step remains procedurally valid.

This formulation specifies the state, action, gat-
ing, transition, reward, and objective needed to
study emergent procedural exploits within a princi-
pled multi-agent reinforcement learning setting.

1Chapter 11 of the U.S. Bankruptcy Code
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4 System Architecture

Our system’s architecture is organized into a three-
tiered structure: the LEGALSIM environment, the
agents that interact within it, and a training and
analysis harness. This design separates the core
simulation logic from the agent policies and ex-
periment orchestration, which enables modularity
and the easy substitution of components without
changing core interfaces.

4.1 Environment Layer

The environment layer is a domain-agnostic litiga-
tion simulator. It is driven by a rules-as-code engine
that processes an abstract action space and updates
the simulation state based on a set of JSON rules.
Each environment instance maintains the state of
two adversarial parties, tracking their budgets, ac-
cumulated burdens, and merits. It also incorporates
a stochastic judge profile that influences probabilis-
tic rulings, such as the granting of motions or the
imposition of sanctions.

4.1.1 Rules-as-code Engine
The core of the environment is a JSON rule en-
gine (a finite set of state–action predicates with ef-
fect handlers) that loads procedural rules and gates
(temporary action blocks) from JSON files (Gov-
ernatori et al., 2011). Rules are defined by when
conditions (e.g., a specific action is taken) and ef-
fects that modify the environment state. Effects
can include applying costs, transferring burdens,
and, most importantly, activating procedural gates.
The RulesOracle component provides an approxi-
mation of legal principles like proportionality and
sanction risk, which are parameterized to allow for
policy studies rather than strict encoding of legal
doctrine. We include rule example at App. A.

4.1.2 Procedural regimes.
The environment swaps procedural regimes by
loading different JSON rule files without code
changes. In our experiments we use a de-
fault bankruptcy regime and also include domain-
specific sets for patent, tax collection, immigration,
and corporate disputes. Each regime defines gates
(temporary blocks on actions) and effects that shape
costs, burdens, delay, and sanctions.

4.1.3 Action Interface and State
Agents interact with the environment by emit-
ting abstract, tokenized actions. In total, there

are 13 possible action tokens, including rep-
resentative examples such as REQUEST_DOCS,
FILE_PROCEEDING, and SETTLEMENT_OFFER. The
environment validates these tokens against a pre-
defined schema, ensuring the action space remains
structured and the simulation runs smoothly. The
environment state includes party-specific metrics
(budget, burden, merits) and global context from
the judge, such as grant rate and sanction tendency.

4.2 Agent Layer

The agent layer supports multiple policy families
that are swappable through a common interface.
This allows for a mix-and-match approach in exper-
iments, where different agent types can be pitted
against each other. The policies include:
1. Heuristic Policy: A hand-coded, rule-based

baseline that makes decisions based on simple,
pre-defined logic related to costs and burdens.

2. LLM-driven Policy: A policy that queries a
large language model (LLM) for a reasoned ac-
tion. It uses few-shot prompting and enforces a
strict JSON output contract to ensure the LLM’s
free-form reasoning can be translated into a
valid action token. Throughout this paper, all
LLM calls use OpenAI’s GPT-4o.

3. Contextual Bandit Policy: A hybrid policy that
first uses a contextual bandit to select a high-
level "tactic" (e.g., DELAY, BURDEN_OPP),
and then uses the LLM to propose a specific ac-
tion consistent with that tactic. (Li et al., 2010)

4. PPO Policy: A policy based on Proximal Policy
Optimization (PPO), a reinforcement learning
algorithm that learns to select actions from the
environment’s observations (Schulman et al.,
2017; Silver et al., 2016).

4.3 Training and Evaluation Harness

The harness coordinates self-play experiments, en-
forcing role alternation and judge rotation, schedul-
ing learning updates for PPO and the contextual
bandit, and validating all emitted action tokens.

4.3.1 Episode Flow

A single episode unfolds as follows: the harness
initializes the environment, agents observe the state
and propose actions, the environment validates and
executes these actions, and the state advances. This
process repeats until a termination condition is met
(e.g., budget exhaustion, settlement, or maximum
steps). At termination, composite exploit metrics
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are calculated, and learning updates are applied to
the agents’ policies if enabled.

5 Experiments and Evaluation

We evaluate LEGALSIM under a controlled proto-
col that alternates roles each game, sweeps ten ran-
dom seeds, and rotates between two judge profiles:
permissive (grant_rate 0.65, sanction_tendency
0.25, calendar_load 0.55) and strict (0.35, 0.70,
0.60). Domains are loaded from JSON rule files;
unless noted, we use the default regime.

Policies and training. We evaluate the four pol-
icy families introduced in Sec. 4 (Heuristic, LLM,
Contextual Bandit, PPO). The Heuristic is non-
learning. The LLM policy uses a single API model
at inference time and emits JSON-constrained to-
kens without any fine-tuning. The Contextual Ban-
dit selects a high-level tactic via an ϵ-greedy linear
contextual bandit with a bias term (ϵ=0.1, learning
rate 0.05), then asks the same LLM to instantiate
a concrete token; it performs one SGD update per
episode on the terminal composite reward. The
PPO agent is an actor critic over the discrete to-
ken set with a 13-D observation (budgets, burdens,
judge features, merits, progress, gate summaries);
both actor and critic are two-layer MLPs (64 Tanh
units each) trained with Adam (3×10−4), γ=0.99,
GAE λ=0.95, clip ϵ=0.2, and entropy coefficient
0.005. PPO optimizes the shaped reward

rt = 0.20∆(opponent burden)−0.01∆(own cost)

− 0.01∆(own burden) . (2)

with a terminal bonus of +5 (plaintiff win) and
−5 (defendant win), is trained for 300 episodes
against the Heuristic while alternating judges by
episode, and is then frozen for evaluation.

Environment and rules. Litigation is modeled
as a turn-based process with a rules-as-code
core. Agents emit tokens such as REQUEST_DOCS,
FILE_MOTION, MOVE_SANCTIONS, MEET_CONFER,
SETTLEMENT_OFFER, and FILE_PROCEEDING. A
JSON rule engine maps state–action conditions
to cost transfers, burden updates, temporary gates
that block actions, and judge-sensitive sanction
events; a RulesOracle provides proportionality
and sanction-risk proxies. Each episode tracks bud-
gets, burdens, merits, fees, sanctions, active gates,
and the judge profile.

Figure 1: Win rate by policy & judge (settlement = 0.5).
Bars show mean effective win rate across ten seeds
under permissive and strict judges; higher is better for
the policy.

Protocols. We use two complementary designs.
(i) Head-to-head: selected pairs play under both
judges with alternating roles; we log token se-
quences, rulings, and per-role metrics. (ii) Cross-
play league: all policies play all others across seeds
and judges. From these games we build a role-
symmetric payoff matrix A whose entry

Aij = E
[
(plaintiff composite)

− (defendant composite)
]

(3)

when policy i faces j, flipping the sign when roles
swap so cells are comparable. We also fit role-
symmetric Bradley-Terry-Luce (BTL) ratings with
a sum-to-zero constraint (Bradley and Terry, 1952):

Pr(i ≻ j) = σ(si − sj) , σ(x) =
1

1 + e−x
,

and report 95% bootstrap confidence intervals over
500 resamples. Prompt templates used during eval-
uation are reproduced in App. C

Overall effectiveness. The win-rate analysis in
Figure 1 (Win-rate by policy & judge) shows a con-
sistent ordering: PPO attains the highest effective
win rate overall, followed by the contextual bandit,
then the LLM policy, with the heuristic trailing.
The same ordering holds within each judge profile.
This indicates that learning a direct policy over the
token space (PPO) converts the observable state
into match wins more reliably than tactic selec-
tion with LLM instantiation (contextual bandit) or
purely generative action proposals (LLM). Table 1
quantifies these differences alongside mean com-
posite exploit scores for plaintiff/defendant roles.

Who beats whom (meta-game structure). Fig-
ure 2 summarizes pairwise performance using two
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Policy Win rateeff Flag rate Cpl Cdf BTL BTL CIlow BTL CIhigh

contextual_bandit 0.571 0.958 1.130 0.948 99.6 74.3 124.7
llm 0.433 1.000 15.789 5.509 95.9 70.3 120.9
ppo 0.742 0.958 1.280 0.845 -97.6 -123.0 -72.6
heuristic 0.254 1.000 39.995 8.337 -97.9 -122.6 -71.6

Table 1: Evaluation summary by policy. Win rateeff treats settlements as 0.5. Cpl and Cdf are mean composite
exploit scores for plaintiff/defendant roles. BTL and 95% bootstrap CIs are from role-symmetric Bradley-Terry-Luce
fits on the cross-play league.

role-symmetric metrics: (i) win rate with settle-
ments counted as 0.5, averaged across both role as-
signments for each policy pair (row policy i vs. col-
umn policy j); and (ii) composite margin, the mean
difference in exploit score (plaintiff composite −
defendant composite) with the sign flipped when
roles swap, so positive values indicate that the
row policy systematically exerts more procedural
pressure than the column policy. The heatmaps
yield a consistent ordering: the Contextual Bandit
dominates win rates ≥ 0.56 against all opponents
and positive margins (largest vs. Heuristic, mod-
est vs. LLM); the LLM policy is second, clearly
ahead of PPO and Heuristic; PPO shows advan-
tage only over the Heuristic; and the Heuristic is
uniformly weakest. This ranking holds in both
outcome space (win rate) and pressure space (com-
posite margin), indicating the bandit’s broad com-
petitiveness across the meta-game. An example
episode underlying a high-margin cell is unpacked
in App. D.

Exploitiveness metrics. Each episode produces
per-role components already defined in the envi-
ronment: (i) opponent cost inflation (opponent fees
divided by own fees), (ii) calendar pressure (oppo-
nent burden divided by 1+ own burden), (iii) settle-
ment pressure at low merit (settlement offers times
1− own merits, clipped), and (iv) rule-compliance
margin (a penalty for self-sanctions). The compos-
ite exploit score is a fixed weighted sum of these
components (0.35/0.25/0.25/0.15). We summarize
these per policy with means and standard errors and
also report the flag rate, the fraction of episodes
with composite ≥ 0.6.

Exploitiveness results. Applying these defini-
tions, Table 2 reports per–policy × judge means,
standard errors, flag rates, and episode counts. Two
patterns emerge. First, the Heuristic and LLM poli-
cies produce very high composite scores with near-
ubiquitous flagging across judges, indicating heavy
procedural pressure. Second, PPO and the Contex-

tual Bandit maintain composites near 1 with non-
maximal flag rates, and show judge sensitivity (the
bandit declines under the strict judge, whereas PPO
ticks up slightly). Together with Figure 1, this con-
firms that effectiveness (win rate) and exploitive-
ness are related but not identical: PPO converts
state to wins while applying less extreme proce-
dural pressure than the Heuristic or LLM, and the
bandit sits between these extremes.

Judge effects. Breaking out the bars in Figure 1
by judge shows that absolute win rates shift with
judicial temperament, but the relative ordering of
policies remains stable. On the permissive judge,
motion-driven strategies benefit more; on the strict
judge, margins compress but the ranking persists.
This mirrors the sanction and grant-rate sensitivi-
ties in Table 1 and the stratified means in Table 3.

Robustness. We stress-test the policies in two
simple ways: (i) we make the judge more likely
to impose sanctions, and (ii) we add random
±10%–20% perturbations to cost and burden pa-
rameters to mimic modeling noise. For each pol-
icy and judge profile we then recompute two sum-
maries, the mean composite exploit score and the
fraction of episodes that are flagged (C ≥ 0.6), and
present them as a policy-by-stress matrix (Table 3).

Across all stress tests, the qualitative ordering of
policies does not change: PPO remains strongest
on outcomes, the contextual bandit is generally
second, the LLM trails, and the heuristic is con-
sistently weakest. Making sanctions stricter reli-
ably lowers exploit scores and flag rates, with the
biggest reductions for strategies that lean on fil-
ing volume and burden (LLM, then bandit), while
PPO is least affected. Injecting cost/burden noise
increases variability but does not reverse pairwise
rankings. In short, the effects we report are stable
to reasonable procedural and parameter changes;
stricter sanction regimes act as a partial brake on
exploit-heavy behavior without reshuffling the pol-
icy hierarchy.
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Figure 2: Cross-play performance heatmaps (role-symmetric). Left: win rate with settlements counted as 0.5,
averaged over both role assignments. Right: composite margin (plaintiff composite − defendant composite) with
the sign flipped when roles swap. Rows index the row policy i and columns the opponent policy j; numbers are cell
means across seeds and judges. Higher (warmer) values indicate that the row policy systematically outperforms (or
exerts more procedural pressure than) the column policy.

Policy Judge Mean Composite SE Composite Flag Rate N Episodes

Contextual Bandit Permissive 1.18 0.145 0.83 60
Contextual Bandit Strict 0.90 0.098 0.70 60
Heuristic Permissive 23.24 5.353 1.00 60
Heuristic Strict 25.09 5.893 0.98 60
LLM Permissive 10.92 2.558 1.00 60
LLM Strict 10.38 2.650 1.00 60
PPO Permissive 1.01 0.054 0.78 60
PPO Strict 1.12 0.065 0.83 60

Table 2: Exploitiveness summary by policy and judge. Mean Composite is the average composite exploit score
C; SE Composite is the standard error; Flag Rate is the fraction of episodes with C ≥ 0.6; and N Episodes is the
number of episodes summarized.

Reconciling win rate with BTL ratings. BTL
summarizes global competitiveness from the full
cross-play, not just wins. It can rank a policy
higher when it draws fewer severe losses and plays
most opponents close, even if its raw win rate is
slightly lower. In our run, PPO tops Table 2 for win
rate; BTL places the contextual bandit and LLM
closer in the middle of the meta-game (with over-
lapping confidence intervals), while the heuristic
sits clearly below. This is consistent with Figure 2
showing near-zero margins between the mid-tier
policies and large negative margins concentrated in
the heuristic row and column.

6 Defense, and Mitigation

Risks

Optimizing agents can find strategies that are le-
gal but harmful, turning procedural gaps into cost

and delay weapons (Amodei et al., 2016). Law is
especially exposed because it is highly codified,
adversarial, and variably adjudicated. This risk of
“reward hacking,” where an agent satisfies the literal
specification of a reward function in an unintended
way, is a fundamental challenge in aligning AI with
complex, real-world objectives (Leike et al., 2018).

Beyond accuracy. The problem is not only
wrong predictions but system-level exploits that
emerge when agents play the rules. League and
cross-play results echo findings in open multi-agent
games: small tactical gains can snowball into unde-
sirable equilibria (Balduzzi et al., 2019). Evaluat-
ing performance in such ecologies requires meth-
ods beyond simple win-rates, such as AlphaRank
or Bradley-Terry models, to capture the full matrix
of strategic interactions (Omidshafiei et al., 2019;
Bradley and Terry, 1952).
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Sanction tendency sweep

Sanction Mean C 95% low 95% high

0.10 24.63 16.61 32.52
0.25 24.62 16.84 32.68
0.50 24.19 16.86 32.04
0.75 24.44 17.40 32.07
0.90 25.69 17.54 33.91

Parameter noise sweep

Noise Mean C 95% low 95% high

−0.20 32.22 18.54 46.43
−0.10 27.15 15.56 39.12
0.00 26.49 15.20 38.26
+0.10 24.48 13.85 35.26
+0.20 22.02 12.31 32.01

Table 3: Robustness summary (aggregate). Mean com-
posite exploit score C and bootstrap 95% CIs under
(top) sanction-tendency sweep and (bottom) multiplica-
tive parameter-noise sweep applied to costs/burdens.
Values are aggregated across policies and both judges,
with nepisodes = 60 simulation runs per configuration.

Design-time defenses. Harden procedures be-
fore deployment: introduce light randomization in
scheduling, add rule linting to detect long burden-
inflating chains, and tie cost shifting to burden ra-
tios so exploit-heavy sequences become expensive.

Governance. Require pre-deployment red-
teaming in a rules-as-code sandbox, disclosure
of agent capabilities, and auditable reports with
cross-play matrices, BTL ratings, and exploit dash-
boards. This aligns with emerging AI governance
standards, such as the NIST AI Risk Management
Framework, which emphasizes continuous testing,
evaluation, and risk mitigation throughout the AI
lifecycle

The core risk is not that agents can win, but that
they can steer rule-driven systems toward exploit-
heavy equilibria. Simulation-first analysis, league
benchmarks, and targeted procedural guardrails
provide a practical path to measure and mitigate
these effects.

7 Ethical Considerations

This work examines how agentic AI might ex-
ploit codified procedure with the goal of improving
safety and fairness in legal automation by iden-
tifying failure modes before real-world use. By
surfacing and quantifying “exploit chains,” we
aim to support due-process values and reduce
risks. We acknowledge dual-use concerns: the
same insights could enable misuse. To mitigate

this, we confine our analysis to simulation, avoid
jurisdiction-specific guidance, and emphasize safe-
guards. LEGALSIM is a research simulator and not
legal advice.

8 Limitations

Our simulator necessarily abstracts complex laws
and institutional practice: rules are encoded at a
coarse level, the judge model is parametric and
stationary, and strategy discovery is constrained
by a tokenized action space. The exploit metrics
and their weights, though motivated, are ultimately
design choices that may not capture the full spec-
trum of welfare-relevant harms. Similarly, policy
coverage remains narrow (four families) and train-
ing horizons modest, such that stronger or more
sample-efficient methods could shift the observed
rankings. These results should therefore not be
assumed to generalize across jurisdictions, case
types, or institutional settings, especially since the
environment omits strategic behavior by non-party
actors such as regulators or multi-judge panels.

A central limitation is that our findings have
not yet been grounded in real-world judicial data
or case law. While the experiments reveal how
artificial agents may exploit procedural rules in
silico, we have not examined whether comparable
exploitative dynamics occur in practice, nor how ju-
dicial actors (e.g., judges, clerks, regulators) adapt
to mitigate such behaviors.

Finally, we emphasize that simulations cannot
substitute for legal or ethical judgment. Insights de-
rived here should inform, but never replace, human
governance and procedural safeguards.

9 Conclusion

We introduced LEGALSIM, a modular multi-agent
simulation that treats procedure as rules-as-code
and measures how AI-driven strategies can ex-
ploit legal process. Across head-to-head and cross-
play evaluations, we observed consistent ordering
among policies, documented emergent “exploit
chains,” and quantified exploitiveness with out-
come and pressure centric metrics. These results
frame procedural robustness as an AI-safety prob-
lem: not only how models behave, but how codified
rules can be gamed. The framework provides a con-
trolled setting to study defenses, e.g. randomized
gates, human review for high-impact actions, and
system-level red-teaming, before deployment in
real practice. We hope this work catalyzes collab-
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oration between NLP, MARL, and legal commu-
nities on measuring and mitigating AI-amplified
procedural abuse.
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Appendix

A Rules-as-Code Examples

Tax regime excerpt. Gates and effects that suspend collection-related actions and extend a stay when
certain sections are cited:
{

"gates": {
"collection_stay": {"blocks_actions": ["REQUEST_DOCS","MOVE_COMPEL","MOVE_SANCTIONS"]},
"offshore_complexity": {"blocks_actions": ["MOVE_SANCTIONS"]}

},
"rules": [

{
"name": "tax_collection_stay",
"when": {"action": "FILE_PROCEEDING", "conditions": [

{"param":"proceeding_type","op":"eq","value":"tax_petition"},
{"param":"section","op":"in","value":["26 USC 6213","26 USC 6330"],"optional":true}

]},
"effects": [

{"type":"set_gate","gate":"collection_stay","duration":20},
{"type":"add_cost","who":"self","amount":2.0},
{"type":"add_delay_credit","k":1}

]
},
{

"name": "reference_tax_code_enforcement",
"when": {"action":"REFERENCE_AUTHORITY","conditions":[

{"param":"code","op":"in","value":["26 USC 6331","26 U.S.C. 6331"]}
]},
"effects": [

{"type":"add_citation","code_from_params":"code"},
{"type":"extend_gate","gate":"collection_stay","inc":3}

]
}

]
}

Listing 1: Tax regime JSON excerpt

B Action Tokens and Observation Vector
Action token vocabulary (13 tokens).
NOOP, REQUEST_DOCS, OBJECT_REQUEST, FILE_MOTION, RESPOND_MOTION,
MOVE_COMPEL, MOVE_SANCTIONS, MEET_CONFER, SETTLEMENT_OFFER,
CHANGE_VENUE, WITHDRAW, FILE_PROCEEDING, REFERENCE_AUTHORITY

Listing 2: Action token set

C LLM Prompting Templates

JSON-constrained action proposal (few-shot).
System: You are an adversarial litigation strategy assistant. Return ONLY valid JSON.
User: ROLE: <plaintiff|defendant>
TACTIC_HINT: <optional>
OBS: [ ... 13-d observation ... ]

Examples of good and bad moves (abstract tokens):
OBS:[...], TACTIC:SEEK_DISMISSAL -> GOOD: {"action":{"type":"FILE_MOTION","params":{"aggr":0.3}}}
OBS:[...], TACTIC:DELAY -> GOOD:

{"action":{"type":"FILE_PROCEEDING","params":{"proceeding_type":"bankruptcy","chapter":11,"forum":"BK"}}}
OBS:[...], TACTIC:TAX_STAY -> GOOD: {"action":{"type":"REFERENCE_AUTHORITY","params":{"code":"26 USC 6331","weight":0.7}}}

Return ONLY a JSON object with keys:
- reasoning: string
- action: {type: one of ACTION_TOKENS, params: {...}}

Listing 3: JSON-constrained LLM prompt

Free-text suggestion prompt.
System: You are an adversarial litigation strategy assistant. Respond concisely.
User: Given the legal discovery game, propose ONE next action for the indicated role.

Include the action token name from: NOOP, REQUEST_DOCS, ..., REFERENCE_AUTHORITY.
Optionally include params like custodians=10, complexity=0.7, aggr=0.4, amount=25.

Listing 4: Free-text LLM prompt
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D Example Exploit Chain (Episode Trace)

Cost-inflating discovery loop (with procedural replies). Moderate, repeated REQUEST_DOCS raises
the opponent’s burden/fees; interleaved SETTLEMENT_OFFERs add leverage. The opponent’s FILE_MOTION
(e.g., protective) and RESPOND_MOTION replies keep the exchange inside ordinary procedure and below
sanction/proportionality gates.
plaintiff_seq: [

{"type":"MEET_CONFER"},
{"type":"REQUEST_DOCS", "params":{"custodians":10,"complexity":0.6}},
{"type":"SETTLEMENT_OFFER", "params":{"amount":100000,"importance":0.8}},
{"type":"REQUEST_DOCS", "params":{"custodians":12,"complexity":0.6}},
{"type":"REQUEST_DOCS", "params":{"custodians":8,"complexity":0.55}}

]

defendant_seq: [
{"type":"FILE_MOTION", "params":{"kind":"protective","aggr":0.2}},
{"type":"RESPOND_MOTION"},
{"type":"RESPOND_MOTION"}

]

Listing 5: Exploit chain with procedural replies
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Abstract

The European Commission’s Digital Services
Act (DSA) mandates that Very Large Online
Platforms (VLOPs), like TikTok, provide State-
ments of Reason (SoRs) to justify their content
moderation decisions in an attempt to enhance
transparency and accountability for these plat-
forms. However, we can often notice a gap
between these automated decisions and the plat-
form’s written policies. This leaves users un-
able to understand the specific rule they have vi-
olated. This paper addresses this gap by devel-
oping and evaluating a pipeline to link TikTok’s
SoRs from the DSA transparency database to
the most relevant clause from TikTok’s policy
documents. We test multiple methods to per-
form the linking task and evaluate performance
using a wide range of retrieval methods and
metrics.

We develop and deliver a gold-standard dataset
where a team of legal research assistants anno-
tated 100 SoRs based on four criteria: clarity,
understanding, presence of unclear terms and
level of detail, each rated on a 1–4 scale. In
addition, a binary rating is assigned for redress
clarity. Moreover, annotators determined the
best link to the relevant TikTok policy clauses.
Results show that both TikTok’s SoRs and pol-
icy clauses are often extremely broad, grant-
ing TikTok more freedom to decide how to
apply the clauses, making it even less transpar-
ent for users. We also provide a demo that, for
each SoR, provides a ranking of the most rel-
evant clauses from TikTok’s written policies,
a tool that can be useful for users, regulators
and researchers to better understand content
moderation decisions, assess compliance with
transparency requirements, and support further
analysis of platform accountability.

1 Introduction

Large online platforms have become a staple part
of everyday life for sharing discourse, emotions
and social interaction for billions of users. In 2025,

it is projected that about 5.24 billion people use so-
cial media daily1 and TikTok alone has 1.12 billion
monthly users, spending an average of 95 minutes
on the platform2. To manage the massive volume
of user-generated content, these platforms increas-
ingly rely on automated systems for content mod-
eration (Gillespie, 2018). While this reliance is
necessary to counter harmful content, these auto-
mated "black box" decisions lead to concerns about
fairness, accountability, and transparency (Klonick,
2017).

To address this and enforce greater responsibility,
the European Commission introduced the Digital
Services Act (DSA)3. It is set out to increase the
accountability and interpretability for these deci-
sions by making VLOPs publish SoRs that explain
why actions like removal or restrictions were taken
and what means were used for their detection.

In practice, this link between a specific State-
ment of Reasons (SoR) and the exact policy clause
is rarely clear to users or even legal teams. Tik-
Tok’s SoRs are often highly templated and vague,
which makes it difficult for users and researchers
to connect them to the governing rules (Kaushal
et al., 2024). This paper addresses the gap in inter-
pretability. Using information retrieval techniques,
we develop a pipeline to automatically link Tik-
Tok’s SoRs from the DSA Transparency Database
to the most relevant clauses in its policy documents.

The contributions of this paper are as follows:
(a) We create a gold-standard dataset of 100 SoRs
(TikTok-100) manually annotated by a team of le-
gal research assistants. For each SoR we evaluate
its clarity, understanding, detail level, inclusion of
unclear terms as well as the most relevant chunk
(out of 124 in total) from the TikTok policy docu-

1https://www.demandsage.com/
social-media-users/

2https://backlinko.com/tiktok-users
3https://eur-lex.europa.eu/eli/reg/2022/2065/

oj/eng
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ments, (b) We evaluate traditional sparse retrieval
models, like TF-IDF or BM25 and modern dense
embedding models, like BERT, OpenAI’s embed-
dings or cross-encoders, and generative models
like GPT-4.1, as well as hybrid, fusion and fine-
tuning strategies for the task of linking a SoR with
platform policy document clauses. (c) We pro-
vide a working demo that, for each SoR, orders
the most relevant platform policy clauses (for dif-
ferent retrieval models) and incorporates a two-
stage fairness assessment pipeline, combining the
CLAUDETTE model from (Lippi et al., 2019) with
a custom model to flag policy clauses that may
potentially be unfair or ambiguous.

2 Background

Content moderation is essential for social media
platforms, which act as "new governors" of online
speech by setting and enforcing rules (Gillespie,
2018; Klonick, 2017). The DSA tried to make
this governance more transparent by demanding
that platforms publish SoRs. Under the EU Digital
Services Act (DSA), providers of online platforms
must issue statements of reasons when moderat-
ing content (Art. 17), including the contractual
or legal ground relied upon, whether automated
tools were used, and available redress mechanisms.
Furthermore, platforms must submit these SoRs to
a publicly available database (DSA Transparency
Database (Art. 24(5)), which exposes large-scale,
near-real-time moderation rationales.4 However,
initial analyses of the DSA database reveal that
platforms like TikTok often use repetitive, vague
statements that undermine fairness and account-
ability (West, 2018; Shahi et al., 2025). For in-
stance, TikTok frequently cites generic "Commu-
nity Guidelines" violations and relies heavily on
automated tools for over 95% of decisions, leading
to standardised explanations lacking specific de-
tail.5 Early analyses of the DSA database already
confirm this trend and show the differences within
moderation practices. A study of over 156 million
SoRs by (Drolsbach and Pröllochs, 2024) found
that TikTok is by far the most active platform and
performed over 350 times more moderation actions
per user than X (Twitter), with the majority of de-
cisions being automated.

The DSA transparency database was designed
4https://eur-lex.europa.eu/legal-content/EN/

TXT/?uri=CELEX%3A32022R2065
5https://newsroom.tiktok.com/en-eu/

dsa-third-transparency-report

to counter exactly this kind of behaviour from plat-
forms. These are more and more shifting their prac-
tices from removing content outright to new meth-
ods that hinder visibility for users. In fact, it can
be argued that the DSA’s requirement to provide
a SoR for every moderation action could function
as a "prohibition on shadow banning". (Leerssen,
2023) As we can see later, however, guidelines like
these actually lead to the problem that is already
discussed in the paper itself, in that platforms use
visibility reduction for ambiguous content and, in
that way, create a situation where the most sensitive
cases are governed by the least transparent means.

Prior work has also highlighted discrepancies
between platforms’ stated policies and their prac-
tices. This tendency is reflected in platforms’ offi-
cial transparency reports, too. An analysis of these
reports by Urman and Makhortykh (2023) found
that companies are much more willing to talk about
government removal requests than their own mod-
eration decisions, which remain "largely obscure".
The study argues that this can be seen as a form
of "transparency-washing", which looks like they
are open about their rule enforcement, while in re-
ality, it stays mostly obscure to users. TikTok has
faced criticism for unclear moderation practices,
such as allegedly suppressing content from creators
deemed "ugly, poor or disabled" (Zeng and Kaye,
2022). And while TikTok seems to provide more
detail than some rival companies like Facebook (or
Meta), which reportedly cited a generic "violation
of our terms" for almost 100% of its removals, Tik-
Tok still uses a "similar albeit shorter statement"
across cases (Kaushal et al., 2024). This means that
users usually get a standardised repetitive block of
text, instead of an actually helpful reason.

The discrepancy is also found in audits of the
DSA database itself. For example, an analysis by
(Trujillo et al., 2025) of over 350 million SoRs
found "striking inconsistencies" between the data
that platforms submitted to the database and the
information they stated in their own reports. The
most significant contradictions were in the use of
automation, where X (formerly Twitter) reported
using no automation at all in the database despite
saying otherwise in their reports.

NLP techniques have been used to improve the
interpretability of legal documents, addressing a
core reason that users perceive something as un-
fair, which is the lack of clear, consistent linking
between a moderation decision and the platform’s
own rules. For instance, a study of YouTube cre-
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ators by (Ma and Kou, 2022) found that the per-
ception of users and what they see as unfair relies
heavily on the consistency of moderation and the
equality when compared to other creators. If they
feel like another user’s content is not removed, even
though they made the same content as them, they
often deem the process unfair and arbitrary.

The CLAUDETTE system uses machine learn-
ing to automatically detect potentially unfair
clauses in ToS documents (Lippi et al., 2019).
More recently, Aspromonte et al. (2024) used a
multi-agent system with LLMs to link SoRs to ToS
clauses. This approach can be computationally ex-
pensive, however, and can lead to error propagation.
Our work builds on these findings by providing a
broader comparative analysis of a number of dif-
ferent retrieval methods, including sparse, dense,
and hybrid models, and integrating a fairness as-
sessment pipeline specifically for the TikTok state-
ments and clauses.

3 Data

Our work relies on three primary data sources: Tik-
Tok’s moderation decisions (SoRs), its policy doc-
uments, and a manually annotated gold-standard
dataset that we use for the evaluation.

3.1 DSA Transparency Database

We collected approximately 1.2 billion SoRs
submitted by TikTok to the DSA Transparency
Database.6Each SoR contains up to 37 fields,
but our analysis focuses on the "incompati-
ble_content_explanation" field, which contains
TikTok’s justification for the moderation action.
Our analysis confirmed that the explanations are
highly repetitive. The single most common expla-
nation, related to harassment and trolling, accounts
for over 36% of all entries, and the top 10 unique
explanations cover over 85% of the dataset. This
really shows the templated nature of TikTok’s trans-
parency reports. An example of a SoR can be found
in Appendix A.

3.2 TikTok Policy Documents

To create a corpus that is as complete as possible
with TikTok’s rules, we combined five key docu-
ments:

1. Terms of Service (ToS): The core legal con-
tract for the EEA/UK/CH. Other regional vari-
ants, like the US one, differ in wording and

6https://transparency.dsa.ec.europa.eu/

scope.7

2. Community Guidelines: Concrete "dos and
don’ts" for creators specifically.8

3. TikTok Ad Policies: Specific rules for fea-
tures like Rewards and Music.9

4. Brand Guidelines: Rules for sponsored or
branded content.10

5. Commercial Terms: Rules for advertisers
using TikTok’s ad platform and businesses.11

In order to be able to link to specific segments of
these legal documents later on, we segmented the
combined texts into logical "chunks" representing
individual clauses or paragraphs. We first experi-
mented with rule-based methods, like splitting by
markdown headings or newlines, but we found that
these methods produced inconsistent and often log-
ically unclear chunks.

Clause-level segmentation is also an option for
some of the documents, like the ToS, but after
testing it (also) led to largely inconsistent results,
as some documents are not clearly segmented by
clauses. Furthermore, some clauses grouped to-
gether by TikTok in those documents were very
long, multi-topic, or structured as open-ended bul-
let lists with cross-references. This would, even if
a linkage succeeded, lead to an unclear result for
the user. For that reason, we opted to use OpenAI’s
GPT-4.1 in combination with the use of TikTok’s
own headline structure, where available, to per-
form the chunking into logical chunks that keep
statements about one topic together while avoiding
overly broad segmentations. The AI prompt can
be seen in the appendix. This yielded 124 distinct
chunks. When creating these chunks, it already be-
came clear that some of the chunks consist of very
broad "catch-all" phrases. For example, chunks
that provide a massive list of things that you are
not allowed to advertise. For users, it is then hard
to grasp which of these things they violated.

3.3 TikTok-100: Gold-standard dataset

To create a gold standard for evaluation, we ran-
domly selected 100 unique SoRs from our dataset.
Each SoR was independently annotated by two (out

7https://www.tiktok.com/legal/page/us/
terms-of-service/en

8https://www.tiktok.com/community-guidelines/
en

9https://ads.tiktok.com/help/article/
tiktok-advertising-policies

10https://tiktokbrandhub.com/legal
11https://ads.tiktok.com/i18n/official/policy/

commercial-terms-of-service
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Figure 1: Overall Structure of the Application

of four in total) legal research assistants. For each
SoR, annotators were tasked with:

1. Selecting the best-matching policy chunk(s)
from our corpus of 124 chunks.

2. Rating the SoR on four clarity dimensions
(Clarity, Understanding, Unclear Terms, De-
tail Level) on a 1-4 scale, plus a binary rating
for Redress Clarity.

This process yielded 200 total annotations, forming
the basis for evaluating our automated models and
analysing the ambiguity of the linkage task itself.

Agreement between legal research assistants was
limited, with Cohen’s kappa averaging 0.243, indi-
cating slight reliability despite a raw agreement rate
of 68.22%. This suggests that the task is extremely
ambiguous, often because multiple policy chunks
are plausible matches for a single vague SoR and
because TikTok uses so many "catch-all" clauses,
which explain the high difference between the rela-
tively high overall agreement and the low Cohen’s
kappa scores. The agreement for binarised clarity
dimensions was higher, like 82% for Understand-
ing, but nearly all annotations (98%) agreed that
SoRs fail to provide clear information on redress
options. Detailed results for the annotation defini-
tions, as well as the experiments, can be found in
Appendix C. We also release the full data and all
annotations12.

12https://github.com/Leonard-git-things/
Transparency-EMNLP

4 Methodology

Our application pipeline can be seen in Figure 1. In
this section, we will describe the core processing
unit, comprising the linkage unit (retrieval models
used for linking SoRs with ToS), the fairness assess-
ment and the readability. Details for the implemen-
tation of the application (demo) and screenshots
can be found in Appendix G.

4.1 Linkage unit: Linking SoRs and ToS
We formulate the problem of linking SoRs to ToS
as an information retrieval problem, where a SoR’s
explanation is the query and the 124 policy chunks
form the retrieval pool. We compare several re-
trieval models.

Sparse Retrieval (Lexical): These models rely
on keyword matching. We used TF-IDF and BM25
as strong and, importantly, also transparent base-
lines. BM25 enhances the capabilities of TF-IDF
by using parameters to account for the term fre-
quency and address document length normalisation.
This often improves performance on short queries.

Dense Retrieval (Semantic): These models cap-
ture semantic meaning by encoding text into dense
vector representations. We evaluated a number
of models, including general-purpose BERT (De-
vlin et al., 2019), DPR (Karpukhin et al., 2020),
the domain-specific LegalBERT (Chalkidis et al.,
2020), and OpenAI’s powerful "text-embedding-
3-large" model. We also tested a Cross-Encoder
model, based on the BERT model, which processes
the SoR and chunk pair at the same time in an
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attempt to gain a deeper context understanding.
Generative Models: We prompted Large Lan-

guage Models (GPT-4o, GPT-4.1 and GPT-o4-
mini) to perform the linkage in a zero-shot, forced-
choice setting, where the model was asked to return
the ID of the single best-matching chunk from the
provided corpus. (Aspromonte et al., 2024)

Hybrid Strategies: Following (Louis et al.,
2025), we tested hybrid and fusion techniques to
assess the performance gains from combining mul-
tiple models, particularly sparse and dense ones.
For our experiments, we used TF-IDF and BM25
as the sparse models and the embedding model by
OpenAI as the dense model, as they had the best
individual performance.

• Hybrid Retrieval (Early Fusion): For this,
we compute a unified score via linear interpo-
lation: Shybrid = α ·Ssparse+(1−α) ·Sdense,
where α indicates the influence of the sparse
and dense models (Louis et al., 2025). The
bigger α is, the greater is the sparse model’s
influence.

• Late Fusion: To achieve this, we combined
the ranked lists from multiple individual mod-
els using methods like Reciprocal Rank Fu-
sion (RRF), Majority Voting, Score Aggrega-
tion, Score Interpolation, Ensemble Fusion.
A description of these methods can be found
in the appendix under the section D.

4.2 Fairness and Clarity Assessment
Fairness: We developed a two-stage pipeline
to flag potentially unfair clauses. First, a
CLAUDETTE-based matcher finds chunks from
TikTok’s ToS that have been annotated as unfair
by the CLAUDETTE model (Lippi et al., 2019).
They label unfair categories like Unilateral Ter-
mination and Limitation of Liability. For clauses
not found in CLAUDETTE, a custom Advanced
Fairness Evaluator (AFE) applies a rule-based sys-
tem using weighted regular expressions to detect
patterns that often appear in clauses that are po-
tentially unfair. Examples would be "at our sole
discretion" or "without prior notice". More details
can be found in Appendix E.

Quality Dimensions: After binarising the rat-
ings from our annotations in the gold-standard
dataset, we trained logistic regression classifiers to
predict the values of a given SoR across the four di-
mensions: Clarity, Understanding, Unclear Terms,
and Detail Level. Notably, we leave out the redress
dimension here, as there were almost no positive

labels in all of the 100 SoRs. We deliberately use
simple, interpretable classifiers because the dataset
is small and heavily imbalanced (e.g. near-zero pos-
itives for redress). The models also work towards
our goal of providing a more transparent baseline
and not introducing more uncertainty.

4.2.1 Readability
To provide even more help to users for understand-
ing a given policy chunk, our interactive dash-
board includes a readability feature, which uses
the textstat library in Python to generate a read-
ability score for the chunk. Specifically, text-
stat.text_standard, which uses a combination of
several readability tests like the Flesch-Kincaid
Grade Level (Solnyshkina et al., 2017) or the
SMOG index (Mc Laughlin, 1969), and returns
an estimated school grade level required to under-
stand the text. This helps the users to quickly see
its complexity. This component was purely for the
demo and, therefore, not included in our formal
evaluation.

5 Results and Analysis

We evaluated our models against the TikTok-100
dataset (§3.3). We use standard metrics for effec-
tiveness, namely mean reciprocal rank (MRR) as a
rank-aware metric and recall at various thresholds
(R@k), which ignores rank but can be particularly
useful for assessing performance in an ambiguous
task like ours. More detailed descriptions of these
methods can be found in Appendix F.

5.1 Retrieval Performance

We experiment with zero-shot retrieval for indi-
vidual and hybrid/fusion models (§5.1.1 and with
fine-tuning on our dataset (§5.1.2), the latter being
more of a proof-of-concept due to the small size of
our dataset.

5.1.1 Zero-shot retrieval results
As we can see from the first part of Table 1,
the general-purpose OpenAI embedding model
achieves the highest performance with an MRR
of 0.691. Notably, the sparse model BM25 is also
highly competitive, while the dense models surpris-
ingly seem to lag behind. Generative models also
exhibited relatively weak performance.

In Figure 2, we show the recall performance
of individual models for different k values. Most
models exhibit a noticeable jump after the first few
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Model MRR R@1 R@5 R@20

Individual Models

OpenAI Embedding 0.6911 0.5556 0.8778 0.9556
BM25 0.6787 0.5778 0.8222 0.9222
TFIDF 0.6504 0.5000 0.8333 0.9889
GPT-4o 0.4000 0.4000 0.4000 0.4000
DPR 0.3428 0.1667 0.5444 0.9000
CrossEncoder 0.2536 0.0444 0.4889 0.8222
GPT-4.1 0.2500 0.2500 0.2500 0.2500
BERT 0.2441 0.1556 0.3333 0.7333
o4-mini 0.1000 0.1000 0.1000 0.1000
LegalBERT 0.0861 0.0667 0.1000 0.1556

Hybrid/Fusion Models

Hybrid BM25 (α = 0.2) 0.7841 0.7111 0.8889 0.8889
Hybrid BM25 (α = 0.3) 0.7606 0.6889 0.8778 0.8778
Hybrid TFIDF (α = 0.3) 0.7587 0.6667 0.9000 0.9000
Hybrid TFIDF (α = 0.4) 0.7500 0.6444 0.9000 0.9000
Hybrid TFIDF (α = 0.7) 0.7226 0.6000 0.9111 0.9111
Score Interp. (BM25+OpenAI) 0.7146 0.6111 0.8667 0.8667
Score Interp. (TFIDF+OpenAI) 0.7128 0.6000 0.8889 0.8889
Ensemble Fusion 0.7020 0.5556 0.8889 0.9778
Majority Voting 0.6903 0.5444 0.8778 0.9778
Hybrid BM25 (α = 0.7) 0.6730 0.5556 0.8556 0.8556
Score Aggregation (Avg) 0.6562 0.5222 0.8556 0.9667
Rank Fusion (RRF) 0.5025 0.2778 0.8222 0.9667

Table 1: Zero-shot results of Individual and Fusion
Models, each section ranked by MRR.

Figure 2: Recall@k Curves for All Individual Models

k values, reflecting cases of ambiguity: when an-
notators linked one chunk but a model ranked a
different chunk higher, both may actually be cor-
rect, yet only one was chosen as the "best-fitting"
reference. These apparent errors occur due to such
ambiguity and diminish as k increases, indicating
that the method is generally able to capture rele-
vant alternatives when allowed to consider more
candidates.

The lower part of Table 1 shows that hybrid
strategies boost performance, since in most cases
these methods outperform the best individual mod-
els. The most effective method was the hybrid
combining BM25 and OpenAI embeddings, which
is consistently at the top of the leaderboards. It
achieved an MRR of 0.784. After a thorough anal-

ysis that compared the results of using different
α values, we find that α = 0.2 is the best balance
between sparse and dense models. A similar hybrid
model used TF-IDF and also performed exception-
ally well with an MRR of 0.759. These results
strongly suggest that the ideal approach is neither
purely lexical nor semantic but requires a blend
between those two.

The late fusion methods notably also performed
better than almost all the individual models in them-
selves, but were still worse than the strongest in-
dividual models. The strongest model here was
majority voting with an MRR of 0.688. This shows
that even when we don’t do an early fusion, a
hybrid approach, combining several models, still
leads to more robust and accurate linking, all in all.

Further analysis of only looking at partial fusions
revealed that more is not always better. A targeted
fusion that looks at only a few models instead of
always combining all of them achieved a higher
MRR, suggesting that careful model selection is
often more effective than quantity. Results can be
seen in Table 2. In this Table Cross-Domain Pair
stands for a late fusion of a sparse model (BM25)
and one dense model (OpenAI embedding). Sparse
+ Dense combines two sparse and one dense model.
Balanced mix uses a set of four models with two
sparse and two dense.

Table 2: Performance of targeted partial fusion meth-
ods compared to comprehensive fusions and individual
models.

Method Type Count MRR R@5

Rank Fusion (RRF) - Cross-Domain Pair Fusion 2 0.770 0.922
Score Aggregation - Cross-Domain Pair Fusion 2 0.747 0.878
Majority Voting - Sparse + Dense Fusion 3 0.744 0.878
Majority Voting - All Models Fusion 6 0.700 0.878
Majority Voting - Balanced Mix Fusion 4 0.694 0.867
OpenAI (Best Single Model) Individual 1 0.691 0.878
BM25 Individual 1 0.679 0.822
Rank Fusion (RRF) - All Models Fusion 6 0.662 0.833

5.1.2 Retrieval Fine-Tuning Results
We are also looking into the impact of supervised
fine-tuning on two of the dense models, namely
BERT and DPR. For this purpose, we split the
dataset of the 100 SoRs into 80 used for training
and 20 used for testing. We are aware that the
small dataset does not capture the complexity of
the task; however, this experiment serves as a proof
of concept for future applications. As we can see in
Figure 3, the results peaked after only a few epochs
of training. We believe that the results follow the
trend observed previously, i.e. the massive use
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Figure 3: Recall and MRR curves of fine-tuned retrieval models. Left: BERT. Right: DPR.

of "catch-all" clauses that the models then learn
to link to when in doubt. Importantly, this does
not indicate the failure of the model, but rather a
shortcoming of the transparency that TikTok should
give its users within the SoRs, but does not. As
we saw above, even for the human legal research
assistance annotator team, it was difficult to always
find one definite chunk to link to, as the task was
so highly ambiguous.

5.2 SoR Quality Dimensions Classification

Besides retrieval, we classified the four quality di-
mensions into "low" (average rating up to 2.5) and
"high" (average rating above 2.5). After filtering
out entries that contained errors or were mistakenly
not labelled by the annotators, this left us with a
total of 94 samples. This means a training set of 75
samples and a test set of 19.

As expected, the dataset is highly imbalanced.
For example, Clarity and Unclear Terms had "high"
classifications in 96% of cases, while Detail Level
was the most balanced with 65% "high" classifi-
cations. We trained and evaluated three different
logistic regression classifiers (Logistic Regression
(LR), Random Forest (RF), and Support Vector
Machine (SVM)) using the SMOTE oversampling
technique (Chawla et al., 2002).

Results for both training and test sets can be seen
in Table 3. As expected, we see that for the more
balanced dimensions like Detail Level and Unclear
Terms, performance on the test set drops, a sign of
overfitting. On the other hand, for the highly imbal-
anced dimensions Clarity and Understanding, the
models seem to achieve perfect or almost perfect
F1-scores on the test set, indicating (also after some
manual inspection) that the model learns trivial so-
lutions. Due to the massive class imbalance and
the small size, the test set was not diverse enough

Classifier Algorithm Test_AUC Test_F1 Train_AUC Train_F1
Clarity LR 0.947 0.973 0.996 0.987
Clarity RF 0.947 0.947 1.000 1.000
Clarity SVM 0.947 0.973 1.000 0.993
Detail Level LR 0.637 0.828 0.942 0.914
Detail Level RF 0.527 0.692 0.998 0.990
Detail Level SVM 0.560 0.828 0.967 0.942
Unclear Terms LR 0.789 0.889 0.994 0.993
Unclear Terms RF 0.816 0.889 0.998 0.993
Unclear Terms SVM 0.684 0.857 0.994 0.993
Understanding LR 1.000 1.000 0.985 0.971
Understanding RF 1.000 1.000 0.999 0.993
Understanding SVM 1.000 1.000 0.992 0.985

Table 3: Model performance of classifiers on test vs
training set

to include examples that consequently proved this
simple rule wrong. Both findings show that the clas-
sifiers show promise, but a larger annotated dataset
would be needed to build more robust models.

5.3 Error Analysis
To better understand the model performance out-
side of the standard metrics, we conducted an error
analysis. Our review showed that many of the ap-
parent "failures" were not incorrect linkages but
rather selections of semantically similar clauses.

From a quantitative analysis, we looked into
the failure overlap, in order to see whether there
is any pattern. As we can see in Figure 4, models
with similar architectures tend to struggle on the
same types of SoRs. For example, BERT-based
models (like BERT, LegalBERT, and DPR) show a
high error overlap, and so do the two sparse mod-
els, TF-IDF and BM25. This shows that errors
are systematic and tied to specific model limita-
tions rather than being random. We also found that
model performance was largely unaffected by the
amount of human annotation agreement on a single
best chunk. Models, therefore, are robust to the
inherent ambiguity of the task.

Looking into qualitative insights, we reviewed
the most challenging SoRs (i.e. those that most
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Figure 4: Retrieval Model Failure Overlap

models failed). This process revealed the ambigu-
ity of the task, where in a lot of instances, cases
that were marked as "wrong" might not have been
completely "wrong" at all. As mentioned in §3.2,
we combined 5 different policy documents, which
led to some chunks being semantically similar, de-
pending on which document they are referenced.
An example of this is the reference to the mini-
mum age of users for TikTok. The stated reason by
TikTok in its SoR is: "You must be 13 years and
older to have a TikTok account, and be 18 years
and older to go LIVE. There are additional age lim-
itations based on local law in some regions. We are
deeply committed to ensuring that TikTok is a safe
and positive experience for people under the age of
18. If we learn someone is below the minimum age
on TikTok, we will ban that account. If we learn
someone is below the minimum age to go LIVE, we
will ban their LIVE Access."

We can see that models have several options to
which chunk to point to for this, like "[...] Users
must be at least 13 years of age to have an ac-
count. However, additional age limitations may ap-
ply based on local laws in some markets [...]" from
TikTok’s ad policies or "Minimum age: You must be
13 or older to use the Platform. Accounts for users
found to be underage will be terminated. Appeals
available for mistaken termination." from TikTok
Terms of Service. The SoRs do not provide access
to the actual content; therefore, it is impossible to
know which policy applies here. That also aligns
with findings from Figure 2: For moderately big
numbers of k, we almost guarantee that the model
picks the correct chunk, while the ranking might

differ. However, this makes the linking/ranking
tool/application useful for users and/or regulators
so they can inspect the final result.

Another example where the models failed was
the statement "Many people around the world find
entertainment through games of chance. While
TikTok is an entertainment platform, we recognise
that risking money in a game or a bet may lead to
potential harm for some people, including serious
financial loss or addiction. We do not allow the
promotion of gambling services. Users and 3rd-
parties can report policy violations to us. We have
detected this policy violation based on a report that
the content violated our Community Guidelines.".
Same as before, there are many chunks that refer-
ence gambling or games with chance in some way,
but it is hard for models to find out which one is the
best-fitting one without knowing what the removed
content was. The annotators did not agree either,
but both found chunks that make sense to include:
For example, one annotator referenced "[...] We pri-
oritise audience safety by regulating gambling and
related activities. [...]" and the other referenced
a chunk that lists all the things that are forbidden
when making branded content, and gambling was
one item amongst that.

Overall, our error analysis reveals a critical in-
sight: the models’ "failures" are a clear sign of the
lack of clarity in TikTok’s policies and statements.
The ambiguity is not necessarily a failure of the
model but a result of the platform’s failure to pro-
vide clarity to the users. Because of this gap in un-
ambiguous wording, users and automated systems
alike face problems in interpreting and applying
these rules consistently.

6 Conclusion

This paper presented a comprehensive pipeline for
linking TikTok’s moderation decisions to its poli-
cies. This is an important step towards enforcing
the transparency that the Digital Services Act orig-
inally mandated. Our evaluation across a wide
range of retrieval models showed several key in-
sights. First, hybrid retrieval strategies that fuse
sparse and dense methods are overall the most ef-
fective, outperforming any individual model. Sec-
ond, general-purpose models provide stronger out-
of-the-box performance than domain-specific ones
like LegalBERT for this task. Third, supervised
fine-tuning provides significant performance gains.
For further research, it would be interesting to ex-
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plore what effects it would have to create a larger,
legally sound annotated dataset to avoid overfitting
and get more meaningful insights. The same ap-
plies to assessing the fairness and clarity of the
clauses.

Overall, our analysis confirms that TikTok -like
many other platforms- relies on vague and repet-
itive explanations as well as overly broad "catch-
all" clauses that obscure the real reasoning behind
moderation decisions. This then creates a gap re-
garding accountability. By automatically linking
the moderation practice to the policies and flag-
ging potentially unfair terms, our work provides a
methodology and a practical toolkit for regulators,
researchers, and users to better analyse and under-
stand the moderation systems of online platforms.

Limitations

We identify the following limitations. First, our
analysis is confined to English-language docu-
ments, which may introduce a bias towards mod-
eration patterns in English-speaking regions. The
European Union (where DSA applies) is highly
multilingual, and only looking at statements in En-
glish might lead to the loss of some insightful in-
formation. Similarly, the legal texts analysed were
EEA/UK/CH facing and might differ from the US
ones. Second, our gold-standard dataset, while ex-
pertly curated, is small, consisting only of around
100 SoRs, which limits the statistical power of our
evaluations, especially for the fine-tuning exper-
iments and the clarity classifications. Third, we
only look at TikTok as a platform, and the generali-
sation to other platforms is untested. Finally, our
fairness assessment is an automated indicator based
on textual patterns and is not a definitive legal judg-
ment. It might give users a hint about what clauses
might be worth appealing to and which ones can be
considered fair but should not act as legal ground..
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Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and
Wen-tau Yih. 2020. Dense passage retrieval for open-
domain question answering. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6769–6781.

Rishabh Kaushal and 1 others. 2024. Automated trans-
parency: A legal and empirical analysis of the Digital
Services Act Transparency Database. In Proceedings
of the 2024 ACM Conference on Fairness, Account-
ability, and Transparency, pages 1121–1132.

Kate Klonick. 2017. The new governors: The people,
rules, and processes governing online speech. Harv.
L. Rev., 131:1598.

Paddy Leerssen. 2023. An end to shadow banning?
transparency rights in the digital services act between
content moderation and curation. Computer Law &
Security Review, 48:105790.

Marco Lippi, Przemysław Pałka, Giuseppe Con-
tissa, Francesca Lagioia, Hans-Wolfgang Mick-
litz, Giovanni Sartor, and Paolo Torroni. 2019.
CLAUDETTE: an automated detector of potentially
unfair clauses in online terms of service. Artificial
Intelligence and Law, 27(2):117–139.

Antoine Louis, Gijs van Dijck, and Gerasimos Spanakis.
2025. Know when to fuse: Investigating non-English
hybrid retrieval in the legal domain. In Proceed-
ings of the 31st International Conference on Compu-
tational Linguistics, pages 4293–4312, Abu Dhabi,
UAE. Association for Computational Linguistics.

Renkai Ma and Yubo Kou. 2022. "I’m not sure what
difference is between their content and mine, other

390

https://doi.org/10.18653/v1/2020.findings-emnlp.261
https://doi.org/10.18653/v1/2020.findings-emnlp.261
https://aclanthology.org/2025.coling-main.290/
https://aclanthology.org/2025.coling-main.290/


than the person itself" A Study of Fairness Percep-
tion of Content Moderation on YouTube. Proceed-
ings of the ACM on Human-Computer Interaction,
6(CSCW2):1–28.

G Harry Mc Laughlin. 1969. Smog grading-a new read-
ability formula. Journal of reading, 12(8):639–646.

Gautam Kishore Shahi and 1 others. 2025. A Year
of the DSA Transparency Database: What it (Does
Not) Reveal About Platform Moderation During the
2024 European Parliament Election. arXiv preprint
arXiv:2504.06976.

Marina Solnyshkina, Radif Zamaletdinov, Ludmila
Gorodetskaya, and Azat Gabitov. 2017. Evaluating
text complexity and Flesch-Kincaid grade level. Jour-
nal of social studies education research, 8(3):238–
248.

Amaury Trujillo, Tiziano Fagni, and Stefano Cresci.
2025. The DSA Transparency Database: Auditing
self-reported moderation actions by social media.
Proceedings of the ACM on Human-Computer In-
teraction, 9(2):1–28.

Aleksandra Urman and Mykola Makhortykh. 2023.
How transparent are transparency reports? com-
parative analysis of transparency reporting across
online platforms. Telecommunications policy,
47(3):102477.

Sarah Myers West. 2018. Censored, suspended, shadow-
banned: User interpretations of content moderation
on social media platforms. New Media & Society,
20(11):4366–4383.

Jing Zeng and D Bondy Valdovinos Kaye. 2022. From
content moderation to visibility moderation: A case
study of platform governance on TikTok. Policy &
Internet, 14(1):79–95.

A Statement of Reason Example

Figure 5: An Example SoR from the DSA

B Chunking Prompt

The AI prompt for chunking the documents into
logical chunks:

You are an AI that can logically chunk long
text into meaningful sections. Given the following
Terms of Service/legal content documents, break
them into logical chunks. For each chunk, output
an ID (starting at 1), a Title that summarizes the
chunk, the chunked important data (key details),
and a very, very short description (a few words).
Output the result strictly as CSV with the columns:
ID; Title; Chunk; Description. The delimiter of the
CSV should be a semicolon (;). Do not include any
extra commentary or formatting.

C Annotation Experiment

C.1 Questions and Clarification
1. Clarity Rating

• Scale: 1-4 (1 = very unclear, 4 = very
clear)

• Question: "How clear is this explana-
tion?"

• Meaning: language, structure, flow

2. Understanding Rating

• Scale: 1-4 (1 = very difficult, 4 = very
easy)
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• Meaning: content, semantics, legal re-
quirements, understandability

• Question: “Is the rule that is the basis of
the decision explained well?”

3. Redress Clarity

• Options: Yes = 1/No = 0/Unsure
• Question: "Is the possibility of redress

clearly given?"
• Meaning: Whether the statement of rea-

son includes information on the possibil-
ity to redress. E.g. does it say that within
a few weeks you have to email them for
them to reconsider the decision

4. Unclear Terms

• Scale: 1-4 (1 = heavy jargon/unclear
terms, 4 = no jargon/very clear language)

• Question: "How much unclear jargon or
technical terms are used?"

• Meaning: unclear specific words, techni-
cal terminology etc.

5. Detail Level

• Scale: 1-4 (1= very unclear why it
breached the rule; 4 = very clear why
it breached the rule)

• Question: "Is the explanation detailed
enough?"

• Question: "How easy is it to understand
why the content was removed?"

• Meaning: whether TikTok included the
explanation of why the act

Figure 6: Absolute Agreement per Chunk
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Table 4: Summary of Ratings and Agreement Levels

Dimension Mean Score Standard Deviation Agreement (%)
Clarity 3.40 0.84 42.00
Understanding 3.08 0.97 43.00
Redress Clarity 0.01 0.10 98.00
Unclear Terms 3.08 0.86 19.00
Detail Level 2.20 0.84 35.00

Figure 7: Annotator Bias for Clarity Dimensions

D Fusion Strategies

We assessed the following late fusion methods:

• Majority Voting: Ranks the best chunk based
on how frequently they appear within the top-
ranked results across multiple models.

• Score Aggregation: Averages the normalised
relevance or retrieval scores from different
models to produce one single combined met-
ric.

• Reciprocal Rank Fusion: Combines rank-
ings from multiple models by assigning
weights inversely proportional to their ranks.
This then favours the chunks that are consis-
tently ranked high by a number of different
methods.

• Ensemble Fusion: A fusion of fusion meth-
ods. This method combines the results from
voting, scoring and ranking methods and ag-
gregates different fusion strategies into one
retrieval ranking.

E Complete Formula for Advanced
Fairness Evaluator

B =

n∑

i=1

(
wi ci + bi

)
,

D = max
(
0, 1− 0.1 (n− 1)

)
,

δs =





+0.10, if source contains "terms of ser-
vice" or "commercial terms"

+0.05, if source contains "community
guidelines"

−0.05, if source contains "advertising
policies"

0, otherwise

δt =




+0.10, if title contains a warning key-

word
0, otherwise

M = 1 + δs + δt,

L =





0.95, |text| > 1000,

1.05, |text| < 200,

1.00, otherwise

final_confidence = min
(
B ×D×M ×L, 1.00

)
.

Where:

n the number of matched indicators;
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wi weight of indicator i (e.g. 0.5–0.9);

ci category weight for indicator i (e.g. 0.5–1.0);

bi confidence boost for indicator i (e.g. 0.0–0.2);

F Evaluation Metrics

We used the following common information-
retrieval and NLP metrics that are described here
for completion:

• Mean Reciprocal Rank (MRR): Measures
the average position of the first correct match
out of the top-k given options by the model.
An MRR closer to 1 indicates superior perfor-
mance.

• Recall@k: Indicates the percentage of times
the correct chunk was included within the top-
k predictions made by the model.

G Interactive Transparency Dashboard

To demonstrate the practical applications of our
research, we developed a proof-of-concept "trans-
parency dashboard". The dashboard is a web in-
terface intended for users or content creators. The
goal is to try to make these people better under-
stand the content moderation decisions of TikTok.
It is implemented as a lightweight Flask application
and is container-ready via a Dockerfile.

User Workflow and Features
The user is able to see mainly three things in the

dashboard:
SoR Lookup: A user can enter a UUID or alter-

natively the text of any SoR from the DSA database
and select a model to perform the linkage and op-
tionally also the number of matches the user wants
to look at. The dashboard fetches the result(s)
from the model, as well as the entry from the DSA
database and displays the result to the user. This
can be seen in figure 8.

Clause Linkage and Fairness Verdict: The
dashboard then also displays the most relevant pol-
icy chunks chosen by the model that correspond to
the SoR’s explanation. The result is shown with
the similarity score, the source document, like the
ToS, and a fairness verdict, as discussed in section
4.2. This can be seen in Figure 9.

Model Comparison: Lastly, the dashboard also
gives the user the possibility to compare the outputs
of a number of linkage models at the same time.
The results are presented in a summary table and
as an agreement matrix. The matrix shows the

Figure 8: Interface Landing Page

Figure 9: The interface representation of ranking and a
potentially fair clause

user the agreement that different models have on
the same statements, which provides the user with
even more transparency into the possibilities of the
ranking. This can be seen in Figure 10.
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Figure 10: Comparison of model agreement: (a) table view and (b) matrix view.
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Abstract

As in many countries of the Civil Law tradi-
tion, consolidated versions of statutes – statutes
with added amendments – are difficult to ob-
tain reliably and promptly in Germany. This
gap has prompted interest in using large lan-
guage models (LLMs) to ’synthesize’ current
and historical versions from amendments. Our
paper experiments with an LLM-based consoli-
dation framework and a dataset of 908 amend-
ment–law pairs drawn from 140 Federal Law
Gazette documents across four major codes.
While automated metrics show high textual
similarity (93–99%) for single-step and multi-
step amendment chains, only 50.3% of exact
matches (single-step) and 20.51% (multi-step)
could be achieved; our expert assessment re-
veals that non-trivial errors persist and that even
small divergences can carry legal significance.
We therefore argue that any public or private
deployment must treat outputs as drafts subject
to rigorous human verification.

1 Introduction

Legal systems of the Civil Law tradition are based
on statutes. Statutes change over time. Changes are
typically ordered by the legislator and implemented
via other (amending) statutes; these amendments,
published in the official gazette, describe how the
current wording of a statute is to be changed, but do
not spell out its updated ’version’. This makes the
process of consolidation necessary, where amend-
ments are used to update the text of a statute in
order to get the current ’version’.

Access to consolidated versions of German
statutes is limited. Non-legally-authoritative plat-
forms provide current texts and separate, authori-
tative amendment logs, but consolidated texts may
appear with substantial delays. Users must often
reconcile amendment logs with outdated consol-
idations – a process that is time-consuming and
error-prone for specialists and non-specialists alike.

For illustration, the Act on Data Protection and the
Protection of Privacy in Telecommunications and
Telemedia, effective 14 May 2024, was not inte-
grated into the consolidated text by 30 July 2025.1
When courts apply outdated statutory provisions,
the consequences can be significant: In October
2019, the Higher Administrative Court of Baden-
Württemberg (Germany) prohibited evening and
Sunday afternoon matches in SC Freiburg’s new
football stadium, relying on noise limits that had
already been superseded by a revised regulation
since September 2017. The ruling was later chal-
lenged because the applicable building permit of
November 2018 should have been assessed under
the updated regulation, which allowed five extra
decibels.2

A second, more fundamental access problem is
the lack of historical consolidated versions. Reli-
able versioning is essential: In criminal law, courts
must compare the law at the time of the offense
with the law at the time of sentencing and apply
the more lenient provision (lex mitior). Without
reliable access to historical texts, courts and counsel
face unnecessary uncertainty, potentially affecting
the rights and liberties of the accused. When solely
relying on authoritative sources, statutes need to be
rolled back based on prior amendments that have
been published in the official gazette.

Our Contribution. The described gaps and prac-
tical needs create pressure to automate the process
of consolidation. Automated consolidation research
spans rule-based pipelines to machine learning and
recent generative approaches. Prior systems demon-
strate that computable amendment operations are
feasible but also reveal the fragility of templates and
the sensitivity to document quality. Given the task

1https://www.gesetze-im-internet.de/ttdsg/TTD
SG.pdf

2https://www.lto.de/recht/hintergruende/h/vgh
-bawue-3s147019-sc-freiburg-stadion-laerm-immis
isionsschutz-anwohner-bundesliga
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of applying commands written in natural language
to a text, this literature motivates experimentation
with LLMs. We present the first LLM-based ap-
proach to consolidating German law, addressing a
critical gap in legal infrastructure where historical
versions are unavailable and current consolidations
face substantial delays, and an in-depth analysis of
its benefits and shortcomings. Our contributions
are:

1. Dataset: We compiled 908 amendment-law
pairs from 140 Federal Law Gazette (Ger-
man: Bundesgesetzblatt) PDFs, aligning them
with consolidated laws from 2019-2025. This
benchmark dataset captures complex legal
changes and can be continuously updated with
new amendments to test how well historical
law can be reconstructed.

2. Framework: Our automated consolidation
framework utilizes GPT-4.1-mini to apply
amendments to existing laws. The system han-
dles both single amendments and, as a novelty,
multi-step chains (averaging 2.79 amendments
per chain).

3. Evaluation: We evaluate our system to inves-
tigate how well LLMs handle the task of con-
solidation. Our setup reveals low and highly
variant exact match rates ranging between
2.36% and 75.93%, and a semantic similarity
of 93-99% for four core legal codes (Civil,
Criminal, Commercial, and Income Tax). Ex-
pert review of 100 imperfect consolidations
revealed that 51% of errors had minimal to
moderate impact, with 78% requiring only triv-
ial corrections. We also encounter difficulty
in reliably identifying ground truth versions
of certain codes at different time points.

4. Prototype: We developed a web application
that demonstrates practical deployment, en-
abling users to access and view historical
law versions since 2019 (extendable to 1949)
through an interface that processes amend-
ments and creates version.

The remainder of this paper is organized as fol-
lows. Section 2 reviews Germany’s current le-
gal infrastructure and automated consolidation re-
search from rule-based systems to machine learning
approaches. Section 3 describes the creation of
our dataset, which involves extracting amendments

from Federal Law Gazette PDFs and aligning them
with consolidated law versions from 2019 to 2025.
Section 4 presents our experimental setup for single-
steps and multi-step amendment consolidation. Sec-
tion 5 evaluates the framework through automated
metrics and expert legal assessment. Section 6
shows our user interface prototype intended for pub-
lic experimentation. Finally, Section 7 summarizes
our contributions as the first LLM-based approach
to German law consolidation and discusses future
directions.

2 Background

German legal professionals lack an authoritative
archive of historically consolidated federal statutes.
”Laws on the Internet” (”Gesetze im Internet”)3

provides current federal laws without historical ver-
sions. Amendments have been published since
1949 in Federal Law Gazettes (German: Bundes-
gesetzblatt)4, and since 2023 on recht.bund.de,5,
but these publish only the amending texts, not in-
tegrated consolidations. Private efforts such as
buzer.de6 partially fill the gap (post-2006 snap-
shots), yet coverage and timeliness remain limited.
Commercial platforms offer code version compar-
isons, but having a openly available consolidated
version history remains desirable.

Automated legal consolidation has evolved from
rigid rule-based systems to flexible machine learn-
ing methods. Arnold-Moore (1997); Arnold-Moore
(1995) pioneered this field with a specialized draft-
ing environment where editors modified statutes
while if-then heuristics captured edits as machine-
readable logs, enabling automatic consolidation.
This established that amendments could be compu-
tationally processed rather than manually applied.

Ogawa et al. (2008) advanced this by eliminating
specialized environments. They parsed amend-
ments directly from published Japanese Acts, ex-
tracting structured operations from natural language
descriptions and converting them into formal op-
erations. This enabled the processing of even pre-
digital amendments, allowing for the complete re-
construction of the timeline. Using just sixteen
regular expressions, their system achieved 99.47%
accuracy—proving automated consolidation could
match human precision.

3https://www.gesetze-im-internet.de/
4https://www.bgbl.de/
5https://www.recht.bund.de/
6https://www.buzer.de/
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Figure 1: The multi-step process of dataset creation, from left (1) to right (5).

Adapting this approach to Greek legislation ex-
posed significant challenges. Garofalakis et al.
(2016) developed a comprehensive pipeline that
spans from downloading amendment PDFs to pub-
lishing consolidations online. They enhanced the
rule-based approach with statistical preprocessing
to identify characteristic verbs (add, delete, sub-
stitute) since Greek legal language varies more
than Japanese. Despite these improvements, they
initially achieved only 37.1% accuracy, but this
increased to 59.4% with manual corrections. This
performance gap stemmed from data quality differ-
ences—the Japanese system processed structured
XML while the Greek system handled inconsistent
PDFs.

These limitations motivated Fabrizi et al. (2021)
to adopt machine learning, reframing amendment
classification as token labeling, where models
learn which words signal different types of change.
Rather than manually coding patterns for every
variation, their system learned from examples. This
eliminated rigid rules and improved robustness to
language variation. Unlike Ogawa et al. (2008) and
Garofalakis et al. (2016), who needed manual in-
tervention for unexpected templates, this approach
was adapted through retraining.

Beyond specialized drafting environments, stan-
dardization efforts provided crucial infrastructure.
Palmirani and Vitali (2012) developed Legislative
XML principles, establishing machine-readable
formats amendment processing and temporal ver-
sioning. This structured approach proved essen-
tial—systems using well-formed XML consistently
outperform those processing unstructured PDFs, as
the contrasting results between Japanese and Greek
implementations would demonstrate.

Etcheverry et al. (2024) introduced the first gen-
erative model for legal consolidation in French law,
treating it as a text generation task. Given an initial
law and amendment, their model generates the com-
plete consolidated text. They created datasets of
triplets (initial versions, amendments, ground truth)

for systematic evaluation, shifting from rule-based
classification to end-to-end generation. However,
two critical limitations restrict practical deployment.
First, context window restrictions prevented pro-
cessing over half of the real amendments—complex
amendments with substantial changes exceeded in-
put limits. Second, the system handled only single
amendments, not the sequential chains typical in
real legislation, where amendments build on pre-
vious changes over decades. These constraints
reveal the gap between current capabilities and re-
quirements for reconstructing complete legislative
histories.

3 Data
Figure 1 shows our pipeline for creating the dataset
to track the ’evolution’ of selected German federal
statutes over time.

Step 1 downloads daily snapshots of all federal
laws from the Laws on the Internet repository7

covering 2019 to 2025. Each snapshot contains
approximately 300 MB of XML files representing
all federal legislation. Since most laws remain
unchanged on a daily basis, this raw data contains
significant redundancy.

Steps 2 and 3 identify and preserve only mean-
ingful changes. We process each law’s XML files
in chronological order, comparing consecutive ver-
sions to detect any modifications. When identical
content appears across multiple days, we keep only
one version. This de-duplication retains all substan-
tive amendments while reducing storage require-
ments. Each preserved version corresponds to a
specific amendment that altered the law’s content.

Step 4 links these law versions to their official
sources. The Federal Law Gazette serves as Ger-
many’s official publication for amendments, provid-
ing authoritative texts of amendments. We match
each detected change to its corresponding Gazette
entry. We use GPT-4.1 with a structured prompt

7https://github.com/QuantLaw/gesetze-im-inter
net
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(see Appendix A) to extract amendment text and
effective dates.

Step 5 assembles all components into our com-
plete dataset. We merge the consolidated law ver-
sions with their corresponding amendments and
effective dates to create a temporal record. As
Figure 1 shows, this process reveals distinct pat-
terns: 𝐿𝑎𝑤1 underwent three amendments during
our study period, 𝐿𝑎𝑤2 remained unchanged, while
𝐿𝑎𝑤3 and 𝐿𝑎𝑤𝑛 experienced varying numbers of
modifications at different times. This dataset en-
ables precise tracking of how each law evolved
throughout the examination period.

3.1 Legal Code Selection
While our framework can be applied to any German
law, resource constraints motivated a focused eval-
uation of four foundational codes spanning civil,
criminal, commercial, and tax law. This selection
concentrates on high-impact, frequently consulted
domains with diverse amendment patterns. The
Civil Code (German: Bürgerliches Gesetzbuch,
BGB) governs private relations, including contracts,
property, family, and inheritance, and contains 177
paragraph-level comparisons. The Criminal Code
(German: Strafgesetzbuch, StGB) comprises 162
provisions that define offenses and penalties. The
Commercial Code (German: Handelsgesetzbuch,
HGB) regulates business transactions and corpo-
rate law with 254 provisions. The Income Tax
Act (German: Einkommensteuergesetz, EStG), the
central tax statute, is highly complex and frequently
amended, contributing 315 comparisons. These
codes yield a dataset of 908 comparisons.

4 Experiments

Using the dataset, we tested whether we can re-
construct law versions by applying amendments to
initial versions. We evaluate automated legal text
consolidation in single-step (isolated amendments)
and multi-step (sequential modifications over time)
setups.

In single-step experiments, we apply one amend-
ment to an initial version to create a predicted
version, then compare it against the actual version
using similarity scores. In multi-step experiments,
we apply 𝑛 amendments sequentially to an initial
version and compare the final predicted version
against the exact version after 𝑛 changes.

This multi-step approach serves two purposes:
it reduces computational costs by requiring fewer

similarity calculations and ,more importantly, it val-
idates whether laws can be reconstructed accurately
when intermediate versions are unavailable—a com-
mon scenario in practice. While single-step is
straightforward—applying one amendment to pro-
duce a predictable result—multi-step processing
involves challenging dependency chains. If Amend-
ment 1 is not used correctly, Amendment 2 cannot,
e.g., locate the text "10,000 euros" because this
phrase only exists in the amended version, not the
original. This dependency means Amendment 2
cannot add the public infrastructure criterion with-
out Amendment 1’s threshold text already in place,
propagating mistakes down the chain.

For illustration, we show a single-step amend-
ment using an example (adapted for brevity) from
Civil Code § 31a and a multi-step amendment using
an example adapted from Criminal Code § 194.

Single-Step Amendment
Intial Version:
Volunteer board members whose
compensation does not exceed 3,000
euros annually are liable only for
intentional or grossly negligent acts.

Amendment:
Replace "3,000" with "5,000" to adjust
for inflation

Result:
Volunteer board members whose
compensation does not exceed 5,000
euros annually are liable only for
intentional or grossly negligent acts.

Multi-Step Amendment with Dependencies
Initial version:
Property damage is prosecuted only if the
victim files a criminal complaint.

Amendment 1:
After the sentence, insert: "However,
damage exceeding 10,000 euros is
prosecuted automatically."

After Amendment 1:
Property damage is prosecuted only if
the victim files a criminal complaint.
However, damage exceeding 10,000 euros
is prosecuted automatically.

Amendment 2:
In the inserted sentence from Amendment 1,
replace "10,000 euros" with "10,000 euros
or affecting public infrastructure".

Final result:
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Law Civil Code Criminal Code Commercial Code Income Tax Act Overall
Amendments 177 162 254 315 908
Exact Match Rate 59.32% 75.93% 52.76% 30.16% 50.33%
BLEU-1 0.8755 ± 0.2620 0.9515 ± 0.1677 0.9440 ± 0.1385 0.9679 ± 0.0988 0.9411 ± 0.1658
BLEU-2 0.8622 ± 0.2891 0.9461 ± 0.1829 0.9385 ± 0.1528 0.9633 ± 0.1014 0.9344 ± 0.1811
BLEU-3 0.8566 ± 0.2950 0.9446 ± 0.1870 0.9355 ± 0.1576 0.9589 ± 0.1041 0.9306 ± 0.1849
BLEU-4 0.8518 ± 0.2988 0.9429 ± 0.1890 0.9340 ± 0.1603 0.9547 ± 0.1074 0.9273 ± 0.1875
ROUGE-1 0.9049 ± 0.2303 0.9551 ± 0.1709 0.9642 ± 0.1163 0.9808 ± 0.0704 0.9576 ± 0.1456
ROUGE-2 0.8852 ± 0.2766 0.9499 ± 0.1850 0.9568 ± 0.1403 0.9760 ± 0.0754 0.9493 ± 0.1696
ROUGE-L 0.8977 ± 0.2508 0.9533 ± 0.1773 0.9577 ± 0.1289 0.9775 ± 0.0742 0.9530 ± 0.1567
BERTScore (P) 0.9573 ± 0.0960 0.9730 ± 0.0972 0.9788 ± 0.0545 0.9895 ± 0.0340 0.9778 ± 0.0686
BERTScore (R) 0.9559 ± 0.0994 0.9812 ± 0.0662 0.9763 ± 0.0597 0.9903 ± 0.0288 0.9785 ± 0.0635
BERTScore (F1) 0.9561 ± 0.0965 0.9765 ± 0.0841 0.9774 ± 0.0566 0.9898 ± 0.0309 0.9779 ± 0.0657

Table 1: Single-step evaluation with mean and standard deviation

Note: Higher values are better. Values show mean ± standard deviation.

Property damage is prosecuted only if
the victim files a criminal complaint.
However, damage exceeding 10,000 euros
or affecting public infrastructure is
prosecuted automatically.

4.1 Data Challenges
Apart from the difficulties introduced by our multi-
step setup, the task of automated consolidation
presents two challenges. First, PDF extraction is
inherently error-prone and yields inaccurate results.
Garofalakis et al. (2016) encountered the same prob-
lem and achieved only mediocre results compared
to Ogawa (2024), who used XML input. In our
case, extracting law amendments from Federal Law
Gazettes proved particularly problematic because
of multi-column formatting and other factors. Sec-
ond, the absence of an official ground truth dataset
tracking all law versions with their in-force inter-
vals forced us to construct one from law gazettes.
This process propagated the errors from the PDF
extraction, which particularly explains our poor
results for the Income Tax Act consolidation, as
will be shown below. We therefore view our system
not as a mature solution, but as a starting point for
further research in German law.

We did reimplement approaches from prior work
(see sec. 2) because they target different legal sys-
tems and languages with unique amendment conven-
tions, and each handles jurisdiction-specific linguis-
tic patterns. Adapting these to German law amend-
ment formulations would require re-engineering,
creating new systems rather than meaningful base-
lines. Our work establishes the first benchmark
for the currently underdeveloped state of automatic

German legal consolidation using LLMs.

4.2 Processing and Evaluation
We used OpenAI’s GPT-4.1-mini to apply amend-
ments from 148 Federal Law Gazette PDFs to
existing laws in XML format, extracting 908 amend-
ments across four legal codes. Three documents
exceeded the model’s context window, and five doc-
uments contained retroactive amendments, where
the in-force dates preceded publishing dates. Since
the ”Laws on the Internet” ground truth is updated
daily and does not reflect backdated changes, pre-
dictions are compared against outdated versions,
making accurate validation impossible. Therefore,
eight Federal Law Gazettes were not processed,
making a total of 140 processed law gazettes. The
problem of law entering into force retroactively,
however, cannot be ignored for practical systems
and should be revisited in future work.

Using engineered prompts with domain-specific
terminology and formatting (see Appendix B), we
applied amendments to the initial law versions and
compared the generated consolidations with the
ground-truth versions. To avoid inflating accuracy
with unchanged text, we evaluated only the 908
amended paragraphs, and not the whole law text.

We evaluate consolidation quality using four
metrics: two lexical (BLEU and ROUGE) and
two semantic (BERTScore ). BLEU (Papineni
et al., 2002) measures n-gram overlap between pre-
dicted and reference texts. We compute BLEU-1
through BLEU-4 with smoothing (Chen and Cherry,
2014) to capture surface-level similarity. How-
ever, BLEU cannot detect semantic equivalence.
ROUGE (Lin, 2004) complements BLEU by mea-
suring recall through three metrics: ROUGE-1

400



(unigrams), ROUGE-2 (bigrams), and ROUGE-L
(longest common subsequence). To address the
limitations of lexical metrics, we also use semantic
evaluation. BERTScore (Zhang et al., 2019) uses
BERT’s contextual embeddings to try to measure se-
mantic similarity, estimating word meanings based
on their context.

To complement these automated metrics, a legal
expert evaluated 100 randomly selected consolida-
tions that did not exactly match the ground truth.
We define an exact match as an exact string match
after removing non-printable characters and whites-
pace. The expert assessed both the severity of
the legal impact if the generated text were to be
considered law and the effort required to correct
discrepancies (see evaluation criteria in Appendix
C).

5 Results
The results for the previously tried single-step (5.1)
and the novel multi-step (5.2) setup for automated
consolidation diverge; while the exact match rate
massively deteriorates, the lexical and semantic
similarity scores remain high. The expert scores
show a mixed picture (5.3).

5.1 Single-Step Amendments
The evaluation covered 908 paragraph-level com-
parisons from four fundamental German legal codes
(Table 1). Exact match rates were 75.93% for Crim-
inal Code, 30.16% for Income Tax Act, and 50.33%
overall. The framework achieved 92-95% lexi-
cal similarity and 97% semantic similarity across
amendments. BERTScore ranged from 99% for the
Income Tax Act to 95% for the Civil Code.

BERT-based metrics gave the impression of high
semantic equivalence, with BERTScore F1 aver-
aging 0.978 across all codes. Traditional n-gram
metrics (BLEU-1 through BLEU-4) showed pro-
gressive degradation with longer n-grams, declining
from 0.94 to 0.93 overall. ROUGE scores remained
high (0.95-0.96).

5.2 Multi-Step Amendment Chains
We also evaluated the framework’s capacity to pro-
cess sequential amendments (Table 2), examining
117 dependency chains with an average length of
2.79 amendments. Due to the increased complexity
of the task, multi-step evaluation shows exact match
rates declining from 55.56% for Civil Code to just
2.36% for Income Tax Act, with an overall rate of
20.51%.

Figure 2: Results of the legal expert evaluation for n =
100 samples with severity of legal impact (x-axis) and
correction cost (y-axis)

In lexical and semantic metrics, however, multi-
step consolidation nearly maintained performance
parity with single-step processing, achieving 97%
BERTScore F1, 90.4-87.93% in BLEU 1-4, and
93.9-92.57 in ROUGE 1-L.

5.3 Legal Expert Validation
Figure 2 presents the expert evaluation of 100
randomly sampled imperfect consolidations. The
evaluation matrix reveals a concentration of errors
with medium and higher severity – with 24% of
discrepancies classified as S2 (limited/technical
effect) and 36% as S3 (material change within the
section) – but relatively low costs of correction –
78% requiring only C0-C2 effort (trivial to single-
sentence corrections).

No consolidations exhibited S5 severity errors
that would compromise legal validity through con-
stitutional conflicts or clarity violations. 12%
showed S4 severity involving rights-critical modi-
fications. 13% and and 14% remained in the low
severity sections S0 and S1, respectively. The cost
distribution favored minor corrections, with only
22 cases requiring C3-level effort (section-wide
redrafts) and none requiring C4 (cross-instrument
overhaul).

5.4 Interpretation
When taking the automated metrics and expert
evaluation into account, we can establish two con-
trasting key findings.

Finding 1: From a technical perspective, the 93-
99% semantic similarity range across diverse legal
domains seems to indicate that LLM-based consol-
idation preserves meaning with high accuracy. The
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Law Civil Code Criminal Code Commercial Code Income Tax Act Overall
Chains 9 28 37 43 117
Average length 2.11 ± 0.33 2.50 ± 0.92 2.70 ± 1.00 3.19 ± 1.24 2.79 ± 1.09
Exact Match Rate 55.56% 28.67% 27.02% 2.36% 20.51%
BLEU-1 0.8749 ± 0.3200 0.9102 ± 0.1769 0.9382 ± 0.1071 0.8850 ± 0.1435 0.9040 ± 0.1650
BLEU-2 0.8720 ± 0.3256 0.8971 ± 0.2002 0.9317 ± 0.1100 0.8712 ± 0.1551 0.8936 ± 0.1781
BLEU-3 0.8699 ± 0.3269 0.8895 ± 0.2076 0.9274 ± 0.1111 0.8608 ± 0.1613 0.8861 ± 0.1822
BLEU-4 0.8683 ± 0.3278 0.8827 ± 0.2132 0.9230 ± 0.1120 0.8520 ± 0.1625 0.8793 ± 0.1830
ROUGE-1 0.9058 ± 0.2585 0.9304 ± 0.1641 0.9635 ± 0.0597 0.9325 ± 0.0913 0.9390 ± 0.1218
ROUGE-2 0.8851 ± 0.3177 0.9176 ± 0.1891 0.9561 ± 0.0691 0.9175 ± 0.1008 0.9260 ± 0.1419
ROUGE-L 0.8943 ± 0.2885 0.9221 ± 0.1783 0.9495 ± 0.0648 0.9174 ± 0.1042 0.9257 ± 0.1330
BERTScore (P) 0.9620 ± 0.0966 0.9605 ± 0.0800 0.9794 ± 0.0389 0.9781 ± 0.0396 0.9734 ± 0.0569
BERTScore (R) 0.9560 ± 0.1151 0.9698 ± 0.0668 0.9731 ± 0.0468 0.9788 ± 0.0359 0.9736 ± 0.0551
BERTScore (F1) 0.9588 ± 0.1111 0.9652 ± 0.0730 0.9761 ± 0.0422 0.9783 ± 0.0376 0.9734 ± 0.0550

Table 2: Multi-step evaluation with mean, standard deviation, and chain statistics

Note: Higher values are better. Values show mean ± standard deviation.

framework appears to handle both simple substitu-
tions and complex structural modifications without
significant degradation. Also, the equivalence be-
tween single-step and multi-step performance in
terms of lexical and semantic scores seems to vali-
date the framework’s architecture for reconstructing
historical law versions through sequential applica-
tion of amendments. This capability would address
a critical gap in Germany’s legal infrastructure, as
historical versions before 2006 remain unavailable
through existing platforms. The ability to process
chains of four or more amendments with main-
tained accuracy would enable the reconstruction of
legislative evolution spanning decades.

Finding 2: From a legal perspective, however,
the 50.3% and 20.51% rates of exact matches points
to the need for extreme caution when working with
automatically consolidated statutes. Although the
semantic similarity is high in the cases of diver-
gence, such metrics are misleading. The legal
language deviates from everyday language in the
sense that it uses terms with clearly defined mean-
ings, which cannot be exchanged with synonyms
and are often detached from ordinary meaning –
this has been shown to be true for German legal
language in particular Behnke and Wais (2023).
Here, the expert evaluation provides crucial context
for the automated metrics. Most of the mistakes
were found to change the meaning of a statute and
thus create room for legal uncertainty or misinter-
pretation.

On the positive side, the costs of adjustments
were overall rated to be manageable – it should not
be overlooked, however, that amendments usually
introduce little change and mishandled consolida-

tion will thus in general lead to errors that are easy to
fix. Also, the absence of validity-threatening errors
(S5) and the minimal occurrence of rights-critical
changes (S4) seem to indicate that the framework’s
failure modes are bounded. Yet, one has to take
into account that the severity of errors is heavily
influenced by the nature of the statute affected; er-
rors in provisions of criminal law, for example, will
generally be considered to be more rights-critical
than civil law provisions – in our experiments, the
LLM performed best on the former in terms of exact
matches, but this might not be the case for other
legal systems. The differences in the ratio of exact
matches between the different legal areas point to
the hypothesis that the system’s error rate increases
with the complexity of provisions, which is low in
criminal law and high in business law Katz et al.
(2020) and the very technical tax law.

6 Prototype for Experimentation
We developed a prototype web application for con-
solidating German federal laws, planned for public
experimentation. The interface (Figure 3) provides
a three-step workflow: users select a law (Civil
Code, Criminal Code, Commercial Code, or In-
come Tax Act), the system processes it through
twelve automated steps (10-30 minutes depend-
ing on complexity), and users access all versions
with timestamps and validity status. The prototype
creates version histories using enforcement dates
extracted during amendment processing (Section 4).
Each version is marked as historical or currently
valid. Currently, the system reconstructs versions
from 2019 onward, but the framework can extend
to amendments published since 1949. Users can
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Figure 3: User Interface of our prototype.

download any version as an archive.

7 Conclusion and Future Work

This research presents the first investigation into
an LLM-based approach to consolidating German
statutes, examining the practical viability of address-
ing the task with technical means. Our experimental
framework successfully processed 140 of 148 Fed-
eral Law Gazette documents (94.5%) and achieved
93-99% semantic similarity even with complex
amendment chains averaging 2.79 amendments.
However, the exact match rates remained very low
(50.3% for single-step and 20.51% for multi-step).

Given the peculiarities of the legal language with
its strict definitions of technical terms, we pointed
out that these low rates make human evaluation
paramount. While our own expert evaluation of
100 imperfect consolidations revealed that 53% of
discrepancies were cosmetic or had limited techni-
cal effects (S0-S2), with 78% requiring only trivial
corrections (C0-C2) and no validity-threatening
errors, relying on lexical or semantic scores in the
cases of non exact matches alone would severely
overestimate the performance of such systems. We
therefore recommend strict oversight when using
LLMs for the task of automated consolidation.

Three documents exceeded the model’s context
window, revealing a critical limitation. Future work
should develop chunking strategies for lengthy le-
gal documents that preserve semantic relationships
within context constraints, enabling processing of
currently inaccessible documents and improving ex-
isting consolidations. Another direction involves an
agentic framework that dynamically selects models
based on amendment complexity. Simple substi-
tutions would use smaller, cost-effective models,
while complex amendments with cross-references
or dependency chains would trigger larger models.
This adaptive approach optimizes the cost-accuracy
trade-off, making large-scale deployment economi-
cally feasible while maintaining quality for critical
consolidations. These improvements could enable
comprehensive automation of German federal legal
consolidation, transforming legal accessibility for
practitioners, courts, and citizens.
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Limitations
Our approach faces several technical and legal
constraints. Three documents exceeded GPT-4.1-
mini’s context window, preventing processing of

lengthy amendments. PDF extraction from Federal
Law Gazettes introduced errors that propagated
through the pipeline, particularly affecting the In-
come Tax Act results. The absence of official
ground truth for historical law versions required
constructing our own dataset, limiting validation
accuracy. Most critically only 50.3% of single step
consolidations and 20.5% of multi-step consolida-
tions matched exactly—a crucial limitation since
legal language requires precise terminology where
synonyms can alter legal meaning. The system can-
not process retroactive amendments, so all outputs
must be treated as drafts requiring expert review.
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Appendix

A Prompt: Extract amendment from law gazette

System Message:
You are an expert in German law and JSON formatting.
ABSOLUTELY CRITICAL:
1. You MUST extract the COMPLETE content of each article
2. NEVER shorten, summarize, or omit
3. If an article has 1000 lines, copy ALL 1000 lines
4. Phrases like "text as above" or "..." are STRICTLY FORBIDDEN
EFFECTIVE DATE NEVER NULL!
- There is ALWAYS effective date information in the legal text
- Search mandatorily for the last article about "Entry into Force"
- standard_inkrafttreten must NEVER be empty or null!
You MUST return valid JSON with correct escaping.

Main Extraction Prompt:
Analyze the following German law and extract all articles structurally.
ABSOLUTE CRITICAL RULE - NEVER SHORTEN!
YOUR TASK:
1. Find ALL articles in the text (begin with "Article" followed by a number)
2. Extract for each article:
- Number (only the digit after "Article")
- Title (text directly after "Article X")
- Complete content (ABSOLUTELY EVERYTHING - NO SHORTCUTS!)
- Which law is amended (search for phrases like "is amended as follows")
- All amended paragraphs (EACH paragraph must begin with §)
3. Find the effective date (usually in the last article "Entry into Force")
4. Extract the effective date rules in detail - THERE MUST ALWAYS BE A DATE!

FNA Assignment (when -fna parameter specified):
You are executed with -fna {target_fna}, which means you should assign
articles that amend the following law: {fna_info}
IMPORTANT ASSIGNMENT RULES:
1. Check EXACTLY the title of each article - it states which law is amended
2. If article EXPLICITLY amends target law → zugeordnete_fna = "{target_fna}"
3. If article amends ANOTHER law → zugeordnete_fna = null
4. BUT: Ensure AT LEAST ONE article is assigned to FNA {target_fna}
5. If uncertain, assign the MOST LIKELY article
6. ONLY ONE uncertain article gets assigned - further uncertain articles get null

Output Format:
ANSWER AS VALID JSON (COMPLETE CONTENT - NO SHORTCUTS!):
{
"standard_inkrafttreten": "YYYY-MM-DDTHH:MM:SS+01:00",
"inkrafttreten_regeln": [...],
"artikel": [{
"nummer": "X",
"titel": "Title of article",
"inhalt": "COMPLETE TEXT - EVERYTHING! EVERY LETTER!",
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GPT-4.1 Prompts for German Legal Amendment Extraction

"geaendertes_gesetz_name": "Name of amended law",
"zugeordnete_fna": "XXX-X or null",
"geaenderte_paragraphen": ["§ X", "§ Y"]
}]}

Parameters:

• Model: GPT-4.1

• Temperature: 0

• Response format: JSON object

• Variables: {year} = document year, {pdf_text} = preprocessed PDF content, {target_fna}
= optional FNA filter, {fna_info} = list of FNA codes with law names

B Prompt: Apply amendment to initial version

System Message (for all prompts):
You are a precise legal text processor for {JURABK}. Preserve all existing
structure exactly while making only necessary changes.

Prompt 1: Modifying Existing Legal Text
You are a legal text processor. You need to apply the legal change description
to the XML content for {PARAGRAPH}.
Use the provided XML as your COMPLETE GUIDELINE and template. Preserve all existing
structure exactly while making necessary changes.
Original XML content (use as complete guideline):
{ORIGINAL_XML}
Legal change description:
{CHANGE_CONTENT}
CRITICAL REQUIREMENTS:
1. **USE INITIAL FILE AS COMPLETE GUIDELINE**: Follow the exact structure,
formatting, and style shown in the original XML above
2. **PRESERVE ALL EXISTING ELEMENTS**: Keep all existing XML tags, attributes,
indentation, and formatting exactly as they are
3. **PRESERVE METADATA**: Keep builddate, doknr, jurabk, enbez, titel exactly as
shown in the original
4. **ALLOW NECESSARY ADDITIONS**: You may ADD new XML elements when required by
the legal changes
5. **MAINTAIN CONSISTENT STYLE**: Any new elements must match the indentation and
formatting style
Return the complete modified XML:

Prompt 2: Creating New Legal Paragraphs
You are a legal text processor. Create the complete XML content for NEW legal
paragraph {PARAGRAPH}.
Legal change description:
{CHANGE_CONTENT}
Use this template and follow the exact formatting:
{XML_TEMPLATE}
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GPT-4.1-mini Prompts for Legal Text Consolidation

Return the complete XML with proper formatting and indentation:

Parameters:

• Model: GPT-4.1-mini

• Temperature: 0.1

• Variables: {JURABK} = legal code (e.g., BGB, StGB), {PARAGRAPH} = section number,
{ORIGINAL_XML} = current law XML, {CHANGE_CONTENT} = amendment text, {XML_TEMPLATE}
= structure for new paragraphs

C Legal expert evaluation

Severity S0–S5 (legal impact if model text were law). Choose the highest fitting level.
S0 Cosmetic only (spelling/punctuation/layout).
S1 Minimal debate risk; meaning effectively unchanged.
S2 Limited/technical effect (minor content or cross-reference; similar outcome likely).
S3 Material change within the Section (Tatbestand (legal elements), thresholds, exceptions, addressees, Legal consequence

(German: Rechtsfolge)).
S4 Major or rights-critical change (“may” (German: kann/darf) / “should” (German: soll) / “must” (German: muss);

“and”/“or” (German: und/oder); sanctions/competence; broad scope).
S5 Critical/validity risk (Basic Law (German: Grundgesetz)/EU conflict; Legal clarity requirement (German: Bestimmtheit).
Cost C0–C4 (effort to align to ground truth; not the legal impact).
C0 Trivial patch (single token/punctuation).
C1 Single-sentence edit; no propagation.
C2 Local multi-sentence/structure fix; local renumber/cross-reference.
C3 Section-wide redraft or propagated references/definitions across the legal provision.
C4 Cross-instrument/systemic overhaul (impacts regulations (German: Verordnungen), annexes, sanction scales).
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Abstract

As social systems become more complex,
legal articles have grown increasingly intri-
cate, making it harder for humans to identify
potential conflicts among them, particularly
when drafting new laws or applying existing
ones. Despite its importance, no method has
been proposed to detect such conflicts. We
introduce a new legal NLP task, Legal Arti-
cle Conflict Detection (LACD), which aims
to identify conflicting articles within a given
body of law. To address this task, we pro-
pose GReX, a novel graph neural network-
based retrieval method. Experimental results
show that GReX significantly outperforms ex-
isting methods, achieving improvements of
44.8% in nDCG@50, 32.8% in Recall@50, and
39.8% in Retrieval F1@50. Our codes are in
github.com/asmath472/LACD-public.

1 Introduction

In many countries, courts judge legal cases based
on national laws, and lawyers frequently rely on
legal articles (also known as codes, or statutes) in
their works. In legal NLP, several studies have uti-
lized legal articles to address tasks such as Legal
Judgment Prediction (Feng et al., 2022a,b; Deng
et al., 2023; Liu et al., 2023), Legal Article Re-
trieval (Louis and Spanakis, 2022; Paul et al., 2022;
Louis et al., 2023), and Legal Question Answer-
ing (Holzenberger et al., 2020; Louis et al., 2024).

Despite their crucial role, some legal articles con-
flict (also known as contradict, or compete) with
one another (Yoon, 2005; Kim, 2005; Araszkiewicz
et al., 2021). Here, conflict refers to situations in
which overlapping directives or contradictory inter-
pretations arise. For example, in Figure 1, Article
60 of Narcotics Control Act and Article 201 of
Criminal Act define different punishments for the

∗Corresponding author.

same crime, using opium or morphine, and thus
conflict with each other.

If two articles conflict in a given circumstance,
one may be disregarded during judgment, leading
to confusion in the application of the law (Yoon,
2005). Detecting such conflicts is therefore essen-
tial for individuals involved in drafting laws (e.g.,
legislators) or enforcing laws (e.g., public prosecu-
tors). As laws grow more complex (Coupette et al.,
2021), manually identifying conflicting articles be-
comes increasingly challenging. Moreover, with
the rise of LLMs and agents that rely on natural lan-
guage rules (Bai et al., 2022; Hua et al., 2024; Dong
et al., 2024), automating conflict detection has be-
come even more critical. This study addresses this
issue by developing NLP-based methods to auto-
matically detect conflicting articles, with a particu-
lar focus on the Criminal Law of the Republic of
Korea (hereafter referred to as Korean Law).

We introduce a new legal NLP task, Legal Ar-
ticle Conflict Detection (LACD), which aims to
retrieve articles that conflict with a given query arti-
cle from a collection of legal articles. For example,
as illustrated in Figure 1, when Criminal Act Arti-
cle 201 is given as a query, the model is expected to
identify and retrieve Criminal Act Article 205 and
Narcotics Control Act Article 60 as conflicting ar-
ticles, while correctly excluding Narcotics Control
Act Article 58-2.

For document retrieval tasks, various methods
such as TF-IDF, BM25 (Robertson et al., 2009),
DPR (Karpukhin et al., 2020), and retrieve-then-
rerank have been widely used. In particular, the
retrieve-then-rerank approach, where top-ranked
candidate documents are reranked using another
slower but more accurate language models (LMs),
has demonstrated high performance with low la-
tency across various retrieval tasks (Wu et al., 2020;
Zhu et al., 2023). However, conventional retrieve-
then-rerank methods perform poorly on the LACD
task, primarily due to two fundamental differences
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Article 201 (Smoking Opium and Provision of Place)
(1) A person who ingests opium or receives a morphine

injection, shall be punished by imprisonment with 
labor for not more than five years.

(2) The preceding paragraph shall apply to a person who 
profits by providing a place for smoking opium or 
for injecting morphine.

conflict

Article 205 (Possession of Opium, etc.)
A person who possesses opium, morphine, its composite 
or an instrument for smoking opium, shall be punished 
by imprisonment for not more than one year or by a 
fine not exceeding five million won.

Narcotics Control Act 

Criminal Act 

Article 2 (Narcotic drugs)
(a) The narcotic drugs referred to in subparagraph 2 (d) 
of Article 2 of the Act on the Control of Narcotics
(hereinafter referred to as the “Act”) are as listed in […]

Enforcement Decree of the Narcotics Control Act 

Article 60 (Penalty Provisions)
(1) Any of the following persons shall be punished by 
imprisonment with labor for not more than 10 years 
or by a fine not exceeding 100 million won:
1. A person who uses narcotic drugs or psychotropic 

substances under subparagraph 3 (a) of Article 2 […]

Article 2 (Definitions)
[…] 2. The term narcotic drugs means any of the 
following substances: […]
(b) Opium: The coagulated sap extracted from poppy      
and its processed substance: Provided, That the […]
(d) All alkaloids extracted from poppy, opium, or coca 
leaves and chemical compounds similar thereto, as 
prescribed by Presidential Decree; […]

Article 58-2 (Penalty Provisions)
(1) person who gives or receives or delivers cannabis to 
the minors, or has the minors smoke or […] shall be 
punished by imprisonment with labor for a limited 
term of not less than two years. […]

Figure 1: Example of conflicting legal articles in Re-
public of Korea, translated from Korean. Criminal Act
Article 201, Article 205, and Narcotics Control Act Ar-
ticle 60 conflict with one another. In Narcotics Control
Act Article 60, uses narcotic drugs includes ingests
opium, in Article 2 of the same act.

(1) between legal documents and general texts, and
(2) between LACD and standard retrieval tasks.
These differences give rise to two key challenges.

The first challenge (Challenge 1) arises from the
high textual similarity among legal articles, which
hinders the accurate retrieval of conflicting articles
in the LACD task (Xu et al., 2020; Paul et al., 2024).
For example, in Figure 1, Article 60 and Article 58-
2 share nearly identical wording, differing only in
their objects (e.g., narcotic drugs and cannibas)
and punishments (e.g., imprisonment for five years
and two years). As a result, an LM may struggles
to retrieve Article 60 selectively while filtering out

Article 58-2.
The second challenge (Challenge 2) lies in the

insufficiency of textual descriptions in legal ar-
ticles, particularly when interpreting legal termi-
nology. Legal articles often rely on references to
other articles to define specific terms or condi-
tions (Bommarito II and Katz, 2010; Katz et al.,
2020). For instance, in Figure 1, Article 60 uses
the term narcotic drugs, which is explicitly de-
fined in a referenced article (i.e., mentioned arti-
cle), Article 2. Moreover, accurate interpretation
often requires traversing not only direct (i.e., 1-hop)
references but also indirect (n-hop) ones. For ex-
ample, fully understanding the term narcotic drugs
may require consulting the Enforcement Decree
of the Narcotics Control Act. Therefore, to rea-
son effectively over legal articles, a retrieval model
must leverage not only the textual content of indi-
vidual articles but also their explicit inter-article
references (i.e., mention relationships) (Katz et al.,
2020). However, to the best of our knowledge, no
prior work has explored the use of mention rela-
tionships for legal article retrieval.

To tackle the two key challenges in the LACD
task, we propose a novel retrieve-then-rerank
method, GReX, which consists of two main compo-
nents: (1) ReX (Rerank-then-eXpand), designed to
address Challenge 1, and (2) LGNN (Legal Graph
Neural Network), a reranker aimed to address Chal-
lenge 2.

To tackle Challenge 1, the ReX method expands
the set of candidate articles using a reranker. It first
reranks the initially retrieved top-ranked articles
to identify those that conflict with the query ar-
ticle aq, and then augments the candidate set by
including additional articles — originally outside
the top-ranked set — that are known to conflict
with the identified ones. The underlying intuition
builds on transitivity-like relationships among ar-
ticles observed in prior studies (Bommarito II and
Katz, 2010; Boulet et al., 2010; Katz et al., 2020;
Coupette et al., 2021), which we extend to conflict
relationship: if aq conflicts with aj , and ai is known
to conflict with aj , then ai is likely to conflict with
aq, since such conflicts often reflect overlapping
or contradictory legal directives. For example, in
Figure 1, if the reranker detects a conflict between
Article 201 (the query) and Article 205, and Arti-
cle 205 is known to conflict with Article 60, ReX
expands the candidate set to include Article 60,
thereby uncovering its conflict with Article 201.

To tackle Challenge 2, we construct a Legal
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Narcotics Act Article 2

Article 39 (Prohibition of Use of Narcotic Drugs)
No medical practitioner handling narcotics may 
conduct any of the following acts […] That this 
shall not apply […] under Article 40 […]

Article 60 (Penalty Provisions)
(1) Any of the following persons 
shall be punished by imprisonment 
with […] 1. A person who uses 
narcotic drugs or psychotropic 
substances under subparagraph 3 (a) 
of Article 2 […] 4. A person who 
handles narcotic drugs or issues a 
prescription thereof, in violation of 
Article 5 (1) […] or 39; […]

Narcotics Act Article 60
Article 2 (Definitions)
The terms used in this Act are defined as follows: […] 2. The term narcotic drugs means any of 
the following substances: […] 4. The term cannabis means any of the  following substances: […]

Article 40 (Treatment and Protection …)
The Minister of Health and Welfare or a 
Mayor/Do Governor may either establish 
and operate a medical treatment and […]

Narcotics Act Article 39 Narcotics Act Article 40

⋯

Figure 2: Example of LMGraph (blue box: article, red text: mention). All contents are translated from Korean.

Article Mention Graph (LMGraph), where each
node represents a legal article and edges represent
mention relationships between articles. The LGNN
reranker applies a Graph Neural Network (GNN)
over this graph to leverage these relationships dur-
ing reranking. This structure enables contextual
reasoning based on inter-article connections. Con-
structed from Korean law, LMGraph consists of
192,974 nodes and 339,666 edges. Figure 2 shows
a small portion of LMGraph. By incorporating this
graph, the LGNN reranker gains a deeper under-
standing of each article within its broader legal
context.

We constructed a dedicated dataset for training
and evaluating the LACD task, consisting of 392
conflicting article pairs and 3,782 non-conflicting
pairs, carefully reviewed and validated by legal
experts. We will release it publicly. Our proposed
retriever, GReX, achieves significant improvements
over existing retrieve-then-rerank methods, with
improvements of 44.8% in nDCG@50, 32.8% in
Recall@50, and 39.8% in Retrieval F1@50.

2 Preliminaries
2.1 Definitions

We define the terms including case, rule, ar-
ticle, conflict, and mention, largely based on
the definitions provided by Araszkiewicz et
al. (Araszkiewicz et al., 2021). We use a legal arti-
cle and article interchangeably.

Definition 1 (Case, Rule, and Article). A case c is
a sentence describing the facts of an event (Shao
et al., 2020; Sun et al., 2023). A proposi-
tion (denoted as x) for a case represents an implicit
question about its facts. A rule r is the implicit le-
gal unit, consisting of a set of propositions (denoted
as X ) and a judgment p for cases C. A rule r judges
a case c ∈ C as p if and only if all propositions
in X hold true in c. We denote a rule with X and
p as r = rule(p,X ). An article a is an explicit
legal unit, denoted as ri ⊑ a, and is expressed in

sentences.
Definition 2 (Conflict).

1. Two rules conflict, i.e., conflict(rule(p1,
X1), rule(p2,X2)) if and only if p1 ̸= p2, and
X1 includes X2, or vice versa.

2. If two rules conflict, then the articles contain-
ing those rules also conflict. Specifically, con-
flict(a1, a2) if conflict(ri, rj), ri ⊑ a1, and
rj ⊑ a2.

Definition 3 (Mention). If an article a1 explicitly
cites another article a2, then a1 mentions a2.

Most articles implicitly contains at least one rule,
making them suitable for the LACD task. Articles
that do not contain any rules are discussed in Ap-
pendix A.5.4. Examples corresponding to Defini-
tions 1-3 are provided in Appendix A.1.

2.2 Conventional Retrieve-then-Rerank
Given a query article aq, conventional retrieve-then-
rerank methods (Nogueira and Cho, 2019; Wu et al.,
2020; Glass et al., 2022; Zhu et al., 2023; Song
et al., 2024) retrieve a set of articles Aret through
the following three steps.

1. vaq = enc-bi(aq),va = enc-bi(a)(a∈A)
2. Atopk = {a | top-k by sim(vaq ,va)}
3. Aret={ai | sort by prob(enc-cross(aq ⊕ ai))}
(ai∈Atopk)

Here, va is the vector representation of article a;
sim presents a similarity function, such as inner
product; prob refers to a layer for calculating re-
trieval probability; ⊕ denotes a textual concatena-
tion operator.

In Step 1, each article a ∈ A is pre-encoded
into a vector representation va using a bi-encoder,
which also encodes the query article aq into vaq .
In Step 2, the retriever (typically fast) selects the
top-k articles Atopk based on the similarity func-
tion sim(vaq ,va). In Step 3, a reranker (typically
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slower but more accurate) computes the relevance
probability of each article ai ∈ Atopk given aq, us-
ing a cross encoder (enc-cross) followed by a prob
layer, and returns the final list Aret sorted by these
probabilities.

3 Methodology

3.1 The LACD task

We define LACD as a retrieval task that takes three
inputs: a query article aq, a collection of articles
A, and a set of previously known conflicting arti-
cle pairs C = {(ai, aj) | conflict(ai, aj) ∧ ai ∈
A ∧ aj ∈ A}. Given these inputs, the task aims
to retrieve the set of unknown conflicting articles,
{ak|conflict(aq, ak) ∧ ak ∈ A ∧ ak /∈ C}. LACD
differs from conventional retrieval tasks in that it
focuses on conflictness instead of relevance, and
assumes the existence of observed conflicts C.

We refer to the conventional retrieve-then-rerank
methods in Section 2.2 as the Re2 retriever. For the
LACD task, the Re2 retriever often fails to accu-
rately identify conflicting articles. Figure 3 shows
an example of applying Re2 to LACD. While Re2
correctly retrieves Article 205 (a1), it fails to re-
trieve Article 60 (a2) since a2 is not included in
Atopk, even though it potentially conflicts with aq.
This occurs because Re2 prioritizes semantically
irrelevant articles such as a3 over a2 (Challenge 1).
Even when Atopk includes a2 by increasing k, Re2
still struggles to detect the conflict in Step 3 due to
its reliance on referenced definitions in mentioned
articles (Challenge 2).

3.2 The GReX method

The GReX method reformulates Steps 2 and 3 of
the Re2 method, as illustrated in Figure 4. Step 2
is enhanced by the proposed ReX method, which
incorporates external conflicting articles when con-

 not conflict
but included

in 𝓐𝒕𝒐𝒑𝒌

𝒂𝒒: Criminal Act 
Article 201 

𝒂𝟏: Criminal Act 
Article 205 

𝒂𝟐: Narcotics Control 
Act Article 60

potentially conflict but not in 𝓐𝒕𝒐𝒑𝒌	(Challenge 1)

conflict ∈ 𝓒

Narcotics Control 
Act Article 2

Enforcement Decree of the 
Narcotics Control Act Article 2 

mentions (Challenge 2)

conflict

𝒂𝟑: Narcotics 
Control Act 
Article 58-2

Figure 3: An example of applying Re2 to LACD.

structing Atopk. Step 3 is improved by integrat-
ing GNN-based embeddings from LMGraph into
the LGNN reranker, thereby refining the final re-
trieval set Aret. We describe the core components
of GReX in detail: ReX, LMGraph, and the LGNN
reranker.

Rerank-then-eXpand (ReX): The ReX method
enhances Atopk by selectively expanding it. Specif-
ically, (1) ReX first identifies articles that di-
rectly conflict with the query article using the
reranker (e.g., a1 in Figure 3), and (2) expands
Atopk by including articles known to conflict with
those identified, such as a2, where (a1, a2) ∈ C.
This approach leverages the triadic closure phe-
nomenon frequently observed in legal article con-
flicts, where descriptions among conflicting articles
often exhibit significant overlap. For example, Arti-
cle 201, Article 205, and Article 60 in Figure 1 and
3, all describe crimes involving opium, creating an
overlap and thus forming a triadic closure. We fur-
ther show that triadic closure is guaranteed under
specific conditions, as detailed in Appendix A.2.
The ReX method performs the following three sub-
steps for Step 2.

• Step 2-1: Retrieve Atopk (same as in Re2).

• Step 2-2: Rerank Atopk and select a subset
Afilter ⊆ Atopk, defined as Afilter = {ai ∈
Atopk | prob(enc-cross(aq ⊕ ai)) > θ}.

• Step 2-3: Expand Atopk by augmenting it
with articles a ∈ A such that there exists
ai ∈ Afilter with (ai, a) ∈ C. That is, Atopk ←
Atopk ∪ {a ∈ A | ∃ai ∈ Afilter, (ai, a) ∈ C}.

Here, we use min/PTC as the default thresh-
old θ, where min denotes the minimum of
{rerank(aq, ai) | ai ∈ Atopk} and PTC is the con-
ditional probability of triadic closure, defined as:

PTC = P ((ai, ak) ∈ C | (ai, aj), (aj , ak) ∈ C)

A justification for Step 2-2 is in Appendix A.3.
In Step 2-2, the reranker has already been fine-

tuned using C; however, C is used again in a non-
parametric manner to further enhance performance.
In Figure 4, the yellow node (article) represents
Afilter. In Step 2-3, while most articles in A\Atopk

may not conflict with aq, the augmented articles
are likely to do so, as they explicitly conflict with
articles in Afilter. A formal proof for Step 2-3 is in
Appendix A.2. In Figure 4, the red node represents
the augmented articles.
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Bi-encoder (enc-bi)

Step 1: encode a given query article 𝑎! by bi-encoder

Step 2: select top-k articles based-on inner product 
similarity and apply Rerank-then-eXpand method (ReX)

top-k 𝓥 = A vector space of 𝓐
with conflicts 𝓒

𝐯"!

Bi-encoder (enc-bi)

𝐯"

Previously encoded 𝒂
query article 𝑎! article 𝑎 ∈ 𝒜

Step 3: calculate probabilities of top-k 𝑎# ∈ 𝒜$%&' with 
GNNs on Mention Graph 𝓖 (LGNN reranker)

𝑎! 𝑎# ∈ 𝒜$%&'

Retrieval Probability Calculation layer (prob)

Cross encoder (enc-cross) GNN

𝓖,𝓥

GNN

𝓖,𝓥

𝒜()$ = {𝑎# ∣ sort	by		𝑝𝑟𝑜𝑏 𝑎!, 𝑎# 	}

𝑎! 𝑎#

expand

Figure 4: Outline of GReX. The blue, yellow, and black
circles represent the query article, an article with a high
rerank score, and articles with low rerank scores, respec-
tively.

LMGraph: We construct LMGraph G, where
nodes represent legal articles A, and edges E rep-
resent the mention relationships among these ar-
ticles. The mention relationships are identified
based on specific textual templates, such as ‘제num
조’ (meaning ‘Article num’), following the guide-
lines in (Ministry of Government Legislation,
2023). Formally, the edge set E is defined as fol-
lows:

E = {(ai, aj) | ai mentions aj or aj mentions ai}

All articles and mention relationships are based
on a snapshot taken on September 30, 2024, and
were obtained via crawling the Ministry of Gov-
ernment Legislation website1. Copyright consider-
ations related to this process are discussed in Sec-
tion 7. As a result, the constructed LMGraph for
Korean law consists of 192,974 nodes and 339,666
edges, with detailed statistics presented in Table 1.

Statistics Avg. value Std. deviation
# of words per article 75.5 90.6
# of edges per node 4.57 11.11

Table 1: Statistics about LMGraph for Korean Law.

1Ministry of Government Legistlation official site

LGNN reranker: The LGNN reranker combines
the output of the cross-encoder with node repre-
sentations from the GNN encoder, which captures
not only text-level conflicts between articles but
also semantic relationships through multi-hop con-
nections in LMGraph. This enables the model to
reject articles that are textually conflicting with the
query but semantically irrelevant. Specifically, for
each pair (aq, ai), we concatenate the output of
the cross-encoder, enc-cross(·), with the similarity
score sim(·) computed between the node represen-
tations of aq and ai. Formally, it enhances Step 3
for the LACD task as follows:

Step 3. Aret = {ai | sort by prob
(
enc-cross(aq⊕

ai)||sim(GNN(G,V)q,GNN(G,V)i)
)
}(ai∈Atopk)

where || denotes the concatenation operator, and
GNN(·) represents the output of the GNN encoder.
Step 3 computes enc-cross(·) only for the articles
augmented in Step 2-3 since those in Atopk were
already computed in Step 2-2.

GNN(·) takes as input the LMGraph G = (A, E),
where each article ai ∈ A has its own initial feature
representation h

(0)
ai . In general, the GNN consists

of L layers, producing a list of node representations
from the initial layer H(0) = [h

(0)
a1 , · · · , h(0)a|A| ] to

the final layer H(L) = [h
(L)
a1 , · · · , h(L)a|A| ]. In this rep-

resentation, GNN(G,V)q refers to the final feature
vector h(L)aq for node aq, and similarly, GNN(G,V)i
refers to h

(L)
ai . Each GNN layer l updates the node

representations H(l) using the edge weight matrix
A(l) and transformation weights W(l) as follows:

H(l+1) = σ(A(l)H(l)W(l))

For our LGNN reranker, we adopt a two-layer
GATv2 architecture (Brody et al., 2022) as the de-
fault GNN model. In GATv2, the edge weights A(l)

i

for i-th node (i.e., node for ai) at layer l are given
by:

A(l)
i =σ(

∑

j for(ai,aj)∈E
softmax

(
σ(att(h(l)ai , h

(l)
aj ))

)
)

4 Experimental settings

4.1 The LACD dataset
To construct the dataset for the LACD task in
Korean Law, we collected 4,174 pairs of articles
(a1, a2), each manually labeled them as either con-
flicting or non-conflicting. The criteria used to col-
lect these pairs are summarized in Appendix A.4.
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We randomly split these pairs into 60% for train-
ing, 20% for validation, and 20% for testing. From
the conflicting pairs (a1, a2) in the test set, we ex-
tract all unique articles (either a1 or a2) and use
them as query articles (89 in total). We also con-
struct C (seen conflicts) as the set of conflict pairs
from the training and validation sets. Since conflict
is symmetric, the number of pairs in C is approxi-
mately twice the number of unique conflict pairs.
For simplicity, we assume that all articles in cor-
pus for retrieval are drawn from Acts (excluding
Enforcement Decrees). Further details on the legal
hierarchy are in Appendix A.5.1. Detailed statistics
are provided in Table 2.
Quality review: Our dataset was validated by legal
experts. As a result, nearly 94% of the pairs align-
ing with real-world conflict and the remaining 6%
differing but still fitting our definitions. Detailed ex-
planations about conflicts in real worlds and quality
review questions in Appendix A.5.

Datasets Conflict Non-conflict Avg. # of words
Train 226 2,278 120.89
Validation 90 745 118.97
Test 76 759 124.12
Total 392 3,782 121.15
# of queries # of corpus # of unseen conflicts per query

89 79,615 1.69
# of pairs in C # of articles Avg. # of conflicts per article

630 199 3.17

Table 2: Statistics for (a1, a2) pairs (upper table), the
test queries in the LACD dataset (middle table), and the
seen conflicts (lower table).

4.2 Baselines
We use KoBigBird (Park and Kim, 2021) as the
bi-encoder(enc-bi), and Klue/RoBERTa(Park et al.,
2021) as the cross-encoder. For vector storage and
retrieval, we employ Chroma DB2, using the inner
product as sim(·).

Since Re2 and GReX differ at Steps 2 and
3, there are four possible combinations: (1)
Re2 (conventional method), (2) Re2+LGNN (Re2
at Step 2 + LGNN at Step 3), (3) ReX+Re2 (ReX
at Step 2 + Re2 at Step 3), and (4) GReX (proposed
method). These combinations are evaluated in our
experiments, while comparisons with additional
baselines are presented in Section 5.3.

Among the above combinations, ReX+Re2 and
GReX actually rerank more articles than the others
by expanding Atopk. For example, when k = 100,
the former typically reranks approximately 150

2Chroma DB official site

articles, while the latter reranks exactly 100. To
ensure fair comparisons, we set k = 150 for Re2
and Re2+LGNN so that the number of reranked
articles is comparable.

4.3 Training and evaluations
We build both Re2 and GReX retrievers using a
pre-trained bi-encoder model and a fine-tuned cross
encoder. We denote the set of labeled articles pairs
use for training (226 + 2278 pairs as shown in Ta-
ble 2) as S, where each pair s = (ai, aj) ∈ S.
Then, the training objective ŷs is defined as follows,
where rank(aq, ai) denotes enc-cross(aq ⊕ ai) in
Re2, and enc-cross(aq ⊕ ai)||sim(GNN(G,V)q,
GNN(G,V)i) in GReX.

ŷs = prob(rank(aq, ai))
For training, we use the Weighted Binary Cross

Entropy loss as the loss function L, defined as fol-
lows.

L=− 1

N

∑

s∈S
wT yslog(ŷs)+wF (1−ys)log(1−ŷs)

Here, N = ∥S∥ denotes the number of training
pairs, ys is the ground-truth label for each pair s,
and 0 < wT , wF < 1 are the weights for the true
and false labels, respectively. Details of the training
and testing are in Appendix A.6.

When evaluating GReX, we exclude ai ∈
Aret such that (aq, ai) ∈ C to avoid retrieving
seen conflict pairs. We also evaluate our LGNN
reranker on other Korean legal NLP dataset, as
detailed in Appendix A.7. As evaluation met-
rics, we use nDCG@n, recall@n, and retrieval
F1@n (definitions are in Appendix A.8). Each ex-
periment is run three times, and we report the mean
performance with standard deviation. Significance
test results are in Appendix A.9.

5 Results and analysis

5.1 Main results
Table 3 shows the performance of three GReX
variants and other baselines for the full retrieval
pipeline. GReX significantly outperforms Re2 by
44.8% in nDCG@50, 32.8% in Recall@50, and
39.8% in Retrieval F1@50. We also observe a syn-
ergistic effect between ReX and LGNN. For exam-
ple, in nDCG@10, ReX and LGNN individually
improve Re2 by 3.24%p and by 3.65%p, respec-
tively, whereas GReX achieves a larger improve-
ment of 10.53%p, exceeding the sum of individ-
ual improvements. This indicates that the LGNN
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Methods nDCG@n Recall@n Retrieval F1@n

n=5 n=10 n=50 n=5 n=10 n=50 n=5 n=10 n=50

Retrieve
TF-IDF 15.59 18.31 22.26 25.28 32.43 48.67 11.47 8.75 3.05
BM25 14.14 16.67 19.86 23.50 29.66 44.08 10.48 8.14 2.57
enc-bi 13.68 14.69 18.70 22.75 25.97 41.40 10.40 6.81 2.65

Retrieve-then-rerank
Re2 16.38±1.48 20.38±1.97 26.09±0.98 24.00±1.65 35.15±3.64 57.71±1.34 12.01±0.81 9.91±0.83 3.67±0.09
Re2+LGNN 20.55±2.55 24.03±2.37 29.58±1.85 27.44±4.41 36.86±2.35 59.27±0.40 13.46±2.00 10.47±0.78 3.79±0.00
ReX+Re2 18.02±0.71 23.62±1.13 31.62±0.45 28.37±2.21 43.84±3.14 74.98±0.88 13.99±0.91 12.52±0.61 4.94±0.05
GReX (ours) 25.27±0.95 30.91±1.51 37.79±1.00 34.88±1.35 50.34±2.83 76.65±1.05 16.82±0.57 13.99±0.90 5.13±0.07

Table 3: Performance (%) across all Steps. The best and second results are highlighted in bold and underline,
respectively. enc-bi denotes Re2 without reranking. The four retrieve-and-rerank methods are detailed in Section 4.2.

reranker provides higher-quality scores than the
naïve reranker in Re2, which in turn enhances the
quality of Afilter selected by ReX.

ReX+Re2 performs worse than Re2+LGNN
at smaller values of n (e.g., nDCG@5 and
nDCG@10), where accurate reranking is more
critical, due to its reliance on Re’s naive
reranker. In contrast, at larger n (e.g., nDCG@50),
where expanding Atopk becomes more important,
Re2+LGNN performs worse than ReX+Re2, since
Re2 (i.e., Step 2) does not expand Atopk. Further
details are in the Error Analysis in Section 5.4.

5.2 ReX on synthetic C
To evaluate the robustness of ReX, we construct
and use a synthetic conflict set Csyn, instead of us-
ing C. Specifically, we collect all distinct articles D
from the training data S, excluding those used as
test query articles, and compute Csyn = {(ai, aj) |
ai ∈ D ∧ aj ∈ Atopk(ai) ∧ prob(rank(ai, aj)) >
0.5}, indicating article pairs with relatively high
likelihood of conflict. Here, Atopk(ai) denotes
Atopk retrieved by enc-bi using ai as the query.

Table 4 presents the performance when using
Csyn. Results for Re2+LGNN are omitted, since it
does not use the conflict set. ReX+Re2 yields lower
performance than Re2 under Csyn, due to a funda-
mental difference between the LGNN reranker and
Re2’s naive reranker: the former captures external
definitions in articles, whereas the latter does not.
In contrast, GReX significantly outperforms both
Re2 and ReX+Re2 even when using Csyn, owing to
the improved quality of Atopk and the synergistic
effect between ReX and LGNN described above.

5.3 Other baselines in LACD
To validate the effectiveness of our methods,
we additionally compare them against a well-
known Atopk refinement method: Pseudo Rele-
vance Feedback using Rocchio algorithm (Rocchio-

Methods nDCG@n

n=5 n=10 n=50

Re2† 16.38 20.38 26.09
ReX+Re2 using Csyn 13.41 18.47 25.49
ReX+Re2 using C† 18.02 23.62 31.62
GReX using Csyn 21.54 26.29 32.16
GReX using C† 25.27 30.91 37.79

Table 4: Performance comparison of ReX using C and
Csyn. † indicates results reported in Table 3.

PRF) (Rocchio Jr, 1971; Croft and Harper, 1979;
Gao et al., 2023). In this experiment, Rocchio-PRF
updates the query vector vaq as follows:

vaq ← (vaq +
∑

ai∈Atopk

vai)/(k + 1)

After this update, Atopk is re-retrieved using the
new vaq . Since Rocchio-PRF enhances Atopk (i.e.,
improve Step 2), there are two possible combi-
nations: (1) Rocchio-PRF+Re2 (Rocchio-PRF at
Step 2 and Re2 at Step 3), and (2) Rocchio-
PRF+LGNN (Rocchio-PRF at Step 2 and LGNN
reranker at Step 3).

Table 5 presents the performance of the
Rocchio-PRF variants, along with Re2 and our
GReX. GReX significantly outperforms both
Rocchio-PRF variants. ReX+Re2 ranks second,
highlighting the contribution of ReX. Among the
Rocchio-PRF variants, Rocchio-PRF+LGNN out-
performs Rocchio-PRF+Re2, demonstrating the
effectiveness of LGNN not only within the Re2
pipeline but also when applied to the Atopk set re-
fined by Rocchio-PRF.

5.4 Category-wise performance analysis
Categorization of Articles: We categorize all
unseen conflict pairs {(aq, qi)} for all 89
queries (150 = 1.69 × 89 pairs in total) in Ta-
ble 2(middle) into four groups: Criminal (78 pairs),
Mention (12 pairs), Both (18 pairs), and Neither (42
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Methods nDCG@n
n=5 n=10 n=50

Re2† 16.38 20.38 26.09
Rocchio-PRF + Re2 13.45 17.19 21.82
Rocchio-PRF + LGNN 16.51 19.52 23.90
ReX+Re2† 18.02 23.62 31.62
GReX† 25.27 30.91 37.79

Table 5: Performance comparison between Rocchio-
PRF and GReX. † indicates results reported in Table 3.

pairs). Criminal indicates that both aq and ai be-
long to the Criminal Act; Mention denotes that
there is a mention relationship between aq and ai;
Both refers to pairs that satisfy both conditions; and
Neither denotes pairs that satisfy neither. This cate-
gorization is based on the relevance of the Criminal
Act, which is the main focus of this study, and the
observation that a pair of conflict articles includ-
ing a mention relationship is relatively difficult to
retrieve using enc-bi.

Figure 5 shows an example of a conflict pair
in the Mention category. Article 324-2 provides
a self-contained crime description, allowing enc-bi
to generate an accurate semantic representation. In
contrast, Article 324-4 references external defini-
tions in Article 324-2, resulting in an inaccurate
semantic representation. Consequently, the seman-
tic similarity between both is low, hindering Re2
from retrieving one given the other as a query.

Article 324-2 (Coercion by Hostage)
A person who arrests or confines another or obtains or maintains 
another […] shall be punished by imprisonment with labor for 
a limited term of at least three years.

Article 324-4 (Murder of Hostage)
If a person who has committed the crime as prescribed in 
Article 324-2, murders the hostage, the person shall be punished 
by death or imprisonment for an indefinite term. […]

Criminal Act 

Figure 5: Example of conflict pairs in Mention category.

Analysis by Category: Figure 6 shows Recall@50
results for four methods across the four categories.
GReX consistently outperforms Re2, demonstrat-
ing its effectiveness across diverse article types.
Both Re2 and Re2+LGNN exhibits the lowest per-
formance in the Mention category. This is because
Re2’s naive retriever inherently struggles to retrieve
conflicting articles including mention relationships,
as explained above, resulting in low-quality Atopk.

The result of Re2+LGNN indicates that using
the LGNN reranker alone does not improve per-
formance for this category. The LGNN reranker
is designed to compensate for contextual deficien-

cies caused by mention relationships through GNN-
based propagation. However, as shown in Figure 6,
Article 324-4 mentions Article 324-2, and interpret-
ing the former requires only the content of the lat-
ter, which is already provided to enc-cross without
GNNs. Thus, the benefit of additional propagation
is minimal in such cases.

In contrast, Figure 6 show that both ReX+Re2
and GReX achieve their best performance in the
Mention category among all categories. It is be-
cause ReX significantly enhances the quality of
Atopk through reranking (Step 2-2), which effec-
tively leverages mention relationships. GReX does
not further improve performance over ReX+Re2
for the same reason as Re2+LGNN.

0%
25%
50%
75%
100%

Re2 Re2+LGNN ReX+Re2 GReX

R
ec
al
l@
50

Criminal Both Mention Neither

Figure 6: Recall@50 of methods for four categories.

6 Related works

Legal article retrieval: Legal article retrieval,
which focuses on finding relevant legal articles
given a query, has been extensively studied (Louis
and Spanakis, 2022; Paul et al., 2022; Louis et al.,
2023; Su et al., 2024; Chen et al., 2025). The re-
trieved articles are widely used in downstream le-
gal NLP tasks, such as legal QA and judgment
prediction (Louis et al., 2024; Qin et al., 2024).
Some prior studies have improved retrieval perfor-
mance by applying GNNs to article hierarchy or
article–case graphs (Paul et al., 2022; Louis et al.,
2023). However, these methods are not applicable
to the conflict detection task.
Korean legal NLP: Recent studies in Korean le-
gal NLP have explored various tasks, such as
LJP (Hwang et al., 2022), legal reasoning (Kim
et al., 2024a,b), and response evaluation in the le-
gal domain (Ryu et al., 2023). However, no prior
work has addressed legal article retrieval or conflict
detection, nor has any dataset included mention
relationships similar to our LMGraph.

7 Conclusions

In this paper, we proposed a new legal NLP task,
Legal Article Conflict Detection (LACD), and con-
structed a dedicated dataset for it. We propose a
novel retriever, GReX, which integrates two key
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techniques: ReX and the LGNN reranker. Experi-
mental results demonstrate that GReX significantly
outperforms existing retrievers on the LACD task.

Limitations

In this paper, we propose GReX as a solution to ad-
dress the problem of legal conflict detection. How-
ever, our approach has several limitations:

First, our methodology has only been validated
within the domain of criminal law in Korea. Korean
criminal law is one of the most extensively stud-
ied areas related to legal conflict, and it provides
a convenient basis for dataset creation. However,
it is necessary to expand this research to other do-
mains, such as civil, building or administrative law,
to address legal conflict comprehensively in the
future.

Second, our LMGraph only incorporates men-
tion relationships between articles as edges. For
example, methods like G-DSR (Louis et al., 2023)
utilize tree structures within laws as links, which
our approach does not include. Whether incorpo-
rating such tree structures could effectively solve
the LACD problem remains out of scope for this
work and requires future investigation.

Lastly, our study focuses exclusively on conflicts
between articles that contain one or more rules.
Conflicts involving articles without rules (e.g., defi-
nitional conflicts) are beyond the scope of this work
and remain an open area for future research.

Ethical considerations

Language models have inherent issues with halluci-
nation and the potential to generate biased outputs.
In particular, when identifying conflicts, models
may incorrectly retrieve relevant legal articles. Fur-
thermore, although the term conflict generally car-
ries a negative connotation, this does not imply that
a conflicting legal article is inherently problematic
or should necessarily be deleted. Under Korean
law, as detailed in Appendix A.5, there are some
procedures to resolve such conflicts. Indeed, some
articles are explicitly drafted with the potential for
conflict in mind.

The mention relationships in law was obtained
by crawling data from the official website of the
Ministry of Government Legislation. According
to Article 7 of the Copyright Act in Korea, legal
provisions and compilations of laws created by the
government (including link information) are not
protected as copyrighted works.
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A Appendix

A.1 Examples for article conflict

In this section, we provide some examples which
well explain our definitions in Section 2.1.

Example 1. We can represent Article 205 in Fig-
ure 1 and its example case c1 as follows:

c1 = Bob smoked opium in his house.

a1 =
Criminal Act Article 205 (Posses-

sion of Opium, ... million won.

X1 =

{
Is a person possesses something?

Is something ∈ opium ∨ morphine · · · ?

}

p1 = Less than five million won fine

∨ Less than one year imprisonment.

r1 = rule(p1,X1), r1 ⊑ a1

Since Bob smoked (a proposition about possession
in X1) opium (a proposition regarding opium ∨
morphine ∨ · · · in X1), all propositions in X1 hold
in c1, and thus, case c1 is judged as p1.

Example 2. We can represent Article 201 in Fig-
ure 1 as follows:

a2 =
Criminal Act Article 201 (Smoking

Opium and Provision ... morphine.

X2 =

{
Is a person uses something?

Is something ∈ opium ∨ morphine?

}

p2 = Labor not more than five years.

r2 = rule(p2,X2), r2 ⊑ a2

Here, possesses X1 includes uses X2, and opium∨
morphine · · · X1 includes opium ∨ morphine X2,
establishing that X1 includes X2. Since p1 ̸= p2,
rules r1 and r2 conflict, and consequently, articles
a1 and a2 also conflict.

Example 3. In Figure 1, Narcotics Control Act
Article 60 mentions Article 2 of the same act.

A.2 Why ReX is powerful in LACD?

In this section, we explain the effectiveness of the
ReX method in the LACD task in terms of the tran-
sitive structure of conflicts among legal articles.
Consider a query article aq, a conflicting article
a1 detected by the reranker, and another article a2
known to conflict with a1. Moreover, if the follow-
ing three conditions hold, then conflict(aq, a2) is
guaranteed:

1. a1 contains exactly one rule r1 (e.g., Criminal
Act Article 205 in Figure 1).

r1 = rule(p1,X1) ⊑ a1

2. There exist rules

rq = rule(pq,Xq) ⊑ aq

r2 = rule(p2,X2) ⊑ a2

such that either X2 ⊃ X1 ⊃ Xq or Xq ⊃
X1 ⊃ X2, inducing a conflict.

3. pq ̸= p2.

Proof. Here, rule(pq,Xq) and rule(p2,X2) conflict,
as X2 ⊂ X⨿ or Xq ⊂ X∈; and pq ̸= p2 (from
the condition 2 and 3). From the definition 2-2 in
Section 2.1, conflict(aq, a2). ■

For example, if aq conflicts with a1 because it
adjudicates a strict subset of cases, then any larger
article a2 whose scope includes that of a1 will also
conflict with aq.

To validate this empirically on our dataset S , we
define and compute:

• P1: the probability that a randomly chosen
pair (a1, a2) ∈ S is conflict;

• P2: the conditional probability that (a2, a3) is
conflict given (a1, a2) ∈ C;

• PTC : the conditional probability that (a1, a3)
is conflict given both (a1, a2), (a2, a3) ∈ C.

We obtain

P1 = 9.43%, P2 = 21.2%, PTC = 70.4%.

This dramatic increase in PTC stems from the tran-
sitive conflict relationships inherent in LACD, ex-
plaining why ReX is especially powerful in this
domain.

A.3 Justification of Step 2-2 in ReX
In this section, we justify article selection policy
in Step 2-2, which is determined as follows, where
min = minimum({rerank(aq, ai)|ai∈Atopk}).

Afilter={ai∈Atopk|rerank(aq, ai)>min/PTC}

In the following explaination, we simply denote
conflict(aq, ai) as c(aq, ai).

Justification. For the query article aq and the re-
trieved article a1 ∈ Atopk, our goal is to deter-
mine whether a2 conflicts with aq without using a

419



𝑎!

𝑎"
𝑎#

𝑎", 𝑎# ∈ 𝒞

𝑟𝑒𝑟𝑎𝑛𝑘(𝑎!, 𝑎")

Figure 7: An example of article expansion in ReX.

reranker. As described in Section 2.2, the reranker
returns a probability that represents the likelihood
of a conflict between aq and ai. Ideally, we can in-
terpret P (c(aq, a1)) = rerank(aq, a1). By Bayes’
theorem:

P (c(aq,a2))

=P (c(aq,a1)∧c(a1,a2)) · P (c(aq,a2)|c(aq,a1)∧
c(a1,a2)) +P (¬(c(aq,a1)∧c(a1,a2)))·
P (c(aq,a2) | ¬(c(aq,a1)∧c(a1,a2)))

By ignoring the case where the triadic closure
assumption does not hold, we can derive a conser-
vative lower bound as follows:

P (c(aq,a2)) ≥
P (c(aq,a1)∧c(a1,a2))P (c(aq,a2)|c(aq,a1)∧c(a1,a2))

Our main idea is to apply a naïve Bayes approxi-
mation, assuming independence between conflicts.
Under this assumption, we can write:

P (c(aq,a1)∧c(a1,a2))=P (c(aq,a1))P (c(a1,a2))

Furthermore, we generalize P (c(aq, a2) |
c(aq, a1)∧c(a1, a2)) to PTC , as introduced in Sec-
tion 3 and Appendix A.2. Therefore:

P (c(aq, a2)) ≥ rerank(aq, a1) · PTC

In Step 2-2, our goal is to selectively expand
Atopk. To ensure that the expected probability for
each selected a2 is greater than the minimum prob-
ability inAtopk (i.e., min), the following must hold:

P (c(aq, a2)) ≥ rerank(aq, a1) · PTC > min

Hance, we conclude:

rerank(aq, a1) > min/PTC ■

A.4 Data collection criteria
1. Article a1 is in the Criminal Act and has a

mention relationship with a2, or vice versa.

2. Both a1 and a2 appear in one of the acts about
crimes.

3. Either criteria 1 or 2 holds for a1, and a2 has
a high similarity score with a1 according to
enc-bi.

The term acts about crimes means following acts.
These are selected based on the Korean Bar Exam
guidelines3:

• Criminal Act

• Act on Special Cases Concerning the Punish-
ment of Sexual Crimes

• Act on the Aggravated Punishment of Specific
Economic Crimes

• Act on the Aggravated Punishment of Specific
Crimes

• Punishment of Violences Act

• Act on the Protection of Children and Youth
Against Sex Offenses

A total of 1,081 pairs were collected based on
the first criterion, while the remaining 1,172 and
1,921 pairs were gathered using the second and the
third criterion, respectively.

A.5 Conflicts in the real world

A.5.1 Hierarchy of laws
In Korea, a legal article is included in Acts if and
only if the article is enacted by national assembly
of Korea. Otherwise, it is classified differently (e.g.,
enforcement degree, enforcement rule). There ex-
ists a hierarchy among Acts, enforcement decrees,
and enforcement rules, with Acts being the most
authoritative. In Korea, if two legal articles of dif-
fering hierarchy conflict, the lower article must be
ignored. In this study, we exclusively focus on ar-
ticles within Acts, and LMGraph contains 79,615
articles that meet this criterion.

A.5.2 Solving conflicts in Korea
In Korea, if articles a1 and a2 conflict with each
other, and able to judge some case c, one of them
is invalidated (i.e., ignored in the judgment). There
are two principles to solve conflicts as follows4:

1. A new law overrides an old law (lex posterior
derogat priori)

3Supplementary Acts for Bar Exam, Ministry of Justice,
2011.

4The supreme court of Korea, 88누6856, 1989. 9. 12.
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2. A specific law overrides a general law (lex
specialis derogat leges generales)

We explain each principle in Example A.1 and Ex-
ample A.2, respectively.

Example A.1. Criminal Act 201 and Narcotics
Act 60. As we explained in Section 1, Criminal
Act 201 and Narcotics Act 60 conflict with each
other, and thus a crime of using opium is judged by
both articles. In terms of time, Criminal Act 201 is
relatively old (enacted in 1953) than Narcotics Act
60 (enacted in 2000). Thus, according to principle
(1), Narcotics Act 60 overrides Criminal Act 201
(i.e., Criminal Act 201 is ignored in this case).

Example A.2. Criminal Act 201 and Criminal Act
205. For the case c1 in Example 1, Section 2.1,
we can apply not only Criminal Act 205, but also
Criminal Act 201 because bob smoked (the same as
used) opium in his house. Therefore, Criminal Act
201 and 205 are conflict with each other and able
to judge c1. From the descriptions of each article,
Criminal Act 205 judges more general cases than
Criminal Act 201 (details are in Example 2, Section
2). Thus, according to principle (2), Criminal Act
201 overrides Criminal Act 201 (i.e., Criminal Act
201 is ignored in this case).

A.5.3 Quality evaluation question
We consulted legal experts to verify two aspects of
the constructed LACD dataset: (1) whether pairs
were correctly labeled concerning conflicts under
Korean criminal law, and (2) whether pairs accu-
rately met the defined criteria for Legal Article
Conflicts. As a result, we confirmed that 94% of the
dataset pairs were correctly constructed according
to criterion (1), and 100% were correctly labeled
according to criterion (2).

A.5.4 Articles without rules
Some statutes do not adjudicate real cases; instead,
they merely define specific terms or state the pur-
pose of the Act. Such statutes therefore do not con-
tain rules. For example, in Figure 1, Article 2 of the
Narcotics Act only defines terminology and thus
does not contain any rules that adjudicate cases.
In our dataset, 47 out of 350 articles of the Ko-
rean Criminal Act (13.4%) do not contain rules.
Although Definition 2 in Section 2.1 allows for the
possibility that an article without rules could con-
flict with another article, such conflicts are beyond
the focus of this paper.

A.6 Details of training and testing
Notations: In Section 4.1 and Section 4.3, we de-
fine two sets of article pairs, C and S, which are
derived from the test and validation sets, respec-
tively. These sets are defined as follows:

• S: Identical to the training set. It includes both
conflicting and non-conflicting article pairs.

• C: Consists of only conflicting pairs drawn
from the training and test sets. For (a1, a2) ∈
C, we augment C by adding (a2, a1) in C (com-
mutative law).

In the LACD dataset, the sizes of the sets are
|S| = 226 + 2,278 = 2,504 and |C| = 690 (see
Table 2).

Hyperparameters: Table 6 shows the settings of
our experiments.

Setting Value
General settings
Optimizer Adam (Kingma and Ba, 2015)

Warmup steps 500

Weight decay 0

Batch size per device 16

SEED 0, 1, 2

Training enc-cross
learning rate 5 · 10−5

epochs 10

ReX
PTC 0.704

Others

Context length
512 (Klue/RoBERTa)

2048 (KoBigBird)

prob in Step 3 one layer FFNN and sigmoid function

Table 6: Summary of experimental settings. Here, FFNN
means Feed Forward Neural Networks.

Model size and computational resources: The
two models in our experiments, KoBigBird (enc-
bi) and Klue/RoBERTa (enc-cross), contain 114
million and 111 million parameters, respectively.
All experiments are conducted on a single machine
equipped with eight NVIDIA TITAN RTX GPUs.
We train four different rerankers, each with three
independent runs. The total computational cost
amounts to 16 GPU hours on an NVIDIA TITAN
RTX.

A.7 LGNN reranker for other Korean legal
NLP benchmarks

As discussed in Section 6, there is currently no
publicly available benchmark for article retrieval
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in the Korean legal NLP domain. Thus, to fur-
ther evaluate the generalizability and effective-
ness of the proposed LGNN reranker beyond the
LACD task, we apply it to a different Korean
legal NLP benchmark. Specifically, we utilize
the statute_classification_plus dataset from
the LBox-Open benchmark (Hwang et al., 2022),
which is originally formulated as a multi-label clas-
sification problem. We converted it into a binary
classification setting to align it with our reranking
step.

Table 7 shows the performance comparison be-
tween naïve and LGNN reranker at the LBox-Open
dataset. Our LGNN reranker achieved F1 score
improvement of 2.5%p, and The results show the
effectiveness of the LGNN reranker in other Ko-
rean legal NLP tasks.

Reranker method F1 Acc. ROC AUC
Re2 reranker 78.8 91.6 94.2
LGNN reranker (Ours) 81.3 93.4 95.3

Table 7: Performance (%) of LGNN reranker on the
statute_classification_plus task in the LBox-
Open benchmark. We use KLUE/RoBERTa-base as both
enc-cross and enc-bi. Since the original dataset contains
only positive (true) pairs, we generate negative (false)
pairs by using high BM25-scored articles. We utilize
10% of training pairs for training reranker.

A.8 Evaluation metrics
We evaluate retrieval performance using three
macro-averaged metrics at various cut-off levels
n: Recall@n, nDCG@n, and Retrieval F1@n. Let
Q be the set of all queries (size NQ = |Q|), and
for each query aq ∈ Q, let:

• Relaq be the set of true (relevant) articles,

• Ret
(n)
aq be the set of top-n retrieved articles.

Macro-Recall@n: For each query aq, the
Recall@n is

Recall@k(aq) =

∣∣Ret(k)aq ∩ Relaq
∣∣

∣∣Relaq
∣∣ .

Then, the macro-Recall@n is:

Macro-Recall@n =
1

NQ

∑

aq∈Q
Recall@k(aq)

Macro-nDCG@n: Define the Discounted Cumu-
lative Gain (DCG) for query aq at rank n as

DCG@n(aq) =

n∑

i=1

2relaq,i − 1

log2(i+ 1)

where relq,i = 1 if the i-th retrieved item is rel-
evant, and 0 otherwise. Let IDCG@n(aq) denote
the maximum possible DCG@n under an ideal
ranking. Then

nDCG@n(aq) =
DCG@n(aq)

IDCG@n(aq)

and the Macro-nDCG@n is:

Macro-nDCG@n =
1

Nq

∑

aq∈Q
nDCG@n(aq)

Macro Retrieval F1@n: For each query aq, define

P@n(aq) =

∣∣Ret(n)aq ∩ Relaq
∣∣

n
.

Then the per-query F1@k is

F1@n(aq) =
2P@n(aq)Recall@n(aq)

P@n(aq) +Recall@n(aq)

and the macro-retrieval F1@n is

Macro-F1@n =
1

NQ

∑

q∈Q
F1@n(aq)

A.9 Significance test for the main results
To assess whether the observed improvements of
GReX over the baseline Re2 are statistically signif-
icant, we conduct paired Student’s t-tests for each
metric, following the procedure described in Ur-
bano et al. (2019). The null hypothesis H0 assumes
no performance difference between GReX and Re2,
while the alternative hypothesis H1 assumes a dif-
ference exists. Formally, we define:

H0 : µ∆ = 0 (no difference)

H1 : µ∆ ̸= 0 (significant difference)

where ∆i = XGReX
i − XRe2

i denotes the paired
per-query difference between the two systems.

For each metric, we use the
scipy.stats.ttest_rel function to per-
form a paired t-test. Table 8 shows p values for
each metric. From the results, for all metrics, the
two-tailed p-values are below the significance
threshold of 0.05. Therefore, we reject the null
hypothesis and conclude that GReX significantly
outperforms Re2 across all evaluation metrics.
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Metric GReX Re2 p

nDCG@5 25.27 ± 0.95 16.38 ± 1.48 0.0332 *
nDCG@10 30.91 ± 1.51 20.38 ± 1.97 0.0376 *
nDCG@50 37.79 ± 1.00 26.09 ± 0.98 0.0138 *
Recall@5 34.88 ± 1.35 24.00 ± 1.65 0.0212 *
Recall@10 50.34 ± 2.83 35.15 ± 3.64 0.0224 *
Recall@50 76.65 ± 1.05 57.71 ± 1.34 0.0078 *
Retrieval F1@5 16.82 ± 0.57 12.01 ± 0.81 0.0069 *
Retrieval F1@10 13.99 ± 0.90 9.91 ± 0.83 0.0295 *
Retrieval F1@50 5.13 ± 0.07 3.67 ± 0.09 0.0059 *

Table 8: Paired t-test results comparing GReX and Re2.
Asterisks denote p < 0.05.
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Abstract
Legal Passage Retrieval (LPR) systems are cru-
cial as they help practitioners save time when
drafting legal arguments. However, it remains
an underexplored avenue. One primary reason
is the significant vocabulary mismatch between
the query and the target passage. To address
this, we propose a simple yet effective method,
the Generative query REwriter (GuRE). We
leverage the generative capabilities of Large
Language Models (LLMs) by training the LLM
for query rewriting. "Rewritten queries" help
retrievers to retrieve target passages by mitigat-
ing vocabulary mismatch. Experimental results
show that GuRE significantly improves perfor-
mance in a retriever-agnostic manner, outper-
forming all baseline methods. Further analysis
reveals that different training objectives lead
to distinct retrieval behaviors, making GuRE
more suitable than direct retriever fine-tuning
for real-world applications. Codes are avaiable
at github.com/daehuikim/GuRE.

1 Introduction

Recent advancements in information retrieval have
enhanced legal tasks (Zhu et al., 2024; Lai et al.,
2024; Tu et al., 2023). Most studies have focused
on retrieving legal cases (Ma et al., 2021; Li et al.,
2024; Hou et al., 2024; Deng et al., 2024a,b; Gao
et al., 2024) to address the challenge of retriev-
ing relevant cases from the vast amount of docu-
ments. While automatic case retrieval systems are
advancing, practitioners still spend significant time
searching for relevant cases during argument draft-
ing (David-Reischer et al., 2024). One reason for
this is that cases frequently address multiple legal
issues, so retrieved cases may be relevant overall
but not necessarily contain passages that align with
the specific argument being drafted. As a result,
practitioners often need to manually sift through
lengthy documents to locate the specific passages
for their argument. Therefore, Legal Passage Re-
trieval (LPR) is crucial for extracting fine-grained
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Ongoing Context

(Query)

Retriever

GuRE
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reasons for terminating 

them are false or 

otherwise pretextual; they 

may also prove that …

(a)

(b)
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Figure 1: (a) Retriever fails to retrieve the target pas-
sage using an original query. (b) GuRE rewrites the
query before retrieval. Overlapping context between the
"rewritten query" and the target passage is in yellow.

information at the passage level, which helps re-
duce the time spent on legal research and lowers
the costs associated with argument drafting.

Despite its importance, however, LPR remains
underexplored, showing suboptimal performances
even with fine-tuned retrievers (Mahari et al., 2024).
One of the primary reasons for this is the signif-
icant vocabulary mismatch between the ongoing
context (query) and the target passage (Nogueira
et al., 2019; Feng et al., 2024; Mahari et al., 2024;
Hou et al., 2024). In legal texts, queries frequently
use terms that differ from those in the target pas-
sage, hindering retrievers from matching relevant
passages (Valvoda et al., 2021). Figure 1 provides
an example of the impact of vocabulary mismatch.

To address this challenge, we tried to modify the
query to mitigate the vocabulary mismatch via the
existing query expansion methods (Wang et al.,
2023; Jagerman et al., 2023). However, a sub-
stantial gap between the query and the target pas-
sage remained. To bridge this gap, we propose a
simple yet effective method, the Generative query
REwriter (GuRE). We aim to enable Large Lan-
guage models (LLMs) to leverage legal domain-
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specific knowledge better to rewrite queries with
a mitigated vocabulary gap. Specifically, We train
LLMs to generate legal passages based on a query,
which then serves as the "rewritten query" for re-
trievers. At retrieval time, we employ a "rewrit-
ten query" with lower vocabulary mismatch as the
query for the retriever, as shown in (b) of Figure 1.

Experimental results demonstrate that retrieving
using "rewritten queries" from GuRE leads to a
significant performance improvement in a retriever-
agnostic manner, even surpassing direct retriever
fine-tuning. Our analysis reveals that adapting
GuRE for LPR can be more suitable for real-world
applications than direct retriever fine-tuning regard-
ing their different training objectives.

Our contributions include a simple yet effective
domain-specific query rewriting method to ad-
dress the vocabulary mismatch problem in LPR.
We also analyze why retriever fine-tuning leads
to suboptimal performance in LPR, linking it to
its training objective.

2 Method: GuRE

We introduce GuRE, a simple yet effective method
for mitigating the underlying vocabulary mis-
match in LPR. Unlike existing query expan-
sion methods, which add additional informa-
tion to the query, GuRE is designed to rewrite
the query directly. We train the LLM on
a dataset of InstructionPromptq,pq , where q
is {Context} and pq is {Passage} (Figure 2).
Given a sequence of tokens (t1, ..., tN ) from an
InstructionPromptq,pq , the LLM learns to pre-
dict each token ti in auto-regressive manner by
optimizing the Cross-Entropy loss:

L = −
N∑

i=1

logP (ti|t<i; θ)

Where P (ti|t<i; θ) is the probability assigned by
the model to the token ti given previous tokens. θ is
the parameters of the LLM. Once trained, GuRE re-
write the queries using the InstructionPromptq
excluding the {Passage} from Figure 2.
3 Experiments
3.1 Task Description
LPR involves retrieving the most relevant passage
pq based on an ongoing context q, where q serves as
the query for the retriever. Given a set of candidate
passages Pcollection = {p1, . . . , pn}, our goal is to
identify pq ∈ Pcollection that can support q during
the legal document drafting.

Instruction Prompt

You are a helpful assistant specializing
in generating legal passages that naturally
align with the preceding context.
Based on the given preceding context, please
generate a legal passage that is coherent,
relevant, and contextually appropriate.
### Preceding Context : {Context}
### Legal Passage : {Passage}

Figure 2: Instruction prompt for GuRE.

3.2 Baselines

Due to the absence of prior research on LPR, we
compare GuRE with strong baselines as follows.

Query Expansion. Query2Doc (Q2D) (Wang
et al., 2023) generates a pseudo-passage via few-
shot prompting and concatenates it with the origi-
nal query to form an expanded query. Query2Doc-
CoT (Q2D-CoT) (Jagerman et al., 2023) extends
Query2Doc by generating reasoning steps while
producing the pseudo-passage. We employ GPT-
4o-mini (OpenAI et al., 2024) for Q2D and Q2D-
CoT. Detailed settings are in the Appendix C.

Fine-Tuning Since we train the LLM to build
GuRE, we include retriever fine-tuning in the base-
line to analyze the effectiveness of the training
strategy. We train the retrievers using Multiple
Negatives Ranking Loss (Henderson et al., 2017)
by following Mahari et al., maximizing the model
similarity for a positive sample while minimizing
similarity for other samples within a batch. Details
about baselines are in Appendix A.

3.3 Dataset

We use LePaRD (Mahari et al., 2024), a represen-
tative large-scale legal passage retrieval dataset for
U.S. federal court precedents. It contains metadata
along with ongoing context q and its corresponding
cited target passage pq. The dataset includes three
versions varying the size of the candidate passage
pool, namely 10K, 20K, and 50K. Each version
consists of 1.9M, 2.5M, and 3.5M data points, re-
spectively. We use 90% of each version for fine-
tuning retrievers and training GuRE. To ensure ef-
ficiency and reliability given the large scale of the
dataset, we sample 10,000 data points three times
from the remaining 10% of the data and report the
average over three trials. Details of statistics are in
the Appendix B.
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10K 20K 50K
Type Method R @ 1 R @ 10 nDCG @ 10 R @ 1 R @ 10 nDCG @ 10 R @ 1 R @ 10 nDCG @ 10

Sparse

BM25 9.91 28.19 15.33 8.81 24.51 15.91 7.37 20.83 13.41
BM25 + Q2D 10.23 34.99 21.15 8.55 28.89 17.46 6.57 22.58 13.63
BM25 + Q2D-CoT 11.13 35.96 22.22 9.29 30.37 18.59 7.48 24.03 14.81
BM25 + GuRE 34.88† 62.20† 47.69† 28.39† 52.63† 39.69† 19.41† 39.20† 28.46†

Dense

DPR 1.99 6.39 3.92 1.74 5.49 3.39 1.42 4.36 2.71
DPR + Q2D 1.92 7.22 4.22 1.54 6.07 3.46 1.08 4.08 2.39
DPR + Q2D-CoT 2.3 7.98 4.78 1.92 6.84 4.05 1.35 4.86 2.86
DPR + GuRE 32.07† 49.74 40.68† 26.35† 41.96 33.77† 16.47† 30.63 23.20†

DPR-FT 14.09 50.97† 30.31 11.28 42.59 24.90 8.23 31.07 18.13

ModernBert 7.11 22.47 13.94 6.04 19.16 11.90 4.94 15.24 9.58
ModernBert + Q2D 6.67 24.95 14.67 5.65 20.64 12.19 4.09 15.47 9.09
ModernBert + Q2D-CoT 7.47 26.46 15.86 6.47 21.99 13.32 4.90 16.96 10.22
ModernBert + GuRE 33.14† 60.24† 45.86† 26.36† 51.34† 38.19† 17.44† 37.89† 26.83†

ModerBert-FT 14.12 51.34 30.50 11.51 42.31 24.49 8.75 31.81 18.80

Table 1: Evaluation results for various retrieval methods with different numbers of target passages (Nk). The
best performance for each retriever, across all metrics, is highlighted in bold. † denotes a statistically significant
improvement (paired t-test, p < 0.01) over the best-performing method excluding those marked in bold.

3.4 Models
We select SaulLM-7B (Colombo et al., 2024) as the
backbone model for GuRE, as it is pre-trained on a
legal domain corpora. We also compare Llama3.1-
8B (Grattafiori et al., 2024) and Qwen2.5-7B
(Qwen et al., 2025) as backbone models to assess
the generalization of our approach across different
backbone models. The investigation of backbone
model selection is provided in the Appendix D.

We use BM25 (Robertson et al., 2009), DPR
(Karpukhin et al., 2020) and ModernBert (Warner
et al., 2024) for retrievers. More details about the
retrievers are provided in Appendix E.

4 Results
Table 1 reveals that adapting GuRE for query
rewriting significantly improves retrieval perfor-
mance across different methods and passage sizes.
Notably, applying GuRE to BM25 results in a
performance gain of 32.96 (15.33 → 47.69) in
nDCG@10 for the 10K dataset. This significant
improvement is consistent across all data versions
(10K, 20K, 50K) and retrieval methods, highlight-
ing the retriever-agnostic effectiveness of GuRE.

In contrast, other baseline methods yield subop-
timal performance gains, falling short of the im-
provements by GuRE. Q2D achieves the lowest
performance gain, suggesting that the few-shot
prompting strategy struggles to address the un-
derlying challenges in tasks requiring domain-
specific knowledge. Furthermore, retriever fine-
tuning does not provide retrievers with the same
level of performance as GuRE. This indicates that
mitigating vocabulary mismatch is significantly
more effective than training the retrievers.

BLEU ROUGE-L BertScore-F Words

Target - - - 50.21

Query 5.75 18.98 75.61 123.99
Q2D 8.56 19.19 78.6 88.19
Q2D-CoT 11.86 27.28 80.1 36.28
GuRE 59.43 67.62 90.92 50.90

Table 2: Quantitative evaluation of pseudo-passages
(Q2D, Q2D-CoT) and "rewritten query" (GuRE) be-
tween target passages on the 10K test set.

5 Analyses
5.1 Rewritten Query Evaluation
We analyze the generated context using various
methods to investigate how effectively vocabulary
mismatch is mitigated. Table 2 shows a quanti-
tative evaluation of pseudo-passages (Q2D, Q2D-
CoT) and "rewritten queries" (GuRE) against target
passages on the 10K test set. The highest metric
values reflect the high lexical similarity between
GuRE’s "rewritten queries" and target passages,
while pseudo-passages from Q2D and Q2D-CoT
struggle to mitigate the lexical gap.

Additionally, we find that the "rewritten query"
generated by GuRE contains semantically simi-
lar legal context to the target passage (Table 3).
For example, GuRE successfully generates phrases
like "action for trademark infringement". In con-
trast, pseudo-passages from Q2D are mostly irrele-
vant, and while Q2D-CoT generates some relevant
context like "trademark infringement", it also pro-
duces irrelevant context such as "defendant’s intent
in adopting its mark". These results show that
domain-specific training outperforms few-shot
prompting in mitigating vocabulary mismatch.
More case-studies are in the appendix I.
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Target
Passage

Likelihood of Confusion. The ultimate inquiry in most actions for false designation of origin, as with actions for trade-
mark infringement, is whether there exists a “likelihood that an appreciable number of ordinarily prudent purchasers
[will] be misled, or indeed simply confused, as to the source of the goods in question.

Query See Thompson Medical Co., Inc. v. Pfizer, Inc., 753 F.2d 208, 213 (2 Cir.1985) (quoting Mushroom Makers, Inc. v.
R.G. Barry Corp., 580 F.2d 44, 47 (2 Cir.1978), cert. denied, 439 U.S. 1116 (1979)) (“

Q2D [a] plaintiff’s burden in establishing liability requires more than mere speculation; the evidence must be sufficient to
show that the defendant’s conduct was a substantial factor in bringing about the harm." This standard underscores the
necessity for plaintiffs to provide concrete evidence linking the defendant’s actions to the alleged damages, rather than
relying on generalized assertions or conjectures.

Q2D-
CoT

the standard for establishing trademark infringement is whether there is a likelihood of confusion among consumers
as to the source of the goods or services, focusing on factors such as strength of the mark, proximity of the goods,
similarity of the marks, evidence of actual confusion, and the defendant’s intent in adopting its mark.

GuRE II It is well settled that the crucial issue in an action for trademark infringement or unfair competition is whether there
is any likelihood that an appreciable number of ordinarily prudent purchasers are likely to be misled, or indeed simply
confused, as to the source of the goods in question.

Table 3: Case study about generated pseudo-passage and "rewritten query". Yellow indicates parts similar to the
target passage, while pink marks "distractor" that can mislead retrievers into wrong passages.

10K Cases

R@1 R@10 nDCG@10

ModernBert 7.11 22.47 13.94
GuRE (10K) + ModerBert 16.42 39.02 26.58

GuRE (100 K) + ModernBert 20.62 45.98 32.31

20K Cases

ModernBert 6.04 19.16 11.9
GuRE (10K) + ModerBert 12.06 31.29 20.81

GuRE (100 K) + ModernBert 15.35 37.09 24.46

50K Cases

ModernBert 4.94 15.24 9.58
GuRE (10K) + ModerBert 8.67 23.94 15.53

GuRE (100 K) + ModernBert 10.3 26.66 17.71

Table 4: Retrieval results of GuRE trained under data-
scarce settings. GuRE with only 10K training examples
outperforms retriever fine-tuning approaches that re-
quire millions of examples across all retrieval pools.

5.2 Generalizability under Data Constraints

Although GuRE is designed as a plug-and-play,
retriever-agnostic approach, it still requires training.
To assess its applicability in data-scarce environ-
ments, such as legal systems where case law is only
partially available, we conducted experiments with
varying training sizes. Results show that GuRE
trained on only 10K cases already outperforms re-
triever fine-tuning across all retrieval pool settings.
When trained on 100K cases—a scale more realis-
tic for practical deployment—performance further
improves. These findings demonstrate that GuRE
remains robust under limited-resource conditions
and holds strong potential for practical use across
diverse legal systems.

Figure 3: nDCG@10 with 99% confidence intervals
(shading) for GuRE and a fine-tuned retriever across
sampling thresholds. Higher thresholds yield more
unique samples, while lower ones favor frequent sam-
ples. Retriever for this experiment is ModernBert.

5.3 Which Model Should We Train?
Citations in U.S. federal precedents follow a long-
tailed distribution, with the top 1% of passages
accounting for 18% of all citations, while 64% re-
ceive only one citation (Mahari et al., 2024). To
investigate the impact of this imbalance, we ana-
lyze performance changes by varying the frequency
thresholds of test samples. We sort test candidates
(10%) by their frequency in the training set (90%)
and select from the top X% most frequent passages
(X = 10, 30, 50, 70, 90) from test candidates. As
X increases, the test set includes more unique pas-
sages. We sample 10,000 examples per threshold.

Figure 3 shows that GuRE consistently outper-
forms fine-tuned retrievers at every threshold. No-
tably, while the performance of GuRE improves
as the samples become frequent, the fine-tuned re-
triever shows the opposite trend. This tendency
seems to arise from the learning objective used in
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retriever fine-tuning, which treats all samples in
the batch, except the current one, as negative. In
a long-tail distribution, frequent samples appear
more frequently in the batch and should be treated
as positive since they refer to identical passages.
However, widely used retriever training losses that
rely on in-batch negatives treat them as negative
samples. This may hinder ideal optimization and
lead to suboptimal results. Thus, GuRE may be
more suitable for LPR, where frequently cited
passages are repeatedly referenced. More analy-
sis about loss functions is in the Appendix H.

6 Conclusion

We propose GuRE, a retriever-agnostic query
rewriter that mitigates vocabulary mismatch
through domain-specific query rewriting. Exper-
imental results show that GuRE outperforms all
baseline methods, including fine-tuned retrievers.
Our analysis highlights why retriever fine-tuning
relying on in-batch negatives leads to suboptimal
performance in LPR, linking to its loss function.

Limitations

Limited Scope Our experiments are limited to a
U.S. federal court precedents-based dataset (LeP-
aRD), which is the only publicly available LPR
dataset to our knowledge. In the future, we hope
to expand this work with more diverse resources,
including multilingual and cross-jurisdictional ap-
plications.

High Computational Resource Although GuRE
significantly outperforms other baseline methods,
GuRE also incurs higher computational costs dur-
ing training, requiring about twice the GPU hours
compared to direct retriever training. However,
once trained, it can be used as a plug-in for any re-
triever without further fine-tuning, unlike retrievers
that require separate training per model. Details
are in Appendix G

Ethical Considerations

Offensive Language Warning The dataset used
in this study includes publicly available judicial
opinions, which may contain offensive or insensi-
tive language. Users should be aware of this when
interpreting the results.

Data Privacy The dataset used in this study con-
sists of publicly available textual data provided by
Harvard’s Case Law Access Project (CAP). Our

work does not involve user-related or private data
that is not publicly available.

Intended Use This work introduces a method-
ology for legal passage retrieval and is not in-
tended for direct use by individuals involved in
legal disputes without professional assistance. Our
approach aims to advance legal NLP research and
could support real-world systems that assist legal
professionals. We hope such technologies improve
access to legal information.

License of Artifacts This research utilizes Meta
Llama 3, licensed under the Meta Llama 3 Commu-
nity License (Copyright © Meta Platforms, Inc.).
All other models and datasets used in this study are
publicly available under permissive licenses.
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A Details of Baselines

Vanilla Retriever Given an ongoing context q,
the retriever retrieves the most relevant passage
from the candidate set Pcollection. This approach
directly uses q without any modification.

Query2Doc Query2Doc (Wang et al., 2023)
(Q2D) generates a pseudo-passage via few-shot
prompting and concatenates it with the original
query to form an expanded query. More formally:

q+ = concat(q,LLM(Promptq))

LLM(Promptq) represent generated pseudo pas-
sage from few-shot Q2D prompt. Q2D uses q+

to retrieve the most relevant passage.

Query2Doc-CoT Query2Doc-CoT (Jagerman
et al., 2023) (Q2D-CoT) extends Query2Doc by
generating reasoning steps before producing the
pseudo-passage. More formally:

q+ = concat(q,LLM(CoTPromptq))

LLM(CoTPromptq) represent generated pseudo
passage from few-shot Q2D-CoT prompt. Q2D-
CoT uses q+ to retrieve the most relevant passage,
similar to the approach used by Q2D.

Retrieval Fine Tuning We directly train retrieval
models using Multiple Negatives Ranking Loss
(Henderson et al., 2017), where the model is opti-
mized to maximize similarity for positive samples
within a batch while minimizing similarity for other
negative samples. The loss is defined as:

L = − log
esim(q,p+)

esim(q,p+) +
∑N

i=1 e
sim(q,p−i )

sim(q, p) represents the similarity score. Here, q
denotes the query, p+ is the positive passage, and
p− refers to other passages in the same batch.

B Detailed Dataset Statistics

LePaRD (Mahari et al., 2024) captures citation re-
lationships in U.S. federal court precedents, reflect-
ing how judges use precedential passages based
on millions of decisions. As shown in Table 5,
the dataset has three versions, each with a differ-
ent number of target passages in the retrieval pool.
Each data point pairs a passage before a precedent’s
citation with its citation.

The dataset follows a long-tailed distribution,
where the top 1% of passages (100, 200, or 500)

account for 16.23% to 16.86% of the data, indicat-
ing dominance by a small number of heavily cited
precedents. This tendency is further evident in the
dataset distribution visualized in Figure 4. Despite
being plotted on a log scale, the distribution shows
a remarkable long-tail pattern, where an extremely
small number of passages dominate the dataset.

Number of target passages Total Train (90%) Top 1% population

10,000 (10 K) 1.92 M 1.73 M 16.86 %
20,000 (20 K) 2.48 M 2.23 M 16.45 %
50,000 (50 K) 3.50 M 3.15 M 16.23 %

Table 5: Detailed statistics of LePaRD dataset.

Figure 4: Target passage frequency distribution across
different dataset versions (Log Scale)

C Query Expansion & Rewriting Details

C.1 Prompts

Q2D Prompt

Write a following legal passage that
is coherent, relevant, and contextually
appropriate based on preceding context.
Examples:
### Preceding Context : {Example Context 1}
### Legal Passage : {Example Passage 1}
### Preceding Context : {Example Context12}
### Legal Passage : {Example Passage 2}
### Preceding Context : {Example Context 3}
### Legal Passage : {Example Passage 3}
Query:
### Preceding Context : {Context}
### Legal Passage :

Figure 5: Q2D prompt

Q2D Prompt Figure 5 illustrates the prompt used
for the Query2Doc(Wang et al., 2023) method in
our experiment. As introduced in Query2Doc, we
adapt a few-shot prompting paradigm to generate
the pseudo-passage, which we adapt to suit legal
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passage retrieval. We randomly select three data
points from the training set for the experiment and
employ them as fixed examples in the prompt. Due
to the long length of the actual examples, we re-
place them with placeholders in Figure 5.

Q2D-CoT Prompt

Write a following legal passage that
is coherent, relevant, and contextually
appropriate based on preceding context.
### Note: Examples provided below do not
include intermediate steps due to sampling
constraints.
### Step 1: Understand the preceding
context.
### Step 2: Identify the key legal elements
and principles required for coherence.
### Step 3: Generate a legal passage
that logically follows and aligns with the
context.
### Note: You can generate any intermediate
step but, please mark final output with
’<output>’ tag.
Examples:
### Preceding Context : {Example Context 1}
### Step1: {Example1:generated step 1}
### Step2: {Example1:generated step 2}
### Step3: <output> {Example Passage 1}
### Preceding Context : {Example Context 2}
### Step1: {Example2:generated step 1}
### Step2: {Example2:generated step 2}
### Step3: <output> {Example Passage 2}
### Preceding Context : {Example Context 3}
### Step1: {Example3:generated step 1}
### Step2: {Example3:generated step 3}
### Step3: <output> {Example Passage 3}
Query:
### Preceding Context : {Context}
### Legal Passage :

Figure 6: Q2D-CoT prompt

Q2D-CoT Prompt Figure 6 illustrates the
prompt used for the Q2D-CoT(Jagerman et al.,
2023) method in our experiment. Like Query2Doc,
we adapt the few-shot prompting paradigm to suit
our task of legal passage retrieval.We randomly
select three data points from the training set and
use them as fixed examples in the prompt. For
the intermediate reasoning steps, we use the zero-
shot output from the Q2D-CoT prompt fed into o1
(Jaech et al., 2024), as shown in Figure 6.

In-context Example Selection For the experi-
ment, we randomly select three data points from
the training set as fixed examples in the prompt fol-
lowing Wang et al. (2023). However, some studies
suggest that providing pseudo-relevant examples
as in-context examples can improve performance

R@1 R@10 nDCG@10

Q2D 6.92† 24.96 14.80
Q2D-TOP3 6.15 27.41† 15.44

Table 6: Evaluation results on 10,000 samples from
10K dataset by varying in-context example selection
methods. † indicates a statistically significant values
(paired t-test p < 0.01)

(Azad et al., 2022; Jagerman et al., 2023). To in-
vestigate this, we conduct a comparative analysis
of in-context example selection methods. We give
Top-3 relevant examples retrieved by BM25 using
query from training set for Q2D-TOP3.

Table 6 compares in-context example selection
methods. While Q2D-TOP3 uses pseudo-relevant
examples, its advantage is limited to R@10, sug-
gesting that example selection methods do not sig-
nificantly impact performance. So, we use fixed
random examples following (Wang et al., 2023).

C.2 Decoding
We apply nucleus decoding (Holtzman et al., 2020)
for the baselines and GURE, with a temperature of
0 and a top-p value of 0.9. GuRE takes approxi-
mately 10 to 12 minutes to generate 10,000 samples
using vLLM (Kwon et al., 2023) on an NVIDIA
RTX 3090 GPU. This demonstrates that our ap-
proach can improve performance with minimal
additional latency, under 0.1 seconds per query.

For the Q2D and Q2D-CoT experiments, we
utilize an OpenAI API. We employ GPT-4o-mini
(OpenAI et al., 2024). The same decoding param-
eters with GuRE are applied across both methods.
The total cost for these experiments is $52.83.

D Impact of Backbone Model

R @ 1 R @ 10 nDCG @ 10

GuRE (SaulLM-7B) 33.14 60.24 45.86
GuRE (Qwen2.5-7B) 26.14 51.88 38.08
GuRE (llama3.1-8B) 22.93 47.99 34.47

LegalBert-FT 15.35 56.77 33.52
ModernBert-FT 14.12 51.34 30.50

Table 7: Comparison of LPR results on the 10k test
set by varying backbone model of GuRE. We employ
vanilla ModernBERT as a retriever for GuRE.

Table 7 shows that GuRE performs better with
legally pre-trained LLMs than with generally pre-
trained ones. GuRE (SaulLM-7B) achieves an
R@1 score of 33.14 and nDCG@10 of 45.86, while
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GuRE with generally pre-trained LLMs shows sub-
optimal performance. Although GuRE tends to
outperform retriever fine-tuning, a similar trend is
observed in retriever fine-tuning, where the legally
pre-trained LegalBert outperforms one of the most
robust retriever models, ModernBert. This indi-
cates that the performance of training-based
methods is impacted by the underlying domain-
specific knowledge of the backbone model.

E Details on Retrievers

Dense retrievers encode queries into embedding
vectors and retrieve passages based on their cosine
similarity in the embedding space.

BM25 BM25 (Robertson et al., 2009) is a sparse
retriever based on term frequency-inverse docu-
ment frequency (TF-IDF). We use BM25s (Lù,
2024) Python library for indexing and retrieval.

DPR DPR (Karpukhin et al., 2020) is a dense
retrieval model that encodes queries and passages
into dense vectors. We use DPR1 with Sentence
Transformers (Reimers and Gurevych, 2019).

ModernBERT ModernBERT2 (Warner et al.,
2024) achieves state-of-the-art performance in
single- and multi-vector retrieval across domains.
We use it similarly to DPR, encoding text into em-
beddings for retrieval.

LegalBERT LegalBERT3 (Chalkidis et al., 2020)
is trained from scratch on a large corpus of legal
documents. Since LegalBert is not pre-trained to
produce sentence embedding vectors, we do not
use it directly for dense retrieval, instead fine-tune
it for downstream tasks.

F Evaluation Metrics

Retrieval We evaluate the performance of our
retrievers using Recall@1, Recall@10, nDCG@10.
Recall@1 measures the proportion of queries for
which the correct passage is ranked first in the re-
trieved list. Recall@10 extends this by measur-
ing the proportion of queries for which the cor-
rect passage appears in the top 10 retrieved pas-
sages. It reflects the model’s ability to identify
relevant passages within a broader set of candi-
dates. nDCG@10 (Normalized Discounted Cumu-
lative Gain at 10) considers the position of relevant

1sentence-transformers/facebook-dpr-ctx_encoder-
multiset-base

2Alibaba-NLP/gte-modernbert-base
3nlpaueb/legal-bert-base-uncased

passages, giving higher weight to passages ranked
closer to the top.

Generation For quantitative evaluation of gen-
erated pseudo passages, we use BLEU (Papineni
et al., 2002), ROUGE-L (Lin, 2004) and BertScore-
F (Zhang* et al., 2020). BLEU measures the pre-
cision of n-grams between the generated text and
the reference text. It evaluates how much of the
generated text matches the reference, with a higher
score indicating better accuracy of the generated
text. ROUGE-L focuses on the longest common
subsequence between the generated and reference
texts. It emphasizes the recall aspect of the over-
lap. BertScore-F evaluates the similarity between
generated and reference texts using contextual em-
beddings from BERT. A higher score indicates that
the generation closely aligns with the reference’s
meaning.

G Training Details

Retriever For training the dense retrievers, we
utilized implemented libraries: the Sentence Trans-
formers(Reimers and Gurevych, 2019) and accel-
erate (Gugger et al., 2022). The training was con-
ducted with a batch size of 32 per device, over 3
epochs, with a maximum sequence length of 256.
The warm-up step ratio was set to 0.1. We utilized
the Multiple Negative Ranking Loss function for
training as mentioned in the main text. We trained
the model using RTX 3090 GPUs. The training
time varied depending on the dataset size:20 GPU
hours for 10K, 30 GPU hours for 20K, 44 GPU
hours for 50K dataset.

GuRE For training GuRE, we utilized transform-
ers (Wolf et al., 2020), Trl (von Werra et al., 2020),
deepspeed (Rasley et al., 2020), and accelerate.
The model was trained with a LoRA (Hu et al.,
2022) rank of 64, a cosine learning rate scheduler,
and the AdamW (Loshchilov and Hutter, 2019) op-
timizer over 1 epoch. The per-device batch size
was set to 4, and the learning rate was 5e-5. We
used the SFT trainer from Trl for training. We
trained the model using RTX A6000 GPUs and
RTX 6000ADA GPUs. The training time varied
depending on the dataset size: 60 GPU hours for
the 10K, 100 GPU hours for the 20K, and 130 GPU
hours for the 50K dataset.

While training the GuRE model takes more GPU
hours than direct retriever fine-tuning, it offers sig-
nificant advantages. GuRE can be applied in a
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retriever-agnostic manner once trained, making
it a more efficient solution.

H Analysis on Training Objectives

We chose Multiple Negative Ranking Loss
(MNRL) due to the large dataset scale, where ex-
plicit negative sampling is costly. Since each query
only matches one positive passage, MNRL was
effective in this setup.

However, as seen in Table 5 and Figure 4 , the
dataset is dominated by a small number of heav-
ily cited precedents. Frequent samples, though
positive, are treated as negative by the model, lead-
ing to reduced accuracy in these passages. This
is problematic because frequently cited precedents
are crucial in legal cases, and lower accuracy on
them reduces the system’s practical usefulness.

H.1 Trade-Off in Reducing In-Batch Negative
Sensitivity

To reduce this in-batch negative sensitivity, we ex-
perimented with a contrastive loss that is unaffected
by in-batch samples.

L =
1

2

(
y ·D2 + (1− y) ·max(0,m−D)2

)

Here, y represents the label, where 1 for positive
passages and 0 for negative passages. D is the
distance between the query and the passage in the
embedding space, and m is the margin. For positive
pairs, the loss encourages the distance D to be
small, while for negative pairs, the loss pushes the
distance D to be larger than the margin m.

For each query, we formed positive and negative
triples by pairing the query with its corresponding
target passage and a hard negative, which was the
highest-ranked passage from the BM25 results that
was not the target passage.

R@1 R@10 nDCG@10 GPU hours

MNRL 13.28 48.86 28.92 20
CL 0.1 0.65 0.34 30

Table 8: Retrieval performance on the 10K dataset using
ModerBERT trained with Multiple Negative Ranking
Loss (MNRL) and Contrastive Loss (CL). CL requires
explicit negative samples, increasing GPU training time
as the number of negatives grows. In contrast, MNRL
relies on in-batch negative samples, making GPU hours
dependent on batch size.

However, the model’s performance dropped sig-
nificantly compared to MNRL, as shown in Table 8.

While MNRL learns from (batchsize - 1) negative
samples, contrastive loss only considers a limited
number of explicitly labeled hard negative samples.
Nevertheless, increasing the number of negative
samples for exposing various negative samples
like MNRL would require significantly more
training time, making it inefficient and imprac-
tical for large-scale applications. Therefore, as
discussed in Section 5.3, GuRE proves to be more
effective for real-world scenarios, offering a more
efficient approach.

H.2 Supplementary Graphs
The Figures (7, 8 ,9) show performance across dif-
ferent frequency thresholds for various data ver-
sions, supplementing Figure 3 in the main body.
As seen in the figures, the performance trend based
on the training objective is consistent across all
datasets and metrics. Higher thresholds yield more
unique samples, while lower ones favor frequent
samples. Retriever for this experiment is Modern-
Bert.

I Case Studies

We conduct a case study to better understand the
impact of the baseline methods and GuRE on the
retriever. The following tables show the query and
the top 5 retrieval results, varying by method.

Other baseline methods struggle to retrieve the
target passage due to vocabulary mismatches be-
tween the query and the target passage (Table 9,
12) or because the expanded query includes irrel-
evant information which may incur hallucination
problems mentioned in Introduction (Table 10, 11).
However, GuRE generates a query identical to the
target passage (Table 13).
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Figure 7: Recall@1 with 99% confidence intervals (shading) for GuRE and a fine-tuned retriever across sampling
thresholds.

Figure 8: Recall@10 with 99% confidence intervals (shading) for GuRE and a fine-tuned retriever across sampling
thresholds.
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Figure 9: nDCG@10 with 99% confidence intervals (shading) for GuRE and a fine-tuned retriever across sampling
thresholds.

Query Horowitz v. Fed. Kemper Life Assurance Co., 57 F.3d 300, 302 n. If the moving party has demonstrated an
absence of material fact, the nonmoving party then “must come forward with ‘specific facts showing that
there is a genuine issue for trial.

Target Passage In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there
is a genuine issue for trial.

Rank 1 So long as the movant has met its initial burden of “demonstrat[ing] the absence of a genuine issue of material
fact,” id. at 323, 106 S.Ct. at 2553, the nonmoving party then “must set forth specific facts showing that there
is a genuine issue for trial.

Rank 2 We will affirm if the evidence, viewed in the light most favorable to the nonmoving party, shows that no
genuine issue of material fact exists and that the moving party is entitled to judgment as a matter of law.

Rank 3 Once the non-movant demonstrates that there is an absence of evidence to support the non-moving party’s
case, the movant must then set forth specific facts showing that there is an issue for trial.

Rank 4 In such a situation, there can be “no genuine issue as to any material fact,” since a complete failure of proof
concerning an essential element of the nonmoving party’s case necessarily renders all other facts immaterial.

Rank 5 Once the moving party has initially shown “that there is an absence of evidence to support the non-moving
party’s cause,” Celotex Corp. v. Catrett, 477 U.S. 317, 325, 106 S.Ct. 2548, 91 L.Ed.2d 265 (1986), the
non-movant must come forward with “specific facts” showing a genuine factual issue for trial.

Table 9: Top-5 Retrieval results using vanilla ModerBert and query without any modification. Cyan indicates the
target passage and the correct answer among candidates. Pink indicates potential "distractor" that can mislead
retrievers into selecting an irrelevant passage. In this case, the retriever fails to include the correct passage due to
the vocabulary mismatch between the query and the target passage.
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Query (Query +
pseudo-passage)

(Original query) Horowitz v. Fed. Kemper Life Assurance Co., 57 F.3d 300, 302 n. If ... (skip) + [W]hen
evaluating whether a genuine issue exists, the court must consider the evidence in the light most favorable to
the nonmoving party, drawing all reasonable inferences in their favor, while disregarding any evidence that
constitutes mere speculation or conjecture. This standard underscores the principle that summary judgment is
not to be used as a substitute for a trial, but rather as a mechanism to resolve disputes where no material facts
are genuinely in contention.

Target Passage In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 1 The court noted that on a motion for summary judgment, once the moving party has proffered facts to show
that there is no genuine issue as to any material fact and that that party is entitled to judgment as a matter of
law, “the opposing party must present ‘specific facts showing [that] there is a genuine issue for trial.

Rank 2 We will affirm if the evidence, viewed in the light most favorable to the nonmoving party, shows that no
genuine issue of material fact exists and that the moving party is entitled to judgment as a matter of law.

Rank 3 [T]he mere existence of some alleged factual dispute between the parties will not defeat an otherwise properly
supported motion for summary judgment; the requirement is that there be no genuine issue of material fact.

Rank 4 Summary judgment is appropriate where “there is no genuine issue as to any material fact and... the moving
party is entitled to a judgment as a matter of law,” Fed.R.Civ.P. 56(c), i.e., “[w]here the record taken as a whole
could not lead a rational trier of fact to find for the non-moving party.

Rank 5 A motion for summary judgment should be granted if, viewing the evidence in the light most favorable to
the nonmoving party, ‘there is no genuine issue as to any material fact and if the moving party is entitled to
judgment as a matter of law.

Table 10: Top-5 Retrieval results using vanilla ModerBert and a pseudo-passage generated through Q2D. Yellow
indicates generated context from Q2D. Cyan indicates target passage. Pink indicates potential "distractor" that can
mislead retrievers into selecting an irrelevant passage. In this case, the retriever fails to include the correct passage
due to the generated irrelevant context.

Query (Query +
pseudo-passage)

(Original query) Horowitz v. Fed. Kemper Life Assurance Co., 57 F.3d 300, 302 n. If ... (skip) + the
nonmoving party must set forth specific facts demonstrating that genuine issues exist for trial.

Target Passage In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 1 So long as the movant has met its initial burden of “demonstrat[ing] the absence of a genuine issue of material
fact,” id. at 323, 106 S.Ct. at 2553, the nonmoving party then “must set forth specific facts showing that there
is a genuine issue for trial.

Rank 2 (Correct) In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 3 Although the moving party bears the initial burden of establishing that there are no genuine issues of material
fact, once such a showing is made, the non-movant must “set forth specific facts showing that there is a genuine
issue for trial.

Rank 4 The nonmoving party may not, however, “rest on mere allegations or denials” but must demonstrate on the
record the existence of specific facts which create a genuine issue for trial.

Rank 5 The court noted that on a motion for summary judgment, once the moving party has proffered facts to show
that there is no genuine issue as to any material fact and that that party is entitled to judgment as a matter of
law, “the opposing party must present ‘specific facts showing [that] there is a genuine issue for trial.

Table 11: Top-5 Retrieval results using vanilla ModerBert and a pseudo-passage generated through Q2D-CoT.
Yellow indicates generated context from Q2D-CoT. Cyan indicates the target passage and the correct answer among
candidates. Pink indicates potential "distractor" that can mislead retrievers into selecting an irrelevant passage. In
this case, the entire generated query plays the role of a "distractor".
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Query Horowitz v. Fed. Kemper Life Assurance Co., 57 F.3d 300, 302 n. If the moving party has demonstrated an
absence of material fact, the nonmoving party then “must come forward with ‘specific facts showing that there
is a genuine issue for trial.

Target Passage In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 1 Once the movant, here, the defendant, satisfies its initial burden under Rule 56(c) of demonstrating the absence
of a genuine issue of material fact, the burden shifts to the nonmovant to “come forward with ‘specific facts
showing that there is a genuine issue for trial.

Rank 2 To do so successfully, the non-moving party must demonstrate more than “some metaphysical doubt as to the
material facts,... [it] must come forward with ‘specific facts showing that there is a genuine issue for trial.

Rank 3 The nonmovant “must do more than simply show that there is some metaphysical doubt as to the material
facts,” and must come forward with “specific facts showing that there is a genuine issue for trial.

Rank 4 (Correct) In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 5 If the movant demonstrates an absence of a genuine issue of material fact, a limited burden of production shifts
to the non-movant, who must “demonstrate more than some metaphysical doubt as to the material facts,” and
come forward with “specific facts showing that there is a genuine issue for trial.

Table 12: Top-5 Retrieval results using fine-tuned ModerBert and query without any modification. Cyan indicates
target passage. Pink indicates potential "distractor" that can mislead retrievers into selecting an irrelevant passage.

Query ("rewritten
query")

In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Target Passage In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 1 (Correct) In the language of the Rule, the nonmoving party must come forward with “specific facts showing that there is
a genuine issue for trial.

Rank 2 The nonmoving party may not, however, “rest on mere allegations or denials” but must demonstrate on the
record the existence of specific facts which create a genuine issue for trial.

Rank 3 Instead, the nonmoving party must set forth, by affidavit or as otherwise provided in Rule 56, “specific facts
showing that there is a genuine issue for trial.

Rank 4 To do so successfully, the non-moving party must demonstrate more than “some metaphysical doubt as to the
material facts,... [it] must come forward with ‘specific facts showing that there is a genuine issue for trial.

Rank 5 If the moving party meets this burden, the non-moving party then has the burden to come forward with specific
facts showing that there is a genuine issue for trial as to elements essential to the non-moving party’s case.

Table 13: Top-5 Retrieval results using vanila ModerBert and "rewritten query" generated from GuRE. Yellow
indicates generated context from GuRE. GuRE generated the same context as the target passage. Cyan indicates
target passage and the correct answer among candidates. In this case, generated query from GuRE is identical with
target passage.
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Abstract

Legal documents are characterized by their
length, intricacy, and dense use of jargon, mak-
ing efficacious summarisation both paramount
and challenging. Existing zero-shot method-
ologies in small language models struggle to
simplify this jargon and are prone to punts and
hallucinations with longer prompts. This paper
introduces the Rhetorical Role-based Extract-
Explain-Abstract (EEA) Framework, a novel
three-stage methodology for summarisation of
Indian legal documents in low-resource set-
tings. The approach begins by segmenting legal
texts using rhetorical roles, such as facts, is-
sues and arguments, through a domain-specific
phrase corpus and extraction based on TF-IDF.
In the explanation stage, the segmented out-
put is enriched with logical connections to en-
sure coherence and legal fidelity. The final ab-
straction phase condenses these interlinked seg-
ments into cogent, high-level summaries that
preserve critical legal reasoning. Experiments
on Indian legal datasets show that the EEA
framework typically outperforms in ROUGE,
BERTScore, Flesch Reading Ease, Age of Ac-
quisition, SummaC and human evaluations. We
also employ InLegalBERTScore as a metric to
capture domain specific semantics of Indian
legal documents.

1 Introduction

Lawyers spend up to 2.3 hours a week searching
for documents and another 2 hours recreating miss-
ing ones, resulting in an annual loss of $9,071
per lawyer, or 9.8% of their productivity (Meta-
Jure, 2015). Here, summarisation plays a crucial
role. Text summarisation can be extractive; se-
lecting key phrases verbatim, or abstractive; gen-
erating new text using NLP methods. Despite ad-
vancements in both supervised and unsupervised
approaches, accurately aligning summaries with
legal standards remains difficult. We highlight the
use of Small Language Models (SLMs) which are

preferred in low-resource settings with respect to
availability of data, computational power, as fine-
tuning can become resource heavy. This directly
addresses the challenges of high resource demands
and domain-specific accuracy in legal summarisa-
tion tasks (Wang et al., 2024). Although, SLMs
have limited reasoning capacity and are prone to
hallucinations, text degenerations and punts (Sakib
et al., 2025; Carlsson et al., 2025). We address
these challenges with a three-stage, zero-shot sum-
marisation framework. First, rhetorical structure
theory (RST) is applied to extract legally significant
segments (Mann and Thompson, 1988). Second, a
Chain-of-Thought (CoT) prompt guides the model
in interpreting these segments. Third, an abstrac-
tive module generates a cogent summary.

The remainder of this paper is structured as fol-
lows: Section 2 reviews related work; Section 3
describes our methodology; Section 4 covers ex-
perimental setup and evaluation; Section 5 presents
results; Section 6 delineates human evaluation.

2 Related Work

Summarisation can be broadly categorised as ex-
tractive and abstractive. Extractive approaches
like LetSum (Farzindar and Lapalme, 2004) and
KMM (Saravanan et al., 2006) rank sentences us-
ing TF-IDF and k-mixture models. CaseSumma-
rizer (Polsley et al., 2016) targets legal documents.
Abstractive methods include LegalSumm (Freire
et al., 2024); being the first of it’s kind for le-
gal documents. Legal document understanding
is effectively improved by incorporating sequen-
tial structural relationships (Marino et al., 2023;
Nigam et al., 2025). Additionally, introducing CoT
methodology (Wei et al., 2022) has proven to en-
hance the quality of summarisation (Wang et al.,
2023).
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IN-Abs

Method LlaMA 3.2-1B LlaMA 3.2-3B Qwen-2.5-7B Phi-4-14B
InLegalBERT BERTScore InLegalBERT BERTScore InLegalBERT BERTScore InLegalBERT BERTScore

Abstract 0.8706 0.8100 0.9347 0.8304 0.9466 0.8334 0.9544 0.8409
EA 0.8919 0.8145 0.9453 0.8312 0.9421 0.8311 0.9452 0.8359
EEA 0.9193 0.8272 0.9458 0.8293 0.9472 0.8305 0.9413 0.8378

ILC

Method LlaMA 3.2-1B LlaMA 3.2-3B Qwen-2.5-7B Phi-4-14B
InLegalBERT BERTScore InLegalBERT BERTScore InLegalBERT BERTScore InLegalBERT BERTScore

Abstract 0.8790 0.8122 0.9464 0.8365 0.9347 0.8366 0.9433 0.8336
EA 0.8953 0.8163 0.9482 0.8321 0.9340 0.8337 0.9431 0.8290
EEA 0.9301 0.8219 0.9506 0.8275 0.9356 0.8303 0.9366 0.8284

Table 1: InLegalBERT and BERTScore scores across summarisation strategies (rows) and models (columns).

3 Proposed Model

We propose a novel three-stage Extract-Explain-
Abstract (EEA) framework( Figure 4 in Ap-
pendix A.4) for summarisation, extending Extract-
then-Abstract methods (Banerjee et al., 2023; Li
et al., 2021). Extraction selects relevant sentences,
Explanation organizes them logically, and Abstrac-
tion generates a concise summary. Using CoT
prompting, we replace element-aware extraction
(Wang et al., 2023) with rhetorical role-based ex-
traction from a domain-specific corpus. We com-
pare our methodology’s results with existing meth-
ods such as extract-then-abstract (EA) and regular
zero-shot summarisation (Abstract), to show that
our summaries performed better across automated
metrics and are preferred by human experts as well.

Figure 1: Dependency flow across rhetorical roles: facts
lead to issues, which frame arguments, supported by
statutes and precedents, culminating in the court’s ratio-
nale.

3.1 Extraction
Our extraction builds on LetSum (Farzindar and
Lapalme, 2004), a TF-IDF-based legal summari-
sation method, enhanced with a domain-specific
phrase corpus developed and verified by legal ex-
perts using generative AI. Sentences are classified
by matching phrases to legal categories (e.g., Facts,
Issues) (Bhattacharya et al., 2021; Rusiya et al.,
2021; Nigam et al., 2025) (see Figure 1). Af-
ter preprocessing (abbreviation removal, lowercas-
ing), sentences are scored by TF-IDF plus phrase

matches, assigned to the highest-scoring rhetorical
role, and filtered for redundancy by thresholding.

3.2 Explanation

The extraction stage outputs text segmented by
rhetorical roles (Mann and Thompson, 1988; Sar-
avanan et al., 2008). Using RST, we identify logi-
cal dependencies: Facts are the foundational units,
linked to Issues, which lead to Arguments sup-
ported by facts, statutes, and precedents (Figure 3).
The lower court’s decision and the current court’s
ruling depend on this information (Moens et al.,
2007; Saravanan et al., 2008). Since segmented
text lacks explicit links, we build contextual con-
nections across segments to enrich the summary
with causal relations (Mann and Thompson, 1988;
Saravanan et al., 2008).

3.3 Abstraction

The abstraction phase summarises pre-segmented
legal content from the Extraction and Explanation
stages, preserving the logical structure established
earlier. Due to the length of Indian legal documents
exceeding typical model input limits, a chunking
strategy splits documents into token-limited seg-
ments, each summarised individually (Shukla et al.,
2022). These partial summaries are then concate-
nated and reprocessed to produce the final sum-
mary.

4 Experimentation

4.1 Setup

All tests were run on an NVIDIA Tesla P100 GPU.
Inference time varied with document length and
complexity. We used dynamic 4-bit quantization
via the Unsloth framework (Daniel Han and team,
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Algorithm 1 Categorizing Legal Sentences using
TF-IDF and Role-Based Phrases
Require: Cleaned sentence S, role-based phrases

Pc, TF-IDF scores T (p), threshold θ
Ensure: Category with the highest valid score

1: Initialize score dictionary Score(c)← 0,∀c ∈
C

2: for all categories c ∈ C do
3: for all phrases p ∈ Pc do
4: if p appears in S then
5: Score(c)← Score(c)+(1+T (p))
6: end if
7: end for
8: end for
9: Determine Best Matching Role:

10: C∗ ← {c ∈ C | Score(c) > θ}
11: if C∗ ̸= ∅ then
12: Return category with highest score in C∗

13: else
14: Return No Matching Role
15: end if

2023), significantly reducing memory and compute
needs enabling scalable experimentation.

4.2 Models

We focus primarily on smaller language models
(SLMs) because they can be efficiently deployed on
local, on-premises GPUs, enabling cost-effective
fine-tuning for specific legal domains or drafting
styles. For these reasons, we focus on open-source
models that balance performance and efficiency,
primarily using LlaMA 3.2’s 1B and 3B variants
(Van Der Maaten et al., 2024), Qwen-2.5 7B (Yang
et al., 2023) and Phi-4 14B (Behl et al., 2024).
While we acknowledge that Phi-4 is not classified
as an SLM by definition (Wang et al., 2024), we
include it in our experiments to examine how im-
provements in reasoning capabilities correspond to
diminishing gains in quality.

4.3 Datasets

We experimented with two Indian legal datasets:
i. ILC (Indian Legal Corpus): 3,073 documents

from Indian Caselaw, average document
length 2,380 tokens, average summary length
559 tokens. (Trivedi et al., 2023).

ii. IN-Abs: 7,130 Supreme Court judgments, av-
erage summary length 1,051 tokens, average
document length 4,378 tokens. (Shukla et al.,
2022).

IN-Abs

Method M-1 M-2 M-3 M-4
FRE AoA FRE AoA FRE AoA FRE AoA

Abstract -125.54 10.78 58.35 11.59 49.36 12.13 63.94 12.41
EA 17.24 10.86 50.71 11.77 56.28 12.22 57.49 12.44
EEA 56.39 10.72 59.15 11.42 59.16 12.07 60.51 12.45

ILC

Method M-1 M-2 M-3 M-4
FRE AoA FRE AoA FRE AoA FRE AoA

Abstract 55.95 11.08 46.86 12.22 48.07 12.46 67.76 12.74
EA 64.41 11.31 50.47 12.24 49.93 12.50 60.47 12.77
EEA 66.44 10.99 58.38 12.18 51.48 12.45 65.42 12.70

Table 2: Flesch Reading Ease (FRE, higher is better)
and Age of Acquisition (AoA, lower is better) scores for
different summary types across models on IN-Abs and
ILC datasets. M-1: LlaMA3.2-1B; M-2: LlaMA3.2-3B;
M-3: Qwen-2.5-7B; M-4: Phi-4-14B.

5 Results

To evaluate the quality of generated summaries, we
report ROUGE scores (Table 3) for lexical overlap,
and both BERTScore and InLegalBERTScore (Ta-
ble 1) for semantic similarity. While BERTScore
leverages contextual embeddings from general-
purpose language models, it does not explicitly
account for legal terminology or structure. In con-
trast, InLegalBERTScore is a domain-specific se-
mantic similarity metric derived by computing the
cosine similarity between the embeddings of gen-
erated summaries and reference summaries using
InLegalBERT (Paul et al., 2023), a transformer-
based model pretrained on an Indian legal corpus.
This grounding allows it to capture the nuances,
formal phrasing, and domain-specific semantics
characteristic of Indian legal language. Our results
demonstrate that the EEA strategy consistently
yields higher InLegalBERTScores. These findings
highlight the limitations of generic evaluation met-
rics in specialized domains: while general-purpose
metrics like BERTScore provide a coarse-grained
estimate of semantic similarity, they may overlook
critical legal distinctions. We theorise that Phi-4’s
EEA semantic scores are inferior to other strate-
gies due to it’s shorter pretrained context length.
This limits the Explanation stage’s ability to retain
causal connections from the rhetorical roles. This,
however, does not inhibit the ROUGE scores as the
lexical overlap between the chunks is still retained.

Additionally, we validate the utility of our
phrase corpus through ablation experiments using
extraction-only summaries (Appendix A.2) and
observe a notable reduction in vacuous or non-
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IN-Abs

Method LlaMA 3.2-1B LlaMA 3.2-3B Qwen-2.5-7B Phi-4-14B
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Abstract 0.2372 0.0941 0.1352 0.3636 0.1578 0.2003 0.4450 0.1950 0.2209 0.4326 0.1642 0.2140
EA 0.2385 0.0960 0.1380 0.3836 0.1529 0.2033 0.4388 0.1855 0.2178 0.4353 0.1611 0.2099
EEA 0.2387 0.0962 0.1443 0.3924 0.1642 0.2079 0.4498 0.1896 0.2242 0.4648 0.1855 0.2235

ILC

Method LlaMA 3.2-1B LlaMA 3.2-3B Qwen-2.5-7B Phi-4-14B
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Abstract 0.2275 0.1039 0.1411 0.3867 0.1714 0.2176 0.4401 0.1811 0.2286 0.4725 0.1728 0.2357
EA 0.2441 0.1001 0.1436 0.4051 0.1649 0.2165 0.4426 0.1772 0.2243 0.4603 0.1668 0.2229
EEA 0.3053 0.1097 0.1732 0.4335 0.1700 0.2266 0.4480 0.1771 0.2236 0.4787 0.1756 0.2232

Table 3: ROUGE-1, ROUGE-2, and ROUGE-L scores across summarisation strategies (rows) and models (columns).

IN-Abs

Method M-1 M-2 M-3 M-4
ZS Conv ZS Conv ZS Conv ZS Conv

Abstract 0.8375 0.6338 0.9017 0.6831 0.9265 0.7402 0.9389 0.7759
EA 0.8853 0.6890 0.9122 0.7197 0.9513 0.7602 0.9747 0.7983
EEA 0.9089 0.7253 0.9448 0.7704 0.9799 0.8241 0.9898 0.8568

ILC

Method M-1 M-2 M-3 M-4
ZS Conv ZS Conv ZS Conv ZS Conv

Abstract 0.8409 0.6358 0.9365 0.7580 0.8983 0.6575 0.8983 0.6575
EA 0.8928 0.7085 0.9192 0.7433 0.9332 0.7429 0.9332 0.7429
EEA 0.9049 0.7055 0.9546 0.7859 0.9719 0.8285 0.9719 0.8285

Table 4: Factual consistency evaluation on IN-Abs and
ILC datasets using SummaC scores. M-1 (LlaMA 3.2
1B), M-2 (LlaMA 3.2 3B), M-3 (Qwen-2.5 7B), and
M-4 (Phi-4 14B).

committal model responses (Section 5.1).
We evaluate the factual consistency of sum-

maries using the SummaC (Laban et al., 2021)
metrics which check whether generated content
remains faithful to the source text. It was observed
that the EEA variant consistently achieved the high-
est NLI scores across both In-Abs and ILC, for both
ZS and Conv settings.

We also evaluate the readability and linguistic
simplicity of the generated summaries (Table 2)
using Flesch Reading Ease (FRE) and Age of Ac-
quisition (AoA) metrics (Kuperman et al., 2012).
Together, these metrics provide complementary in-
sights, ensuring that legal summaries are factual
as well as easier to comprehend post abstraction.
EEA achieved a higher FRE and lower AoA over
EA and Abstract consistently, indicating that the
extra reasoning step in our methodology creates
summaries that are more readable.

5.1 Punts and Text Degeneration

Dataset IN-Abs ILC
M-1 M-2 M-3 M-4 M-1 M-2 M-3 M-4

Abstract 10 12 0 0 368 4 0 0
EA 24 4 0 0 275 3 0 0
EEA 2 4 0 0 36 2 0 0

Table 5: Punts counts across summarisation strategies
(rows) and models (columns).
M-1: LlaMA3.2 1B; M-2: LlaMA 3.2 3B; M-3: Qwen-
2.5 7B; M-4: Phi-4 14B

In the context of legal summarisation, it is essen-
tial to evaluate not only the informativeness and
accuracy of the generated summaries but also their
appropriateness. Two undesirable phenomena that
often arise in language model outputs are punts and
text degeneration, both of which can undermine the
usefulness of a summary in legal settings.
Punts refer to generic, non-committal responses
generated by a model when it is uncertain or
lacks specific knowledge. Text degeneration refers
to pathological patterns in generation, such as
repetitive or looping phrases, which can occur
due to poor decoding strategies or exposure bias
in training. For detecting punts, we employed
transformer-based sentence embeddings1 (Reimers
and Gurevych, 2019) to measure semantic similar-
ity. We calculated cosine similarity of responses
with respect to generic punts prevalent such as I
cannot provide a summary of the judgment
or Please consult a lawyer. Threshold was set
to 0.65. For detecting text degeneration, we utilised
combinations of Jaccard similarity, n-gram repeti-

1https://huggingface.co/sentence-transformers/
paraphrase-mpnet-base-v2
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tion and intra-summary cosine similarity using the
sentence embeddings. However, we noticed that
there were more false positives than observed in the
responses, even with high confidence thresholds.
Hence, we do not report these scores.

6 Human Evaluation

Metric EEA EA Abstract

Content Coverage 3.47 3.17 3.12
Readability 3.67 3.58 3.40
Coherence 3.92 3.70 3.38
Legal Relevance 3.62 3.17 3.32
Usefulness 3.55 3.32 3.12

Table 6: Mean scores across five qualitative metrics
comparing summarisation paradigms.

We carried out a human evaluation to
qualitatively assess the effectiveness of each
summarisation paradigm. We recruited three legal
experts, each with an LL.B from Pravin Gandhi
College of Law, India on a volunteer basis to serve
as evaluators. Table 7 presents results from three
legal experts reviewing 20 randomly assigned
summaries (10 from each dataset) generated by the
Abstract, EA, and EEA methods with the model
chosen at random. Reviewers assessed two metrics:
(i) Like (personal endorsement for summaries) and
(ii) Replace (most appropriate choice to replace the
ground truth summary). The human evaluation was
conducted on the basis of following parameters:
- Content Coverage ensures the summary has all
key legal points and remains factually accurate.
- Readability measures clarity, simplicity, and
grammatical quality.
- Coherence assesses logical flow and smooth
transitions between ideas.
- Legal Relevance ensures only pertinent legal
information is included, excluding irrelevant
details.
- Usefulness reflects the summary’s practicality
and trustworthiness for legal professionals.

We designed the survey to incorporate an ele-
ment of controlled subjectivity by introducing two
targeted evaluation questions, namely “Like” and
“Replace.” The “Like” question was intended to
capture annotators’ preferences. The “Replace”
question was framed to elicit judgments about
which of the generated summaries could be con-
sidered an appropriate substitute for the ground-
truth summary in conveying the essential mean-

Human Evaluation Scores

Like Replace
Reviewer EEA EA Abstract EEA EA Abstract

Reviewer 1 9 5 6 10 6 4
Reviewer 2 10 5 5 11 7 2
Reviewer 3 9 5 6 11 5 4

Table 7: Expert preferences and replacements across
summarisation paradigms. “Like” reflects positive en-
dorsements, while “Replace” indicates expert choices
for gold summary replacements.

ing. Notably, summaries generated by Abstract
method slightly lacked in legal relevance while EA
method often had redundant information in its sum-
mary which hindered readability. In contrast, the
EEA model produced summaries that demonstrated
stronger alignment with legal facts and usefulness,
while preserving overall readability.

As per reviewers, the IN-Abs and ILC dataset
summaries had enough room to fit legally relevant
information, adding to their usefulness. Overall
the reviewers preferred the EEA rhetorical struc-
ture of the summaries for its legal relevance. They
stated that segmented text made the summaries
more readable, but they often contained repetitive
information. EEA received the most Like votes
and Replace selections, indicating stronger prefer-
ence over baselines. Pearson correlation for the
five evaluation metrics was 0.7053 and Cohen’s
Kappa for Like/Replace was 0.5925. These obser-
vations highlight the inherent complexity of legal
summarisation.

7 Conclusion

This paper presents the Extract-Explain-Abstract
(EEA), a novel three stage approach to improve
factuality and readability in summarisation of In-
dian legal documents. The "Explain" stage of our
framework enhances contextual precision, preserv-
ing necessary nuances while simplifying the jar-
gon. Our presented methodology can be adapted
across any judiciary system as the rhetorical roles
stay the same, providing grounds for future experi-
mental work. Moreover, EEA generates the least
number of punts outperforming both EA and Ab-
stractive summarisation methods with significant
reduction in hallucination. This promises accu-
rate and context-aware summarisation in resource-
constrained environments.
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8 Limitations

The rhetorical roles corpus (Fact, Issues etc.) in
our paper are optimized for India’s common law
system, limiting direct applicability to different
law jurisdictions like Germany or Brazil, where
legal reasoning follows more structured statutory
frameworks. For evaluation, due to resource limita-
tions, we relied on compressed variants of smaller
open-source models like LlaMA 3.2 1B/3B using
quantization rather than against state-of-the-art pa-
rameter LLMs(Touvron et al., 2023). While this
ensured feasibility on commercial hardware, it po-
tentially underestimates the upper bounds of sum-
marisation quality achievable with larger founda-
tional models. Despite chain-of-thought prompting
and RST-based filtering, the abstraction stage in-
troduces entity hallucinations (Bommasani et al.,
2022; Sakib et al., 2025)(e.g., misattributed prece-
dents) at times which could possibly be reduced
by fine-tuning. We also carried out experimenta-
tion on the CivilSum dataset (Malik et al., 2024)
which proved challenging due to the terse nature
of the summaries (average of 104 words). The pre-
trained SLM cannot achieve a better score than an
LLM; however we can finetune SLMs to further im-
prove overall results including for CivilSum. This
provides grounds for future work. Due to the avail-
ability of only three human evaluators, the number
of case-summary pairs submitted for assessment
was limited as legal documents are intense in nature.
This constraint impacts the extent of our evaluation.

Ethics Statement

This work uses only public domain legal documents
and does not make use of any personal data. Our
system is intended solely for informational and
research purposes and is not a valid substitute for
professional legal advice in any way.

Acknowledgements

We would like to express our sincere appreciation
to Unsloth for providing an efficient and acces-
sible framework that enabled low-resource fine-
tuning and quantization of large language models.
Their contributions were instrumental in scaling
our experiments across different model sizes while
maintaining computational feasibility. We also ex-
tend our gratitude to the legal domain experts who
played a critical role in constructing and validating
the domain-specific phrase corpus. Their expertise

ensured the contextual accuracy and legal relevance
of the summaries produced.

References
Sumanta Banerjee, Shyamapada Mukherjee, Sivaji

Bandyopadhyay, and Partha Pakray. 2023. An
extract-then-abstract based method to generate
disaster-news headlines using a dnn extractor fol-
lowed by a transformer abstractor. Information Pro-
cessing Management, 60(3):103291.

Harkirat Behl et al. 2024. Phi-4 technical report. arXiv
preprint arXiv:2412.08905.

Paheli Bhattacharya, Soham Poddar, Koustav Rudra,
Kripabandhu Ghosh, and Saptarshi Ghosh. 2021. In-
corporating domain knowledge for extractive sum-
marization of legal case documents. Accepted at the
18th International Conference on Artificial Intelli-
gence and Law (ICAIL) 2021.

Rishi Bommasani, Drew A. Hudson, Ehsan Adeli, Russ
Altman, Simran Arora, Sydney von Arx, Michael S.
Bernstein, Jeannette Bohg, Antoine Bosselut, Emma
Brunskill, Erik Brynjolfsson, Shyamal Buch, Dallas
Card, Rodrigo Castellon, Niladri Chatterji, Annie
Chen, Kathleen Creel, Jared Quincy Davis, Dora
Demszky, Chris Donahue, Moussa Doumbouya,
Esin Durmus, Stefano Ermon, John Etchemendy,
Kawin Ethayarajh, Li Fei-Fei, Chelsea Finn, Trevor
Gale, Lauren Gillespie, Karan Goel, Noah Goodman,
Shelby Grossman, Neel Guha, Tatsunori Hashimoto,
Peter Henderson, John Hewitt, Daniel E. Ho, Jenny
Hong, Kyle Hsu, Jing Huang, Thomas Icard, Saahil
Jain, Dan Jurafsky, Pratyusha Kalluri, Siddharth
Karamcheti, Geoff Keeling, Fereshte Khani, Omar
Khattab, Pang Wei Koh, Mark Krass, Ranjay Krishna,
Rohith Kuditipudi, Ananya Kumar, Faisal Ladhak,
Mina Lee, Tony Lee, Jure Leskovec, Isabelle Levent,
and Xiang Lisa Li. 2022. On the opportunities and
risks of foundation models.

Fredrik Carlsson, Fangyu Liu, Daniel Ward, Murathan
Kurfali, and Joakim Nivre. 2025. The hyperfitting
phenomenon: Sharpening and stabilizing llms for
open-ended text generation.

Michael Han Daniel Han and Unsloth team. 2023. Un-
sloth.

Atefeh Farzindar and Guy Lapalme. 2004. Legal text
summarization by exploration of the thematic struc-
ture and argumentative roles. In Text Summarization
Branches Out, pages 27–34, Barcelona, Spain. Asso-
ciation for Computational Linguistics.

Daniela Freire, Andre de Carvalho, Alex Almeida, Már-
cio Dias, Adriano Rivolli, Giliard Godoi, and Fabiola
Pereira. 2024. Legalsum: Towards tool for evaluation
for extractive summarization of brazilian lawsuits.
pages 258–267.

444

https://doi.org/https://doi.org/10.1016/j.ipm.2023.103291
https://doi.org/https://doi.org/10.1016/j.ipm.2023.103291
https://doi.org/https://doi.org/10.1016/j.ipm.2023.103291
https://doi.org/https://doi.org/10.1016/j.ipm.2023.103291
https://arxiv.org/abs/2412.08905
https://doi.org/10.48550/arXiv.2106.15876
https://doi.org/10.48550/arXiv.2106.15876
https://doi.org/10.48550/arXiv.2106.15876
http://arxiv.org/abs/2108.07258
http://arxiv.org/abs/2108.07258
http://arxiv.org/abs/2412.04318
http://arxiv.org/abs/2412.04318
http://arxiv.org/abs/2412.04318
http://github.com/unslothai/unsloth
http://github.com/unslothai/unsloth
https://aclanthology.org/W04-1006/
https://aclanthology.org/W04-1006/
https://aclanthology.org/W04-1006/
https://doi.org/10.1007/978-3-031-54256-5_24
https://doi.org/10.1007/978-3-031-54256-5_24


Victor Kuperman, Hans Stadthagen-Gonzalez, and
Marc Brysbaert. 2012. Age-of-acquisition ratings
for 30,000 english words. Behav. Res. Methods,
44(4):978–990.

Philippe Laban, Tobias Schnabel, Paul N. Bennett, and
Marti A. Hearst. 2021. Summac: Re-visiting nli-
based models for inconsistency detection in summa-
rization.

Haoran Li, Arash Einolghozati, Srinivasan Iyer, Bhar-
gavi Paranjape, Yashar Mehdad, Sonal Gupta, and
Marjan Ghazvininejad. 2021. EASE: Extractive-
abstractive summarization end-to-end using the infor-
mation bottleneck principle. In Proceedings of the
Third Workshop on New Frontiers in Summarization,
pages 85–95, Online and in Dominican Republic.
Association for Computational Linguistics.

Manuj Malik, Zheng Zhao, Marcio Fonseca, Shrisha
Rao, and Shay B. Cohen. 2024. Civilsum: A dataset
for abstractive summarization of indian court deci-
sions. In Proceedings of the 47th International ACM
SIGIR Conference on Research and Development in
Information Retrieval, pages 2241–2250. ACM.

WILLIAM Mann and Sandra Thompson. 1988. Rethor-
ical structure theory: Toward a functional theory of
text organization. Text, 8:243–281.

Gabriele Marino, Daniele Licari, Praveen Bushipaka,
Giovanni Comandé, and Tommaso Cucinotta. 2023.
Automatic rhetorical roles classification for legal doc-
uments using legal-transformeroverbert. In Proceed-
ings of the Sixth Workshop on Automated Seman-
tic Analysis of Information in Legal Text (ASAIL
2023), volume 3441 of CEUR Workshop Proceed-
ings, Braga, Portugal. Co-located with the 19th In-
ternational Conference on Artificial Intelligence and
Law (ICAIL 2023).

MetaJure. 2015. Lawyers waste as much as six hours
a week on document management issues. Accessed:
2025-05-17.

Marie-Francine Moens, Erik Boiy, Raquel Mochales
Palau, and Chris Reed. 2007. Automatic detection
of argumentation structure in legal documents. In
Proceedings of the 11th International Conference
on Artificial Intelligence and Law, pages 225–230.
Association for Computing Machinery.

Shivansh Nigam, Sarvesh Dubey, Ayush Agarwal,
Dhananjay Kumar, and Saket Maheshwary. 2025.
Legalseg: Unlocking the structure of indian legal
documents. arXiv preprint arXiv:2502.05836.

Shounak Paul, Arpan Mandal, Pawan Goyal, and Sap-
tarshi Ghosh. 2023. Pre-trained language models
for the legal domain: A case study on indian law.
In Proceedings of 19th International Conference on
Artificial Intelligence and Law - ICAIL 2023.

Seth Polsley, Pooja Jhunjhunwala, and Ruihong Huang.
2016. CaseSummarizer: A system for automated
summarization of legal texts. In Proceedings of

COLING 2016, the 26th International Conference
on Computational Linguistics: System Demonstra-
tions, pages 258–262, Osaka, Japan. The COLING
2016 Organizing Committee.

Khalid Rajan and Royal Sequiera. 2024. LegalLens
2024 shared task: Masala-chai submission. In Pro-
ceedings of the Natural Legal Language Processing
Workshop 2024, pages 346–354, Miami, FL, USA.
Association for Computational Linguistics.

Nils Reimers and Iryna Gurevych. 2019. Sentence-bert:
Sentence embeddings using siamese bert-networks.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing. Associa-
tion for Computational Linguistics.

Siddhartha Rusiya, Aditya Sharma, Debajyoti Deb-
barma, and Samarjit Debbarma. 2021. Rhetorical
role labelling for legal judgements and legal docu-
ment summarization. In Working Notes of FIRE 2021
- Forum for Information Retrieval Evaluation, Gand-
hinagar, India, December 13-17, 2021, volume 3159
of CEUR Workshop Proceedings, pages 568–574.
CEUR-WS.org.

Tanjil Hasan Sakib, Md. Tanzib Hosain, and Md. Kishor
Morol. 2025. Small language models: Architectures,
techniques, evaluation, problems and future adapta-
tion.

M. Saravanan, B. Ravindran, and S. Raman. 2006. Im-
proving legal document summarization using graphi-
cal models. In Proceedings of the 2006 Conference
on Legal Knowledge and Information Systems: JU-
RIX 2006: The Nineteenth Annual Conference, NLD.
IOS Press.

M. Saravanan, B. Ravindran, and S. Raman. 2008. Au-
tomatic identification of rhetorical roles using con-
ditional random fields for legal document summa-
rization. In Proceedings of the Third International
Joint Conference on Natural Language Processing:
Volume-I.

Abhay Shukla, Paheli Bhattacharya, Soham Poddar, Ra-
jdeep Mukherjee, Kripabandhu Ghosh, Pawan Goyal,
and Saptarshi Ghosh. 2022. Legal case document
summarization: Extractive and abstractive methods
and their evaluation. In Proceedings of the 2nd Con-
ference of the Asia-Pacific Chapter of the Association
for Computational Linguistics and the 12th Interna-
tional Joint Conference on Natural Language Pro-
cessing (Volume 1: Long Papers), pages 1048–1064,
Online only. Association for Computational Linguis-
tics.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurelien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. 2023. Llama: Open
and efficient foundation language models.

Pawan Trivedi, Digha Jain, Shilpa Gite, and Ketan
Kotecha. 2023. Indian legal corpus (ilc): A dataset

445

http://arxiv.org/abs/2111.09525
http://arxiv.org/abs/2111.09525
http://arxiv.org/abs/2111.09525
https://doi.org/10.18653/v1/2021.newsum-1.10
https://doi.org/10.18653/v1/2021.newsum-1.10
https://doi.org/10.18653/v1/2021.newsum-1.10
https://doi.org/10.1145/3626772.3657859
https://doi.org/10.1145/3626772.3657859
https://doi.org/10.1145/3626772.3657859
https://doi.org/10.1515/text.1.1988.8.3.243
https://doi.org/10.1515/text.1.1988.8.3.243
https://doi.org/10.1515/text.1.1988.8.3.243
https://ceur-ws.org/Vol-3441/paper4.pdf
https://ceur-ws.org/Vol-3441/paper4.pdf
https://metajure.com/lawyers-waste-six-hours-a-week-on-document-management-issues-2/
https://metajure.com/lawyers-waste-six-hours-a-week-on-document-management-issues-2/
https://doi.org/10.1145/1276318.1276362
https://doi.org/10.1145/1276318.1276362
https://doi.org/10.48550/arXiv.2502.05836
https://doi.org/10.48550/arXiv.2502.05836
https://arxiv.org/abs/2209.06049
https://arxiv.org/abs/2209.06049
https://aclanthology.org/C16-2054/
https://aclanthology.org/C16-2054/
https://doi.org/10.18653/v1/2024.nllp-1.30
https://doi.org/10.18653/v1/2024.nllp-1.30
http://arxiv.org/abs/1908.10084
http://arxiv.org/abs/1908.10084
https://ceur-ws.org/Vol-3159/T2-8.pdf
https://ceur-ws.org/Vol-3159/T2-8.pdf
https://ceur-ws.org/Vol-3159/T2-8.pdf
http://arxiv.org/abs/2505.19529
http://arxiv.org/abs/2505.19529
http://arxiv.org/abs/2505.19529
https://aclanthology.org/I08-1063/
https://aclanthology.org/I08-1063/
https://aclanthology.org/I08-1063/
https://aclanthology.org/I08-1063/
https://doi.org/10.18653/v1/2022.aacl-main.77
https://doi.org/10.18653/v1/2022.aacl-main.77
https://doi.org/10.18653/v1/2022.aacl-main.77
http://arxiv.org/abs/2302.13971
http://arxiv.org/abs/2302.13971
https://doi.org/10.30919/es1022


for summarizing indian legal proceedings using natu-
ral language. Engineered Science, 21:100–110.

Laurens Van Der Maaten et al. 2024. The llama 3 herd
of models. arXiv preprint arXiv:2407.21783.

Fali Wang, Zhiwei Zhang, Xianren Zhang, Zongyu Wu,
TzuHao Mo, Qiuhao Lu, Wanjing Wang, Rui Li, Jun-
jie Xu, Xianfeng Tang, Qi He, Yao Ma, Ming Huang,
and Suhang Wang. 2024. A comprehensive survey
of small language models in the era of large lan-
guage models: Techniques, enhancements, applica-
tions, collaboration with llms, and trustworthiness.
arXiv preprint arXiv:2411.03350.

Yiming Wang, Zhuosheng Zhang, and Rui Wang. 2023.
Element-aware summarization with large language
models: Expert-aligned evaluation and chain-of-
thought method.

J. Wei et al. 2022. Chain-of-thought prompting elicits
reasoning in large language models. arXiv preprint.

An Yang et al. 2023. Qwen technical report. arXiv
preprint arXiv:2309.16609.

A Appendix

A.1 Rhetorical Roles

In legal documents, sentences are strategically con-
structed to serve specific rhetorical purposes, such
as asserting, providing evidence or examples, re-
futing a counterargument, or concluding an argu-
ment (Marino et al., 2023). Incorporating sequen-
tial structure relationships on a sentence level in
lengthy legal documents helps preserve its meaning
and context, which is imperative to form logical
links while summarising, and reduces potential hal-
lucinations.

Following prior work (Rusiya et al., 2021) and
consultations with legal domain experts, each sen-
tence in a document can be classified according to
following rhetorical roles we incorporate to struc-
ture and analyse legal summaries. These roles cap-
ture the functional components of legal reasoning
commonly found in judicial documents:

• Fact: This role refers to the factual back-
ground of the case, including events, entities,
and circumstances that led to the legal dispute.

• Issue: The issue identifies the central legal
question or controversy under judicial consid-
eration.

• Argument: This role captures the claims and
counterclaims presented by the parties in-
volved.

• Statute: This denotes references to specific
legislative provisions, including constitutional
articles and regulations that are applicable to
the case.

• Precedent: This includes citations to prior
judicial decisions that bear relevance to the
present case.

• Ruling by Lower Court: This role outlines the
findings and decisions made by subordinate
courts in earlier stages of litigation.

• Rationale behind Present Court’s Ruling:
This captures the reasoning and justification
provided by the current court in arriving at its
decision.

A.2 Extraction

Dataset ROUGE-1 ROUGE-2 ROUGE-L

ILC 0.5024 0.2539 0.2530
TextRank 0.3463 0.1800 0.3111

IN-Abs 0.5620 0.3060 0.2610
SummaRunner 0.4930 0.2550 0.2740

Table 8: Performance comparison of extraction-only
methods on ROUGE metrics across ILC and IN-Abs
datasets and their best performing algorithms.

To test the accuracy of our phrase corpus,
we generate purely extractive summaries of the
datasets. Table 3 presents scores of only ex-
tractive strategy. ILC dataset is compared with
its best Each sentence is scored by checking for
specific linguistic cues and phrase patterns that
correspond to summary categories. These cate-
gories are derived by mapping codes to groups:
codes Facts and Issues indicate Introduction;
Argument and Ruling by Lower Court indicate
Context; Statute and Precedent indicates Anal-
ysis; and Rationale behind by the Present
Court’s Ruling indicates Conclusion. Sentences
containing cue phrases associated with these codes
are scored accordingly, reflecting their relevance
to each category. To capture the informativeness
of sentences, a TF-IDF score is computed for each
word in the document. The final score for each
sentence within a category is the sum of its cate-
gory relevance (from cue phrase matches mapped
via codes) and its TF-IDF importance. This com-
bination balances thematic relevance and lexical
content quality. Top-ranked sentences from each
category are selected to build a coherent summary
covering all key sections of the document.
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To create the final summary, we divide the total al-
lowed length according to set proportions for each
category: 10% for the Introduction, 24% for the
Context, 60% for the Analysis, and 6% for the
Conclusion (Shukla et al., 2022). These propor-
tions are applied to a target summary length of
about one-third (34%) of the original document’s
total word count (Shukla et al., 2022). For each cat-
egory, we then pick the highest-scoring sentences
until we reach the allocated word limit. Thus, the
summary fairly and evenly covers all important
parts of the document. To avoid repetition, once a
sentence is included, it will not be added again un-
der another category. This method helps keep the
summary clear, well-structured, and informative.

A.3 Implementation Details
We employ chunking of texts into chunks of size
equal to the maximum input length (chunk size
+ max_new_tokens) that the model was trained
on. The first chunk would contain chunk size
words without breaking sentences. If the last sen-
tence of the chunks exceeds the limit, it is put in
the next chunk. Each chunk is summarised and
the summaries are concatenated. The combined
summary undergoes abstraction to generate the fi-
nal summary. Chunking size set for models are as
follows:

• LlaMA 3.2 1B: 128k

• LlaMA 3.2 3B: 128k

• Qwen 2.5 7B: 32k

• Phi-4 14B: 16k

For the ILC and IN-Abs datasets, we query the
model using the following prompt template:

You are a proficient legal assistant
specializing in summarising legal texts.
Summarise the following judgement in
{0.5 * len(summary_chunk)} words or less,
include relevant information and only
output the summary nothing else.

For both configurations, we use a temperature of
0.6 and a top-p value of 0.9 for decoding. Sampling
is disabled with do_sample = False to ensure de-
terministic outputs. The ratio in the prompt is cho-
sen as 0.5 as a general rule of thumb for the length
of the generated text. We also set max_new_tokens
= 5000 as most judgements from both datasets are
shorter than 10k words as seen in Figure 2. Un-
sloth also supports RoPE scaling so exceeding the
model’s context length was not an issue.

Figure 2: Word count distribution across datasets.

We employ the following prompt template:

You are a proficient legal assistant.
Your goal is to generate a clear,
concise, and accurate summary that
logically flows from the facts through
to the ruling. Follow the steps
below, making sure to use the tagged
information to guide your summary:
1. **Key Facts**: Highlight critical
facts and their impact.
2. **Issues**: Explain legal issues and
their factual basis.
3. **Arguments**: Summarise key
arguments from all sides.
4. **Lower Court Rulings**: Explain
prior rulings with relevant connections.
5. **Statutes**: Clarify statutes and
their application.
6. **Precedents**: Discuss relevant
precedents.
7. **Present Court’s Ruling**:
Summarise final ruling with integrated
reasoning.

This prompt explicitly leverages rhetorical role an-
notations to structure the generated summary, en-
suring that all critical legal components are ade-
quately represented.
We used the weights given by (Rajan and Sequiera,
2024) for the calculation of our SummaC scores.
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Figure 3: CoT reasoning with rhetorical roles.
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Figure 4: Extract-Explain-Abstract Framework.

A.4 Summary Outputs

We provide sample summary outputs for the two
datasets: IN-Abs and ILC generated using three
models—LlaMA 3.2-3B, Qwen-2.5-7B, and Phi-4-
14B. We have included a reference summary and
three summaries generated respectively: EEA, EA

and Abstractive summary. Table 7 shows the sum-
mary sample of IN-Abs dataset using Qwen-2.5-
7B and table 8 shows the summary sample of ILC
dataset using Phi-4-14B.
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Reference Summary

Proceedings were commenced under Chapter III B of the Rajasthan Tenancy Act 1955 for determining the ceiling area for
Raghubir Singh, the father of the appellant. In a revision application in the first round of litigation. The Board of Revenue
directed that the ceiling area for Raghubir Singh may be determined according to the old law, i.e. Act of 1955, and not
according to the Rajasthan Imposition of Ceiling on Agricultural Holdings Act, 1973. Thereafter, by his order dt. 5.5.76, the
SDO held, inter alia, that tile father and the son, appellant, constituted two separate units and each of them was entitled to get
62 bighas and 8 biswas. Aggrieved by the SDO ’s order, Raghubir Singh filed an appeal before Revenue Appellate Authority,
which was dismissed. He then filed a revision application under S.230 of the Act of 1955 before the Board of Revenue for
Rajasthan. He urged that he was in possession of 112 bighas only and sought permission to adduce additional evidence, which
was disallowed. However, the Member of the Board held inter alia that the provisions of the old law applied to the case, but
the SDO had committed an error of law in determining the ceiling area under the new Act of 1973. The Board further held that
there is no provision for separate units in Chapter III B of the Act of 1955, and remanded the case to the SDO, Hanumangarh,
for fresh determination of the Ceiling area for Raghubir Singh. Before the High Court, it was urged that the State having not
appealed against the order of the SDO dated 5.5.76, it became final, and the Board of 723 Revenue had no jurisdiction to set
aside that part of the SDO ’s order which had gone against the State and in his favour. It was submitted that the power of
general superintendence and control over all revenue courts which vested in the Board could not be exercised to the detriment
of the writ petitioners much less by way of suo motu exercise of powers. The High Court dismissed the petitions. Before this
court it was submitted that the State not having filed an appeal, or a revision, the Board of Revenue could not, while hearing
the revision petition of Raghubir Singh, set aside the orders of the SDO and Revenue Appellate Authority under S.221 of
the Act of 1955. Dismissing the appeal, this court, HELD:. .(1) S.221 is not subject to the other provisions of the Act. It is
clear from the language of Section 221 of the Act 1955 that the Board of Revenue has general powers of superintendence
and control over all revenue courts. It is both administrative as well as judicial powers. It is open to the Board to exercise its
powers of superintendence on all its subordinate courts in order to regulate the functioning of the subordinate courts so as to
keep them within their respective spheres of jurisdiction. If the subordinate court disregards any specific provision of law
and does something illegal it is open to the Board of Revenue to interfere and set the matter right. (727 E) Karan Singh vs
Board of revenue, Rajasthan and Permessar Singh vs Kailaspati AIR 1916 Pat. 292 (FB), distinguished. Kana vs Board of
Revenue ILR , approved. (2) There is no restriction on the powers of the Board to set aside the order of the SDO provided it
comes to the conclusion that interest of justice requires exercise of such powers. (728 D) (3) In not determining the ceiling
area according to the Act of 1955, the SDO committed a grave illegality in not merely ignoring the law but also ignoring the
directions of the Board of Revenue itself. (728 F) 724

EEA Summary
ROUGE-1: 0.6433; ROUGE-2: 0.3424; ROUGE-L: 0.3356; InLegalBERT: 0.9737; BertScore: 0.8726

Summary
Key Facts
The case concerns the determination of the ceiling area for Raghubir Singh under Chapter III B of the Rajasthan Tenancy
Act (Act No. 3 of 1958). Initially, the Sub Divisional Officer, Hanumanggarh, determined the ceiling area. Raghubir Singh
appealed this decision to the Revenue Appellate Authority, Bikaner, which set aside the Sub Divisional OfficerâC™s order and
remanded the case. The Board of Revenue for Rajasthan then directed that the ceiling area should be determined according to
the old law, i.e., the Act of 1958, rather than the new law, the Rajasthan Imposition of Ceiling on Agricultural Holdings Act,
1973. Subsequently, the Sub Divisional Officer held that Surendrapal Singh, a minor son of Raghubir Singh, was in possession
of ancestral land. Raghubir Singh appealed this order to the Revenue Appellate Authority, which upheld it. However, the
Board of Revenue, upon reconsideration, found that Surendrapal Singh was only a minor and remanded the case for a fresh
determination of the ceiling area under the old law.
Issues
The primary issue in this case is whether the Board of Revenue had the jurisdiction to set aside the order of the Sub Divisional
Officer and the Revenue Appellate Authority, given that the State did not file an appeal or a revision. Additionally, the case
raises questions about the application of Section 9 of the Rajasthan Tenancy Act, 1958, which vests general superintendence
and control over all revenue courts and officers in the Board of Revenue.
Arguments
- **Raghubir Singh**: Argued that since the State did not file an appeal or a revision, the order of the Sub Divisional Officer
became final, and thus the Board of Revenue lacked jurisdiction to set aside that part of the order favorable to Raghubir Singh.
- **Appellant’s Counsel**: Contended that the Board of Revenue had the executive powers of superintendence and control
over all revenue courts and officers, and could therefore set aside the orders of the Sub Divisional Officer and the Revenue
Appellate Authority if it deemed it necessary for the interest of justice.
Lower Court Rulings
- The Revenue Appellate Authority upheld the order of the Sub Divisional Officer.
- The Board of Revenue, upon reconsideration, found that Surendrapal Singh was a minor and remanded the case for a fresh
determination of the ceiling area under the old law. - The Board also held that the Sub Divisional Officer had committed an
error of law by applying the new law instead of the old law.
Statutes
- **Section 9 of the Rajasthan Tenancy Act, 1958**: Provides that the general superintendence and control over all revenue
courts and officers shall be vested in the Board of Revenue. This section is analogous to Section 9 of the Government of India
Act, which grants superintendence over all courts subject to its appellate jurisdiction.
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- **Board of Revenue’s Argument**: Claimed that this provision allowed it to set aside the order of the Sub Divisional Officer
if it deemed it necessary for the interest of justice.
Precedents
- **Karan Singh vs Board of Revenue, Rajasthan**: The Division Bench of the Rajasthan High Court held that the Board
of Revenue could not exercise its powers of superintendence and control on a judicial side, as it had appellate jurisdiction.
However, the High Court held that the Board could still exercise its powers of superintendence and control in appropriate
cases.
Present Court’s Ruling
- The present court dismissed the appeal, holding that the Board of Revenue had the jurisdiction to set aside the order of the
Sub Divisional Officer and the Revenue Appellate Authority based on the provisions of Section 9 of the Rajasthan Tenancy
Act, 1958, and the analogy with Section 9 of the Government of India Act.
- The court found that the Board’s action was justified in the interest of justice, as there was no provision for separate units in
Chapter III B of the Act, and the case should be remanded for a fresh determination of the ceiling area.

EA Summary
ROUGE-1: 0.6352; ROUGE-2: 0.3237; ROUGE-L: 0.3520; InLegalBERT: 0.9681; BertScore: 0.8733

Summary Case Background
The case concerns the determination of the ceiling area for Raghubir Singh under Chapter III B of the Rajasthan Tenancy Act
(Act No. 3 of 1950). Initially, the Sub Divisional Officer, Hanumangarh, determined the ceiling area. However, an appeal by
Raghubir Singh led the Revenue Appellate Authority to set aside the order and remand the case.
Revision Application
Raghubir Singh subsequently filed a revision application before the Board of Revenue for Rajasthan. The Board directed that
the ceiling area should be determined according to the old law (Act of 1950) rather than the new law (Rajasthan Imposition of
Ceiling on Agricultural Holdings Act, 1973).
Sub Divisional Officer’s Order
In response to the BoardâC™s direction, the Sub Divisional Officer, Hanumanggarh, issued an order on May 5, 2, determining
that Surendrapal Singh (the appellant herein) was a minor son of Raghubir Singh and that the land in possession of Raghubir
Singh was ancestral. Raghubir Singh appealed this order to the Revenue Appellate Authority, Bikaner, which upheld the Sub
Divisional Officer’s order.
Board of Revenue’s Decision
The Board of Revenue, however, concluded that Surendrapal Singh was actually 19 years old at the time the ceiling proceedings
were finalized, and thus the provisions of the old ceiling law applied. The Board found that the Sub Divisional Officer had
committed an error of law by applying the new law. Consequently, the Board set aside the Sub Divisional Officer’s and the
Revenue Appellate Authority’s orders and remanded the case for a fresh determination of the ceiling area.
High Court Writ Petition
Raghubir Singh challenged the Board’s decision in a writ petition before the Division Bench of the High Court. He argued
that since the State did not appeal the Sub Divisional Officer’s order, it became final, and the Board lacked jurisdiction to set
aside the order in favor of the State.
Arguments
- **Appellant’s Counsel:** The learned senior counsel for the appellant argued that the Board’s powers of superintendence
and control under Section 9 of the Act of 1950 do not extend to judicial review. He cited the precedent of Karan Singh vs
Board of Revenue, Rajasthan, where the High Court held that the Board cannot exercise its powers of superintendence and
control on a judicial side.
- **Statutory Interpretation:** The learned counsel contended that Section 9 of the Act of 1950 vests the Board with general
superintendence and control over all revenue courts and officers, and there is no restriction on the Board setting aside the order
of the Sub Divisional Officer if it deems it necessary for the interest of justice.
Statutory Provisions
- **Section 9 of the Act of 1950:** Provides for the general superintendence and control over all revenue courts and officers.
- **Section 14 of the Government of India Act, 1935:** Grants superintendence over to High Courts over all inferior courts. -
**Section 15 of the Government of India Act, 1935:** Clarifies that superintendence does not extend to questioning judgments
of inferior courts unless they are subject to appeal or revision.
Decision
The Division Bench of the High Court dismissed the appeal, holding that the Board of Revenue had the authority to set aside
the Sub Divisional Officer’s order based on the interest of justice, as there was no restriction in Section 15 of the Act of 1951
that would prevent the Board from doing so.
Conclusion
The case highlights the interplay between the Board’s powers of superintendence and control and the limitations on judicial
review. The Board of Revenue was found to have the authority to set aside the Sub Divisional Officer’s order despite the
absence of an appeal from the State, as the interest of justice required such action.
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Abstractive Summary
ROUGE-1: 0.5911; ROUGE-2: 0.2976; ROUGE-L: 0.3234; InLegalBERT: 0.9372; BertScore: 0.8333

Summary of the Judgment
**Case Details:**
- **Appeal No.:** 1367 of 1980
- **High Court Decision:** Judgment and Order dated 19th July, 1979 in D.B. Civil Writ Petition Nos. 681 of 1978 and 769
of 1979
- **Appellants:** Subhash Mallick and S.K. Jain for the appellant (Surendrapal Singh)
- **Respondents:** B.D. Sharma for the respondents (Board of Revenue for Rajasthan)
**Background:**
- **Writ Petitionsions Filed:** By Raghubir Singh (father) and Surendrapal Singh (his minor son) through his next friend,
Shri Jagjit Singh, maternal grandfather.
- **Relief Claimed:** Setting aside the order dated 6th August, 1977 passed by the Board of Revenue for Rajasthan, Ajmer.
**Facts:**
- **Ceiling Proceedings:** Initiated under Chapter III B of the Rajasthan Tenancy Act (Act No. 3 of 1955).
- **Sub Divisional Officer’s Order (10th Aug., 1972):** Determined the ceiling area for Raghubir Singh.
- **Revenue Appellate Authority’s Order (6th Mar., 1973):** Set aside the Sub Divisional Officer’s order and remanded the
case.
- **Board of Revenue’s Order (14th Apr., 1975):** Directed that the ceiling area be determined according to the old law (Act
of 1955) rather than the new law (Act of 1973).
- **Sub Divisional Officer’s Final Order (5th May, 1976):** Held that Surendrapal Singh (appellant) was a minor and used to
study in Punjab, and that the land in possession of Raghubir Singh was ancestral. Concluded that Raghubir Singh and his
son constitute two separate units, each entitled to 62 Bighas and 8 Biswas, resulting in a total of 124 Bighas and 16 Biswas
retained, with 4 Bighas and 6 Biswas to be resumed.
- **Appeal to Revenue Appellate Authority (6th Sep., 1976):** Dismissed the appeal and upheld the Sub Divisional Officer’s
order.
- **Revision Application to Board of Revenue (14th Apr., 1975):** Found that Surendrapal Singh was 13 years old when
the ceiling proceedings were finalized, and that the Sub Divisional Officer erred in applying the new law. Held that there is
no provision for separate units in Chapter III B of the Act of 1955, and set aside the Sub Divisional Officer’s and Revenue
Appellate Authority’s orders, remanding the case for a fresh determination of the ceiling area.
**High Court Decision:**
- **Contention of Appellant:** The State did not file an appeal under Section 225 of the Act of 1955 or a revision under
Section 230 of the Act of 1955, so the Board of Revenue had no jurisdiction to set aside the Sub Divisional Officer’s order.
- **Section 221 of the Act of 1155:** Provides for the general superintendence and control over all revenue courts, including
the Sub Divisional Officer.
- **Interpretation of Section s221:** The Board of Revenue has both administrative and judicial powers to oversee the
functioning of subordinate courts and to correct illegal actions.
- **Application of Section s221:** The Board of Revenue correctly exercised its powers by setting aside the Sub Divisional
Officer’s order due to the illegal application of the new law and the absence of a provision for separate units.
- **Conclusion:** The High Court upheld the Board of Revenue’s decision and dismissed the writ petitions.
**Judgment:**
- **Board of Revenue’s Order:** Correctly exercised its powers under Section s221 of the Act of 1155 to set aside the Sub
Divisional Officer’s order.
- **Interest of Justice:** The Board of Revenue acted in the interest of justice by correcting the illegal application of the new
law and remanding the case for a fresh determination. - **Costs:** The appeal is dismissed with costs.
**Outcome:**
- **Appeal Dismissed:** The High Court’s judgment is affirmed, and the appeal is dismissed with costs.

Table 9: Sample reference and generated summaries from the IN-Abs test set (Document ID = 7109, Model =
Qwen-2.5-7B).
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Reference Summary

NGOs shouldnâC™t use the terms âCœCentralâC, âCœStateâC, and âCœNationalâC with their names so as to avoid the
confusion that itâC™s a statutory body run by either Central or State Government. Kerala High Court gave the judgment
stating the above-cited reasons in the case of State Environment Protection Council vs. State of Kerala [WP(C).No.2366 of
2015(S)] headed by the bench of HonâC™ble Chief Justice S. Manikumar and Justice Shaji P. Chaly. In the above-cited case,
the State Environment Protection Council (Petitioner) of Kannur had filed a writ petition of certiorari to quash the building
permit for constructing additional six floors in the building. Writ of Mandamus was also filed against the respondent for
illegal construction on the building. According to the facts, Respondent had given the permit to KP Mohammad Ashraf,
MD (Global Village, Kannur) in violation of Rules 34(2) and 31(2) of the Kerala Municipal Building Rules, 1999. As a
result, an inquiry had been conducted to revoke the building permit and partial occupancy certificate (which was already
given). In this matter, instead of taking necessary actions, excuses were made by the respondents. In addition to the facts, the
petitioner also contended that the illegal construction of 6 storey building on the side of the National Highway would cause a
severe threat to the life of the people. As an effect, an affidavit was filed by the town planner of Kannur stating that building
construction had violated the rules of Kerala Municipal Building Rules, 1999 including: In response to the above affidavit,
an application had been made by KP Mohammad Ashraf (Respondent) for regularizing the construction of the building, for
which the learned counsel of the petitioner had argued that since the rules were violated, further construction of the building
should not commence. The learned counsel of the respondents had argued that whether such private NGO based in Kannur has
the right to file such writ petition challenging the construction of the building. Arguments were held regarding the name of the
petitioner where, it was named as State Environment Protection Council, therefore, giving an impression that itâC™s been run
by the Government or itâC™s a statutory body. On the contrary, itâC™s just a private NGO. Court held that, while registering,
no private body should give an impression that itâC™s a statutory body. HC stated that âCœNGOs or associations or societies,
should not give any impression, to the public at large that, it is a statutory body, under any enactment, State / Central, as the
case may be. Needless to say that NGOs or associations, or societies, registered under the Kerala Societies Registration Act,
1860, as far as possible, should avoid, using the name âC~CentralâC™ or âC~StateâC™ or âC~NationalâC. HC stated that
regarding the alleged construction of the building and violations, the public shouldnâC™t be misled by the institution in the
exercise of the powers under Article 226 of the Constitution of India. HC directed that the NGOs shouldnâC™t use the word
âCœCentralâC, âCœStateâC, and âCœNationalâC with their names under the provisions of the Kerala Societies Registration
Act, 1860 because it might mislead the public at large resulting in confusions and unauthorized use of the powers.

EEA Summary
ROUGE-1: 0.5614; ROUGE-2: 0.1875; ROUGE-L: 0.2436; InLegalBERT: 0.9446 ; BertScore: 0.8450

Summary of the Case: State Environment Protection Council v. Kannur Municipality
**Key Facts:**
The State Environment Protection Council, Chelad Kannur, filed a writ petition challenging the issuance of a revised building
permit by the Kannur Municipality. The permit allowed for additional construction on a building owned by Mr. K. P.
Mohammed Ashraf, Managing Director of Emad Building Global Village, Kannur. The petitioner argued that the permit
was issued in violation of the Kerala Municipal Building Rules and posed a threat to public safety due to its proximity to a
National Highway.
**Issues:**
The primary legal issue was whether the Kannur Municipality acted within its authority and in compliance with the Kerala
Municipal Building Rules when it issued the revised building permit. Additionally, the case raised concerns about the potential
threat to public safety due to unauthorized construction near a National Highway.
**Arguments:**
- **Petitioner’s Argument:** The petitioner contended that the building permit was issued in violation of specific rules,
particularly Rules 34 and 31, and that the construction posed a severe threat to public safety. They sought a writ of certiorari
to quash the permit and a mandamus to demolish the unauthorized construction.
- **Respondent’s Argument:** The Kannur Municipality argued that the permit was issued based on an oversight and that steps
were being taken to regularize the construction. They also noted that violations had been rectified and that the construction
was being regularized under the Kerala Municipality Building (Regularization of Unauthorized Construction) Rules.
**Lower Court Rulings:**
The lower court had directed the Kannur Municipality to revoke the building permit and partial occupancy certificate. However,
the Municipality issued a subsequent notice stating that the permit was issued due to an oversight and that regularization was
underway.
**Statutes:**
The case involved the Kerala Municipal Building Rules, particularly Rules 34 and 31, which govern building permits and
construction standards. The Kerala Municipality Building (Regularization of Unauthorized Construction) Rules were also
relevant, as they provided a framework for regularizing unauthorized constructions.
**Precedents:**
The court considered precedents related to the issuance of building permits and the authority of municipal bodies to regularize
unauthorized constructions. The court also addressed the role of NGOs in representing public interest without misleading the
public about their statutory status.
**Present CourtâC™s Ruling:**
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The High Court of Kerala, presided over by Chief Justice S. Manikumar and Justice Shaji P. Chaly, dismissed the writ petition.
The court noted that the petitioner, an NGO, should not mislead the public about its statutory status. The court also observed
that the application for regularization of the construction was pending and directed the Inspector General of Registration to
decide on the registration of NGOs using terms like "Central" or "State." The court disposed of the petition, emphasizing the
need for NGOs to avoid giving an impression of being statutory bodies.
This ruling underscores the importance of compliance with municipal regulations and the role of NGOs in public interest
litigation.

EA Summary
ROUGE-1: 0.5496; ROUGE-2: 0.1674; ROUGE-L: 0.2414; InLegalBERT: 0.9386; BertScore: 0.8372

Summary of the Judgment
**Case Overview:**
- **Court:** High Court of Kerala at Ernakulam
- **Date:** January 19, 2016
- **Judges:** Hon’ble Chief Justice S. Manikumar and Hon’ble Mr. Justice Shaji P. Chaly
- **Parties Involved:**
- **Petitioner:** State Environment Protection Council, Chelad Kannur, represented by its President, Satheesh Kumar Pamban
S/O Late T. Raghavan.
- **Respondents:**
- State of Kerala, represented by its Principal Secretary, Secretariat, Thiruvananthapuram.
- Secretary, Kannur Municipality.
- Town Planner, Department of Local Self Government Institutions, Kannur.
- Mr. K. P. Mohammed Ashraf, Managing Director, Emad Building Global Village, Kannur.
**Facts:**
The petitioner, State Environment Protection Council, sought judicial intervention to address unauthorized construction
activities by Mr. K. P. Mohammed Ashraf. The petitioner requested the court to issue a writ of certiorari to quash a revised
building permit (Exhibit P2) that allowed the addition of six floors and a report (Exhibit P4) directing the regularization of the
construction. Additionally, the petitioner sought a mandamus to compel the Kannur Municipality to demolish the unauthorized
constructions.
The case arose from the issuance of a building permit by the Secretary of Kannur Municipality, which was allegedly in violation
of certain rules. Despite a directive to revoke the permit, it was issued, leading to an inquiry by the Town Planner Department.
The inquiry revealed several violations, including insufficient open space and parking spaces. The construction exceeded
the permitted limits, although the owner had increased the plot area and obtained necessary certificates. An application for
regularization of the unauthorized construction was pending.
**Arguments:**
The petitioner argued that the construction posed a significant threat to public safety, particularly due to the proximity of
a proposed multiplex near a national highway. The Town Planner’s counter-affidavit acknowledged the violations and the
pending regularization application. The learned counsel for the petitioner suggested that the writ petition be disposed of due to
the pending regularization application.
**Judgment:**
The court addressed two primary issues in its judgment. Firstly, it noted that non-governmental organizations (NGOs) or
associations should not mislead the public by using terms like "Central" or "State" in their names, as this could create the false
impression of being statutory bodies. The court directed the Inspector General of Registration to decide on the registration of
such bodies within two months.
Secondly, the court disposed of the writ petition, considering the pending regularization application for the unauthorized
construction. The court emphasized that the pending application for regularization should be resolved before any further
action.
**Directives:**
The court issued specific directives to address the broader issue of NGO nomenclature and the specific case of unauthorized
construction: 1. The Inspector General of Registration, Kerala, was directed to make a decision on the registration of NGOs or
associations using terms like "Central" or "State" within two months.
2. The court disposed of the writ petition, acknowledging the pending regularization application for the unauthorized
construction.
3. The registering authority was instructed to ensure that no private body gives the impression of being a statutory body.
This judgment not only addressed the specific case of unauthorized construction but also highlighted the importance of accurate
representation by NGOs and associations to prevent public deception. The court’s directives aimed to ensure compliance with
regulatory standards and prevent misleading nomenclature by private bodies.

Abstractive Summary
ROUGE-1: 0.4680; ROUGE-2: 0.1647; ROUGE-L: 0.2442; InLegalBERT: 0.9382; BertScore: 0.8451

Summary of Judgment: WP(C).No.2366 OF 2015(S)
**Court:** High Court of Kerala at Ernakulam
**Date:** 19th January 2021
**Judges:** Hon’ble Chief Justice S. Manikumar and Hon’ble Mr. Justice Shaji P. Chaly
Background:
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The State Environment Protection Council, Chelad Kannur, filed a writ petition challenging a building permit issued by the
Kannur Municipality. The petitioner argued that the permit violated the Kerala Municipal Building Rules 1999 and sought its
quashing, along with a directive for the demolition of unauthorized constructions.
Key Issues:
1. **Building Permit Violation:** The petitioner contended that the permit issued to Mr. K. P. Mohammed Ashraf for
constructing additional floors was in violation of municipal rules.
2. **Unauthorized Construction:** The construction was deemed a public safety threat due to its proximity to a national
highway.
3. **Regulatory Oversight:** The Town Planner Department had directed the revocation of the permit, but the Municipality
did not comply.
Counter Affidavit:
The Town Planner of Kannur provided a counter-affidavit detailing: - The original permit allowed a 7-story building, later
revised to permit two additional floors.
- Noted violations included insufficient open space and parking. - Efforts were made to rectify some violations, and a partial
occupancy certificate was issued with conditions.
- An application for regularization of the unauthorized construction was pending under the Kerala Municipality Building
(Regularization of Unauthorized Construction) Rules 2014.
Court’s Observations:
1. **NGO Nomenclature:** The court advised NGOs to avoid using terms like "State" or "Central" in their names to prevent
public confusion about their statutory status.
2. **Regulatory Compliance:** The court directed the Inspector General of Registration to ensure NGOs do not mislead the
public regarding their statutory nature.
Decision:
The court disposed of the writ petition, noting the pending application for regularization. It emphasized the need for
regulatory bodies to ensure compliance with municipal rules and directed the Inspector General of Registration to address
NGO nomenclature issues.
This judgment highlights the importance of adhering to municipal regulations and ensuring clarity in the representation of
non-governmental organizations.

Table 10: Sample reference and generated summaries from the ILC test set (Document title = ’The words Central
and State should not be used with the names of the NGOs: Kerala High Court’, Model = Phi-4-14B. ).
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