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Abstract

Acquiescence bias, i.e. the tendency of humans
to agree with statements in surveys, indepen-
dent of their actual beliefs, is well researched
and documented. Since Large Language Mod-
els (LLMs) have been shown to be very influ-
enceable by relatively small changes in input
and are trained on human-generated data, it is
reasonable to assume that they could show a
similar tendency. We present a study inves-
tigating the presence of acquiescence bias in
LLMs across different models, tasks, and lan-
guages (English, German, and Polish). Our
results indicate that, contrary to humans, LLMs
display a bias towards answering no, regardless
of whether it indicates agreement or disagree-
ment.

1 Introduction

When humans are asked whether they agree with
something, they have a bias towards doing so, inde-
pendent of their actual beliefs. In other words, the
question “Is the weather good or bad?” can lead
to different responses than asking “Is the weather
good?” The phenomenon, called acquiescence
bias, is well documented and has been studied for
decades (see Section 2). One guideline for good
survey design is, therefore, to avoid such yes/no or
agree/disagree questions.

Large Language Models (LLMs) have shown to
be sensitive towards prompt variations (Zhuo et al.,
2024; Anagnostidis and Bulian, 2024; Loya et al.,
2023; Röttger et al., 2024; Haller et al., 2024) and
to replicate a variety of cognitive biases found in
humans, e.g. with regard to anchoring (Jones and
Steinhardt, 2022), item order (Koo et al., 2024),
and group attribution (Echterhoff et al., 2024). It
is therefore somewhat reasonable to assume that
LLMs could also display some form of acquies-
cence bias, which could have implications on how
prompts should be designed and whether or not
LLMs can be used to simulate human responses.

In this paper, we evaluate five LLMs of differ-
ent sizes (namely Llama-3.1-8B-Instruct, Mistral-
Small-24B-Instruct-2501, gemma-2-27b-it, Llama-
3.3-70B-Instruct, and gpt-4o-2024-08-06) on nine
different tasks in three languages (English, Ger-
man, and Polish), to investigate whether they show
response patterns resembling acquiescence bias.
Our results indicate that changing questions into a
yes/no format has significant influence on the re-
sponses of LLMs, across tasks and models, and the
tested languages. While no clear pattern emerged
for German and Polish, for English, we found that,
unlike humans, LLMs are biased towards answer-
ing no, independent of whether that indicates agree-
ment or disagreement. These findings do not only
imply that the design of prompts should be con-
sidered very carefully but also that LLMs are not
well suited to simulate human responses to survey
questions.

2 Related Work

Acquiescence bias, i.e. “the tendency to endorse
any assertion made in a question, regardless of
its content” (Krosnick, 1999), has been found in
surveys across multiple domains, from political
questions (Wright, 1975; Hill and Roberts, 2023)
to assessing personalities (Rammstedt and Farmer,
2013; Danner et al., 2015). Possible explanations
for this bias range from the tendency to present so-
cially acceptable behaviour by not disagreeing with
an assumed authority of the questionnaire (see Hill
and Roberts (2023) for a more detailed discussion).
According to Krosnick (1999), the size of the effect
is estimated to be around 10%.

While researchers have extensively investigated
a variety of cognitive biases found in humans and
whether LLMs replicate them (Jones and Stein-
hardt, 2022; Koo et al., 2024; Echterhoff et al.,
2024), Tjuatja et al. (2024) were the first to ex-
plicitly investigate whether LLMs replicate ac-
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quiescence bias, alongside with four other hu-
man biases relevant in survey design. While they
found that LLMs are indeed sensitive to changes
in prompts, they did not find consistent patterns in
these changes. Despite these initial results, we be-
lieved, a deeper analysis of the acquiescence bias
in particular was warranted. Given the broader
scope of the work by Tjuatja et al. (2024), only 176
questions and 352 responses have been evaluated
with regard to acquiescence bias. In this paper, we
analyse responses to more than 37,975 question
variations. Additionally, we address a limitation
identified by Tjuatja et al. (2024), by not only using
English corpora but also other languages, namely
German and Polish1. Lastly, we believed that the
way in which the questions were adapted by Tjuatja
et al. could have potentially added noise that influ-
enced the results. In order to turn the original ques-
tions into yes/no questions they added the phrases
“don’t you agree” or “wouldn’t you agree” to all
questions (e.g. “On social media, do you think of
yourself more as a A. Sharer of news B. Receiver of
news” was turned into “On social media, wouldn’t
you say you are more of a sharer of news than a
receiver of news? A. Yes B. No”). Such questions
are also called negative yes/no questions and carry
inherent ambiguity, it is not always clear whether
answering them with “yes” indicates agreement or
disagreement (Romero and Han, 2004). Addition-
ally, negative modifier (wouldn’t you agree instead
of would you agree) also have an influence on hu-
man responses (Johnson et al., 2004). Therefore,
we believe they are not well suited to investigate a
potential acquiescence bias.

3 Experimental Design

3.1 Data

To investigate whether LLMs show response pat-
terns similar to the acquiescence bias observed in
humans, we used binary questions from nine differ-
ent tasks. Seven of those tasks are English and stem
from the Legelbench corpus (Guha et al., 2024),
one is German and stems from the AGB-DE cor-
pus (Braun and Matthes, 2024), and one is Polish
and stems from the LEPISZCZE corpus (Augusty-
niak et al., 2022). While the tasks chosen from
the Legalbench dataset are originally phrased as
yes/no questions, the other two datasets are orig-

1The additional languages have been chosen based on the
availability of appropriate datasets and the ability of the au-
thors to interpret the results.

inally designed to be A/B choices (valid/void or
abusive/safe). The tasks were chosen based on how
well they could be transferred from A/B to yes/no
question, in order to avoid as much rephrasing as
possible, in an attempt to isolate a potential ac-
quiescence bias as much as possible from other
influences.

Although all tasks are performed on legal docu-
ments, not all of them are inherently legal. Out of
the nine tasks, three are linguistic in nature: two are
concerned with Natural Language Inference (NLI)
and one with the classification of definitions. For
the English language data, these three linguistic
tasks represent 45% of the overall data. Of the
remaining six tasks, two are concerned with find-
ing void clauses in contracts, one with classifying
whether a statement constitute hearsay, and three
with legal clause classification tasks. A detailed
description of each tasks and the distribution of the
data can be found in Appendix A.

Nevertheless, the fact remains that all texts are
from the legal domain. Although legal texts are
increasingly used as benchmark for the capabilities
of LLMs (see e.g. Fei et al. (2024) and Steging et al.
(2025)), it has also been shown that they provide
specific challenges to LLMs which are different
from texts from other domains (Jayakumar et al.,
2023). Therefore, when interpreting the results of
this study and how far they can be generalized, the
composition of the investigated data should be kept
in mind.

3.2 Prompts
In order to evaluate the influence that the phrasing
of prompts has on the answers generated by LLMs,
for each of the questions in the datasets, we tested
five different ways to phrase them :

• Neutral: two options are presented (e.g.
«clause text» What kind of clause is this? Just
answer “Valid” or “Void”.).

• Yes/No: the first option is presented as a
yes/no question (e.g. «clause text» Is this
clause valid? Just answer “Yes” or “No”.).
A “yes” response here is equivalent to choos-
ing option A. An increase from A to yes could
therefore indicate acquiescence bias.

• Agreement: the first option is presented as
response and the LLM is asked to agree (e.g.
«clause text» Do you agree that this clause is
valid? Just answer “Yes” or “No”.). Similarly,
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a “yes” response is indicating response A here,
however the agreement aspect is emphasized.
In case of an acquiescence bias we expect
more “yes” answers than “A” answers before.

• Negated agreement: same as agreement but
instead of “do you agree” the phrasing “don’t
you agree” is used (e.g. «clause text» Don’t
you agree that this clause is valid? Just answer
“Yes” or “No”.). As mentioned, this condition
is ambiguous, therefore it is not necessarily
clear how an acquiescence bias would influ-
ence responses to this type of question.

• Disagreement: the first option is presented as
response and the LLM is asked to disagree
(e.g. «clause text» Do you disagree that this
clause is valid? Just answer “Yes” or “No”.).
In this condition, “no”, due to the double nega-
tion, implies agreement with the question (and
therefore option A).

The different conditions were designed to be
as similar as possible, in order to ensure that any
changes in the response are only caused by the
changing level of agreement that is suggested by
the phrasing. E.g. the first element for the neutral
question was always the later “yes” answer, except
for the disagreement prompt, to avoid biases in-
troduced by the order of items. All prompts have
been designed to instruct the models to reply with
just one word. In this way, we aim to replicate
survey style situations in which acquiescence bias
is most often studied in humans and simplify the
processing of responses (see Section 3.4).

3.3 Hardware
The experiments with the open weight models
(Llama, Mistral, and Gemma) were conducted on
an HPC cluster using four Nvidia A100 GPUs. The
total compute time for generating all 152,040 re-
sponses (38,010 variations for each of the four mod-
els) was 10 hours and 40 minutes. For the GPT-4
model, the OpenAI API was used. The total costs
were $12.38. All models were used with standard
parameters (see Appendix B for details), including
a temperature of 1.0, because we believe standard
parameters have the highest practical relevance and,
as shown by Renze (2024), “changes in tempera-
ture from 0.0 to 1.0 do not have a statistically sig-
nificant impact on LLM performance”. The code
that was used for the evaluation, as well as the re-
sponses retrieved are published on GitHub under

the MIT license2. Each request was completely
independent of each other to avoid an influence of
previous responses.

3.4 Response Processing

Overall, all models followed the instruction to reply
with only one word relatively well, thereby easing
the processing of responses. Of the 38,010 A/B
responses that we processed across all models and
languages, 92.4% only contained one of the options
(as prompted) at most followed by a dot. 7.5%
contained one of the options at the beginning of the
response, followed by an additional text (mostly
explanation). Only less than 0.1% (a total of 67)
did not start with one of the options, all of those still
contained one of the options in the answer, mostly
at the very end after a disclaimer that the answer
depends on additional context. Of the 152,788
processed yes/no responses, 99.4% just contained
yes or no (sometimes followed by a dot). 0.003%
contained yes or no at the beginning followed by
a text, and only a total of 369 responses (0.002%)
did not contain a yes / no response at the beginning,
but again mostly at the end of the response.

4 Results

The main metric we were interested in originally
was the number of positives (the sum of true and
false positives), i.e. answers that are equivalent to
choosing option A. If LLMs indeed show response
patterns equivalent to acquiescence bias in humans,
we would expect to see an increase in positives
(irrespective of whether they are true or false pos-
itives) when changing from the neutral prompt to
the other options. For the disagreement prompt, re-
sponses are inverted because a “yes” here indicates
disagreement which correlates with a “no” in the
original data. Therefore, a higher positive rate here
means that the model responded with “no” more
often, which indicates agreement with the question
and is equivalent to option A.

Across all languages and models, we did see that
the different prompts have a significant influence
on the responses. However, we did not find that
models are systematically biased towards agreeing
(detailed results can be found in Appendix D). On
the contrary, we found that for most cases, the num-
ber of positives was significantly reduce in com-
parison to responses of “A” in the neutral prompt.

2https://github.com/Responsible-NLP/
Acquiescence-Bias-in-Large-Language-Models
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Table 1: Absolute response counts per model across languages and conditions (relative change for the no option in
comparison to the neutral condition in brackets)

Lang. Condition Response Llama-3.1-8B Mistral-24B Gemma Llama-3.3-70B GPT-4o

DE

neutral A 444 592 413 143 132
B 311 163 342 612 623

yesno Yes (A) 34 233 372 159 283
No (B) 721 (132%) 522 (220%) 383 (12%) 596 (-3%) 472 (-24%)

agree Yes (A) 83 155 607 331 234
No (B) 672 (116%) 600 (268%) 148 (-57%) 424 (-31%) 521 (-16%)

negated Yes 36 129 338 458 205
No 719 (131%) 626 (284%) 417 (22%) 297 (-51%) 550 (-12%)

disagree Yes (B) 642 490 270 680 520
No (A) 113 (-64%) 265 (63%) 485 (42%) 75 (-88%) 235 (-62%)

EN

neutral A 2915 2704 2985 1768 2129
B 479 690 409 1626 1265

yesno Yes (A) 2003 1306 2398 1263 1249
No (B) 1391 (190%) 2088 (203%) 996 (144%) 2131 (31%) 2145 (70%)

agree Yes (A) 2279 1416 2557 1289 1417
No (B) 1115 (133%) 1978 (187%) 837 (105%) 2105 (29%) 1977 (56%)

negated Yes 2532 1680 2703 1419 1604
No 862 (80%) 1714 (148%) 691 (69%) 1975 (21%) 1790 (42%)

disagree Yes (B) 2004 2660 1789 3125 1918
No (A) 1390 (190%) 734 (6%) 1605 (292%) 269 (-83%) 1476 (17%)

PL

neutral A 1561 1583 3309 2465 1499
B 1892 1870 144 988 1954

yesno Yes (A) 2119 1069 2537 1668 1082
No (B) 1334 (-29%) 2384 (27%) 916 (536%) 1785 (81%) 2371 (21%)

agree Yes (A) 2529 1050 2697 2452 1955
No (B) 924 (-51%) 2403 (29%) 756 (425%) 1001 (1%) 1498 (-23%)

negated Yes 2350 2172 2985 2578 2160
No 1103 (-42%) 1281 (-31%) 468 (225%) 875 (-11%) 1293 (-34%)

disagree Yes (B) 1864 2989 995 3145 2588
No (A) 1589 (-16%) 464 (-75%) 2458 (1607%) 308 (-69%) 865 (-56%)

What we found instead is a bias towards replying
“no” independent of whether that indicates disagree-
ment or agreement with the question3.

Instead of focusing on positives, we decided to
focus the evaluation on the absolute number of
responses, particularly “no” responses. Table 1
shows an overview of the change in responses. In
English, changing the neutral A/B question to a
yes/no question increased the number of responses
that are equivalent to B between 31% and 203%
across all models. A similar effect can be seen for
the agree yes/no question. As initially suspected,
adding a negative pre-modifier (“don’t you agree”
instead of “do you agree”) indeed changes the out-
come and decreases the effect size, yet we still
see a consistent increase in B/no answers. This is
different from the results reported by Tjuatja et al.
(2024), where no clear pattern was visible when the
neutral questions were just transformed to negative
yes/no questions. However, it is worth pointing out
these results are based on the previous generation
of models (i.e. Llama2 and GPT-3).

3I.e. we also did not find the opposite of an acquiescence
bias, a tendency towards disagreeing, but simply a tendency
to reply no.

Most surprisingly was that we see the same pat-
tern for all but one model for the disagree questions
in which the increase of no is still consistent, de-
spite the fact that it is logically contradictory to
the previous conditions. The results indicate that,
for English, the models are not biased towards dis-
agreeing, like humans are biased towards agreeing,
but simply are biased towards replying “no”, inde-
pendent of whether that indicates agreement or dis-
agreement. To validate our findings, we conducted
McNemar’s tests (within-subjects chi-squared test,
McNemar (1947)) for all tasks individually and
the overall results. The results of the analysis (see
Appendix D) show that all conditions significantly
influenced the answers overall. Even on the individ-
ual task level, despite the much smaller number of
samples, almost all effects are statistically signifi-
cant at the threshold of p ă 0.05. While in German
and Polish the phrasing of the prompt also has a
significant influence on the results, no clear pattern
could be identified across models or conditions.

With regard to accuracy, we see that the influence
that the observed bias has on accuracy is heavily
based on the type of errors that are most preva-
lent in the neutral setting. For the Lllama-3.3-70B
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Table 2: Change in true (TN) and false negatives (FN)
for English tasks compared to the neutral condition in
percent

Model Condition ∆ TN ∆ FN
Llama-3.1-8B agree 68.25 -28.91
Llama-3.1-8B disagree 34.28 49.74
Llama-3.1-8B negated 55.20 -33.33
Llama-3.1-8B yesno 91.69 12.11
Mistral-Small-24B agree 181.20 42.12
Mistral-Small-24B disagree -15.96 -51.34
Mistral-Small-24B negated 134.10 -5.85
Mistral-Small-24B yesno 180.80 48.92
gemma-2-27b-it agree 71.02 231.34
gemma-2-27b-it disagree 141.21 1527.19
gemma-2-27b-it negated 65.78 114.29
gemma-2-27b-it yesno 116.84 330.41
Llama-3.3-70B agree 6.92 39.62
Llama-3.3-70B disagree -81.43 -79.97
Llama-3.3-70B negated 1.12 16.89
Llama-3.3-70B yesno 20.12 79.68
gpt-4o-2024-08-06 agree 37.02 -9.26
gpt-4o-2024-08-06 disagree -52.61 21.09
gpt-4o-2024-08-06 negated 28.79 -23.35
gpt-4o-2024-08-06 yesno 47.98 28.82

model on the cuad_non-compete dataset, for exam-
ple, there is a very small number of false positives
in the neutral setting (total of 9 or 2%). Chang-
ing to a condition which has a bias towards no
(like the agree prompt), in such cases decreases
accuracy. In other settings, where there is a higher
number of false positives, e.g. Mistral-Small-24B
on the contract_nli_confidentiality_of_agreement
datasets, with a total of 40 false positives (48%),
changing to a condition with a bias towards no
increases accuracy.

Table 2 shows how the amount of true and false
negatives changes in percent for all English tasks,
compared to the neutral condition. Although true
negatives often increase more strongly than false
negatives, thereby improving accuracy, this is not
always the case. This is in line with our observation
that the models are biased towards the response
“no”, independent of the logical implication and
thereby also the implication on overall accuracy.

5 Conclusion

Our initial hypothesis, that LLMs could display
a bias resembling the acquiescence bias, was not
confirmed. While we did find a systematic bias
that could be observed across models and tasks
(although only in English), interestingly it was also
not the opposite, i.e. a bias towards disagreeing,
but a bias towards replying “no”, independent of
whether that indicates agreement or disagreement.

We believe that these findings bear importance,

not only because they indicate that LLMs do not
replicate response biases found in humans making
it questionable whether they can be used to simu-
late human responses, but also because they shed
doubt on the reasoning abilities shown by these
models. If the responses would be mainly based on
reasoning, we would not expect to see significant
differences in the responses between the questions
“Do you agree sentence X is a definition?”, and “Do
you disagree sentence X is a definition?”. However,
we found that in both cases models, irrespective
of their size, are biased towards answering “no”,
thereby contradicting previous responses.

Limitations

The presented study has limitations with regard to
the generalisability of its results:

• While we did investigate models of differ-
ent sizes and found consistent patterns across
those models, it is unclear if they generalise
beyond them.

• While our results show significant influence
of the phrasing of questions across all three
investigated languages, a consistent pattern
that is representative of a bias could only be
identified in English.

• All datasets that were used stem from the le-
gal domain. Although not all tasks are inher-
ently of legal nature (e.g. assessing whether
a sentence is a definition or not), further in-
vestigation is necessary to find out whether
the findings are also applicable to documents
from other domains.

• Only one prompt was tested per condition.
The phrasing of the prompts can have signifi-
cant influence on the results and other prompts
could have been found that fit the described
conditions. The prompts were chosen to be
as concise as possible in order to minimize
changes not related to the conditions them-
selves.

• LLM outputs contain an inherent degree of
randomness and re-running the same prompts
would most likely lead to slightly different
results. However given the large number of
analysed responses, the consistent pattern, and
the statistical significance of our results, we
are confident that the observed variations are
not just random noise.
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A Detailed Task Description

Table 3 shows the number of questions for each of
the tasks that have been used.

A.1 Legalbench

• hearsay: “We create a dataset to test a model’s
ability to apply the hearsay rule. Each sample
in the dataset describes (1) an issue being liti-
gated or an assertion a party wishes to prove,
and (2) a piece of evidence a party wishes to
introduce. The goal is to determine if—as it
relates to the issue—the evidence would be
considered hearsay [...].”4

• definition_classification: “The goal of this
task is to identify if a sentence contains a def-
inition. For example, the following sentence
defines “vacation”: A vacation is defined
by Bouvier to be the period of time
between the end of one term and the
beginning of another.”5

• cuad_non-compete: “This is a binary classifi-
cation task in which the model must determine
if a contractual clause falls under the category
of “Non-Compete”.”6

4https://hazyresearch.stanford.edu/legalbench/
tasks/hearsay.html, last accessed 16.05.2025

5https://hazyresearch.stanford.edu/legalbench/
tasks/definition_classification.html, last accessed
16.05.2025

6https://hazyresearch.stanford.edu/legalbench/
tasks/cuad_non-compete.html, last accessed 16.05.2025

• cuad_no-solicit_of_customers: “This is a bi-
nary classification task in which the model
must determine if a contractual clause falls
under the category of “No-Solicit Of Cus-
tomers”.”7

• cuad_cap_on_liability: “This is a binary clas-
sification task in which the model must de-
termine if a contractual clause falls under the
category of “Cap On Liability”.” 8

• contract_nli_explicit_identification: “This
task was constructed from the ContractNLI
dataset, which originally annotated clauses
from NDAs based on whether they entailed,
contradicted, or neglgected to mention a hy-
pothesis. We binarized this dataset, treating
contradictions and failures to mention as the
negative label. We used the hypothesis pro-
vided as the prompt. Please see the original
paper for more information on construction.
All samples are drawn from the test set.” 9

• contract_nli_confidentiality_of_agreement:
“This task was constructed from the Con-
tractNLI dataset, which originally annotated
clauses from NDAs based on whether they
entailed, contradicted, or neglgected to
mention a hypothesis. We binarized this
dataset, treating contradictions and failures to
mention as the negative label. We used the
hypothesis provided as the prompt. Please see
the original paper for more information on
construction. All samples are drawn from the
test set.”10

A.2 AGB-DE

“A clause in a contract is void, i.e. cannot be en-
forced by the parties of the contract, if it contradicts
governing law. Whether a clause is actually void
depends on many things, including, in some cases,
whether one of the parties is a consumer or whether
both parties are businesses. The final decision on

7https://hazyresearch.stanford.edu/legalbench/
tasks/cuad_no-solicit_of_customers.html, last
accessed 16.05.2025

8https://hazyresearch.stanford.edu/legalbench/
tasks/cuad_cap_on_liability.html, last accessed
16.05.2025

9https://hazyresearch.stanford.edu/legalbench/
tasks/contract_nli_explicit_identification.html,
last accessed 16.05.2025

10https://hazyresearch.stanford.edu/legalbench/
tasks/contract_nli_confidentiality_of_agreement.
html, last accessed 16.05.2025
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Table 3: Corpora and tasks used in this study

Corpus Task Lang. # questions
Legelbench hearsay en 93
Legelbench definition_classification en 1,336
Legelbench cuad_non-compete en 441
Legelbench cuad_no-solicit_of_customers en 83
Legelbench cuad_cap_on_liability en 1,245
Legelbench contract_nli_explicit_identification en 108
Legelbench contract_nli_confidentiality_of_agreement en 81
AGB-DE agb-de de 755
LEPISZCZE clauses-pl pl 3,453ř

7,595

whether a specific clause in specific circumstances
is actually void can only be made by a court of law.
Therefore, the instruction for the annotators was
to label a clause as potentially void, if they think a
consumer residing in Germany could successfully
challenge the clause in court.” (Braun and Matthes,
2024)

A.3 LEPISZCZE

“The PAC aims to detect “unfair contractual term”
as the equivalent of an abusive clause. The task was
formulated as binary text classification. The dataset
has been created with the Office of Competition
and Consumer Protection.” (Augustyniak et al.,
2022)

B Hyperparameters

The hyperparameters (temperature, top-p, and
max_new_tokens) that have been used for the gen-
eration with the different models are shown in Ta-
ble 4.

C Prompts

In this section, we introduce the prompts that
have been used during the experiment. The same
system_prompt was used in all conditions.

C.1 hearsay

{
"name": "hearsay",
"system_prompt ": "Hearsay is an out -

of-court statement introduced to
prove the truth of the matter

asserted. Determine if the
evidence in the following fact
patterns is hearsay under the
Federal Rules of Evidence.",

"neutral_prompt ": "What is this
statement?",

"neutral_anwers ": "Just answer \"
Hearsay \" or \"Other Statement
\".",

"yesno_prompt ": "Is there hearsay?",
"agree_prompt ": "Do you agree there

is hearsay?",
"negated_agree_prompt ": "Don ’t you

agree there is hearsay?",
"disagree_prompt ": "Do you disagree

there is hearsay ?"
}

C.2 definition_classification

{
"name": "definition_classification",
"neutral_prompt ": "What type of

sentence is this?",
"neutral_anwers ": "Just answer \"

Definition \" or \" Other \".",
"yesno_prompt ": "Is the sentence

defining a term?",
"agree_prompt ": "Do you agree that

the sentence is defining a term
?",

"negated_agree_prompt ": "Don ’t you
agree that the sentence is
defining a term?",

"disagree_prompt ": "Do you disagree
that the sentence is defining a
term?"

}

C.3 cuad_non-compete

{
"name": "cuad_non -compete",
"system_prompt ": "A non -compete

clause restricts the ability of
a party to compete with the
counterparty or operate in a
certain geography or business or
technology sector.",

"neutral_prompt ": "What kind of
clause is that?",

"neutral_anwers ": "Just answer \"Non
-Compete \" or \"Other \".",

"yesno_prompt ": "Does the clause
restrict the ability of a party
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Table 4: Hyperparameters used for text generation

Model temperature top-p max_new_tokens
Llama-3.1-8B 1.0 1.0 1000
Mistral-Small-24B 1.0 1.0 1000
gemma-2-27b-it 1.0 1.0 1000
Llama-3.3-70B 1.0 1.0 1000
gpt-4o-2024-08-0 1.0 1.0 null

to compete with the counterparty
or operate in a certain

geography or business or
technology sector?",

"agree_prompt ": "Do you agree that
the clause restricts the ability
of a party to compete with the

counterparty or operate in a
certain geography or business or
technology sector?",

"negated_agree_prompt ": "Don ’t you
agree that the clause restricts
the ability of a party to
compete with the counterparty or
operate in a certain geography

or business or technology sector
?",

"disagree_prompt ": "Do you disagree
that the clause restricts the
ability of a party to compete
with the counterparty or operate
in a certain geography or

business or technology sector ?"
}

C.4 cuad_no-solicit_of_customers

{
"name": "cuad_no -

solicit_of_customers",
"system_prompt ": "Cap on liability

upon the breach of a party ’s
obligation includes time
limitation for the counterparty
to bring claims or maximum
amount for recovery.",

"neutral_prompt ": "Does the clause
restrict a party from
contracting or soliciting
customers or partners of the
counterparty , whether during the
contract or after the contract

ends (or both)?",
"neutral_anwers ": "Just answer \"

Restricted \" or \" Unrestricted
\".",

"yesno_prompt ": "Does the clause
restrict a party from
contracting or soliciting
customers or partners of the
counterparty , whether during the
contract or after the contract

ends (or both)?",
"agree_prompt ": "Do you agree that

the clause restricts a party
from contracting or soliciting
customers or partners of the

counterparty , whether during the
contract or after the contract

ends (or both)?",
"negated_agree_prompt ": "Don ’t you

agree that the clause restricts
a party from contracting or
soliciting customers or partners
of the counterparty , whether

during the contract or after the
contract ends (or both)?",

"disagree_prompt ": "Do you disagree
that the clause restricts a
party from contracting or
soliciting customers or partners
of the counterparty , whether

during the contract or after the
contract ends (or both)?"

}

C.5 cuad_cap_on_liability

{
"name": "cuad_cap_on_liability",
"system_prompt ": "Cap on liability

upon the breach of a party ’s
obligation includes time
limitation for the counterparty to
bring claims or maximum amount

for recovery.",
"neutral_prompt ": "What does the

clause specify with regard to the
liability upon the breach of a
party ’s obligation ?",

"neutral_anwers ": "Just answer \"Cap\"
or \" Uncapped \".",

"yesno_prompt ": "Does the clause
specify a cap on liability upon
the breach of a party ’s obligation
?",

"agree_prompt ": "Do you agree that the
clause specifies a cap on

liability upon the breach of a
party ’s obligation ?",

"negated_agree_prompt ": "Don ’t you
agree that the clause specifies a
cap on liability upon the breach
of a party ’s obligation ?",

"disagree_prompt ": "Do you disagree
that the clause specifies a cap on
liability upon the breach of a

party ’s obligation ?"
}

C.6 contract_nli_explicit_identification

{
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"name": "contract_nli_explicit_
identification",

"neutral_prompt ": "What does the
clause provide with regard to
the identification of
Confidential Information by the
Disclosing Party?",

"neutral_anwers ": "Just answer \"
Expressly \" or \"Other \".",

"yesno_prompt ": "Does the clause
provide that all Confidential
Information shall be expressly
identified by the Disclosing
Party?",

"agree_prompt ": "Do you agree that
the clause provides that all
Confidential Information shall
be expressly identified by the
Disclosing Party?",

"negated_agree_prompt ": "Don ’t you
agree that the clause provides
that all Confidential
Information shall be expressly
identified by the Disclosing
Party?",

"disagree_prompt ": "Do you disagree
that the clause provides that
all Confidential Information
shall be expressly identified by
the Disclosing Party?"

}

C.7 contract_nli_confidentiality_of_
agreement

{
"name": "

contract_nli_confidentiality_of_
agreement",

"neutral_prompt ": "What does the
clause provide that the
Receiving Party shall not do
about the fact that Agreement
was agreed or negotiated ?",

"neutral_anwers ": "Just answer \"
Disclose \" or \"Other \".",

"yesno_prompt ": "Does the clause
provide that the Receiving Party
shall not disclose the fact

that Agreement was agreed or
negotiated ?",

"agree_prompt ": "Do you agree that
the clause provides that the
Receiving Party shall not
disclose the fact that Agreement
was agreed or negotiated ?",

"negated_agree_prompt ": "Don ’t you
agree that the clause provides
that the Receiving Party shall
not disclose the fact that
Agreement was agreed or
negotiated ?",

"disagree_prompt ": "Do you disagree
that the clause provides that
the Receiving Party shall not
disclose the fact that Agreement
was agreed or negotiated ?"

}

C.8 AGB-DE

{
"name": "agb -de",
"system_prompt ": "Stell dir vor , du

bist ein Anwalt.",
"neutral_prompt ": "Wie würdest du

diese Klausel bewerten?",
"neutral_anwers ": "Antworte nur \"

ungültig\" oder \"gültig \".",
"yesno_prompt ": "Ist die Klausel ung

ültig?",
"agree_prompt ": "Stimmst du zu, dass

die Klausel ungültig ist?",
"negated_agree_prompt ": "Stimmst du

nicht zu, dass die Klausel ungü
ltig ist?",

"disagree_prompt ": "Widersprichst du
, dass die folgende Klausel ungü
ltig ist?"

}

C.9 LEPISZCZE

{
"name": "clauses -pl",
"neutral_prompt ": "Jak oceniasz tę

klauzulę?",
"neutral_anwers ": "Wystarczy

odpowiedzieć \" Abuzywna \" lub \"
Bezpieczne \".",

"yesno_prompt ": "Czy klauzula to
jest nadużyciem?",

"agree_prompt ": "Czy zgadzasz się, ż
e ta klauzula jest nadużyciem?",

"negated_agree_prompt ": "Czy nie
zgadzasz się, że ta klauzula
jest nadużyciem?",

"disagree_prompt ": "Czy zaprzecza
Pan , że klauzula ta jest naduż
yciem?"

}

D Detailed Results

See Tables 5 to 9.
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Table 5: Detailed results for the Llama-3.1-8B model

Condition Pos TP TN FP FN Accuracy P-val Chi
definition_classification
neutral_prompt 1157 665 154 492 26 0.61
yesno_prompt 1231 675 90 556 16 0.57 0.0005 12.11
agree_prompt 1290 688 44 602 3 0.55 0.0 35.39
negated_agree_prompt 45 688 42 604 3 0.55 0.0 37.41
disagree_prompt 534 390 502 144 301 0.67 0.0068 7.33
cuad_cap_on_liability
neutral_prompt 1241 623 5 618 0 0.5
yesno_prompt 456 414 581 42 209 0.8 0.0 170.64
agree_prompt 645 549 527 96 74 0.86 0.0 335.25
negated_agree_prompt 376 614 367 256 9 0.79 0.0 330.41
disagree_prompt 917 402 108 515 221 0.41 0.0 40.99
cuad_no-solicit_of_customers
neutral_prompt 84 42 0 42 0 0.5
yesno_prompt 45 41 38 4 1 0.94 0.0 33.23
agree_prompt 45 41 38 4 1 0.94 0.0 33.23
negated_agree_prompt 35 42 35 7 0 0.92 0.0 33.03
disagree_prompt 29 7 20 22 35 0.32 0.0591 3.56
contract_nli_explicit_identification
neutral_prompt 49 17 57 32 3 0.68
yesno_prompt 26 15 78 11 5 0.85 0.0017 9.82
agree_prompt 27 16 78 11 4 0.86 0.0008 11.28
negated_agree_prompt 83 14 77 12 6 0.83 0.0053 7.76
disagree_prompt 85 15 19 70 5 0.31 0.0 25.35
hearsay
neutral_prompt 48 31 36 17 10 0.71
yesno_prompt 28 24 49 4 17 0.78 0.2636 1.25
agree_prompt 29 22 46 7 19 0.72 1.0 0.0
negated_agree_prompt 64 21 44 9 20 0.69 0.8137 0.06
disagree_prompt 59 18 12 41 23 0.32 0.0 19.34
contract_nli_confidentiality_of_agreement
neutral_prompt 75 39 5 36 2 0.54
yesno_prompt 32 31 40 1 10 0.87 0.0001 15.02
agree_prompt 32 30 39 2 11 0.84 0.0003 12.8
negated_agree_prompt 55 26 40 1 15 0.8 0.0024 9.19
disagree_prompt 64 25 2 39 16 0.33 0.0014 10.24
cuad_non-compete
neutral_prompt 261 218 178 43 3 0.9
yesno_prompt 185 176 212 9 45 0.88 0.428 0.63
agree_prompt 211 195 205 16 26 0.9 0.6885 0.16
negated_agree_prompt 204 211 194 27 10 0.92 0.2002 1.64
disagree_prompt 316 119 24 197 102 0.32 0.0 230.92
agb-de
neutral_prompt 444 26 300 418 11 0.43
yesno_prompt 34 4 688 30 33 0.92 0.0 314.21
agree_prompt 83 4 639 79 33 0.85 0.0 244.15
negated_agree_prompt 719 3 685 33 34 0.91 0.0 307.36
disagree_prompt 642 29 105 613 8 0.18 0.0 109.22
clauses-pl
neutral_prompt 1561 896 455 665 1437 0.39
yesno_prompt 2119 1250 251 869 1083 0.43 0.0001 15.93
agree_prompt 2529 1550 141 979 783 0.49 0.0 79.81
negated_agree_prompt 1103 1469 239 881 864 0.49 0.0 83.54
disagree_prompt 1864 1447 703 417 886 0.62 0.0 297.71
overall
neutral_prompt 4920 2557 1190 2363 1492 0.49
yesno_prompt 4156 2630 2027 1526 1419 0.61 0.0 270.91
agree_prompt 4891 3095 1757 1796 954 0.64 0.0 428.11
negated_agree_prompt 2684 3088 1723 1830 961 0.63 0.0 419.13
disagree_prompt 4510 2452 1495 2058 1597 0.52 0.0016 9.91
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Table 6: Detailed results for the Mistral-Small-24B model

Condition Pos TP TN FP FN Accuracy P-val Chi
definition_classification
neutral_prompt 986 526 186 460 165 0.53
yesno_prompt 715 611 542 104 80 0.86 0.0 350.09
agree_prompt 773 627 500 146 64 0.84 0.0 320.37
negated_agree_prompt 382 665 356 290 26 0.76 0.0 197.22
disagree_prompt 1102 671 215 431 20 0.66 0.0 71.6
cuad_cap_on_liability
neutral_prompt 1246 623 0 623 0 0.5
yesno_prompt 233 225 615 8 398 0.67 0.0 46.06
agree_prompt 278 264 609 14 359 0.7 0.0 64.05
negated_agree_prompt 905 320 602 21 303 0.74 0.0 98.13
disagree_prompt 1070 486 39 584 137 0.42 0.0 53.46
cuad_no-solicit_of_customers
neutral_prompt 84 42 0 42 0 0.5
yesno_prompt 37 37 42 0 5 0.94 0.0 27.57
agree_prompt 30 30 42 0 12 0.86 0.0001 15.57
negated_agree_prompt 47 37 42 0 5 0.94 0.0 27.57
disagree_prompt 44 2 0 42 40 0.02 0.0 38.02
contract_nli_explicit_identification
neutral_prompt 33 16 72 17 4 0.81
yesno_prompt 8 8 89 0 12 0.89 0.1096 2.56
agree_prompt 11 11 89 0 9 0.92 0.019 5.5
negated_agree_prompt 97 12 89 0 8 0.93 0.0123 6.26
disagree_prompt 90 7 6 83 13 0.12 0.0 65.98
hearsay
neutral_prompt 71 38 20 33 3 0.62
yesno_prompt 64 37 26 27 4 0.67 0.1824 1.78
agree_prompt 62 37 28 25 4 0.69 0.0704 3.27
negated_agree_prompt 35 36 30 23 5 0.7 0.0433 4.08
disagree_prompt 1 0 52 1 41 0.55 0.5557 0.35
contract_nli_confidentiality_of_agreement
neutral_prompt 81 41 1 40 0 0.51
yesno_prompt 35 34 40 1 7 0.9 0.0 20.89
agree_prompt 37 36 40 1 5 0.93 0.0 24.75
negated_agree_prompt 45 36 40 1 5 0.93 0.0 24.75
disagree_prompt 36 7 12 29 34 0.23 0.0013 10.3
cuad_non-compete
neutral_prompt 203 193 211 10 28 0.91
yesno_prompt 214 200 207 14 21 0.92 0.6892 0.16
agree_prompt 225 211 207 14 10 0.95 0.0216 5.28
negated_agree_prompt 203 215 197 24 6 0.93 0.2684 1.23
disagree_prompt 317 138 42 179 83 0.41 0.0 188.37
agb-de
neutral_prompt 592 35 161 557 2 0.26
yesno_prompt 233 19 504 214 18 0.69 0.0 283.4
agree_prompt 155 12 575 143 25 0.78 0.0 344.9
negated_agree_prompt 626 12 601 117 25 0.81 0.0 372.16
disagree_prompt 490 19 247 471 18 0.35 0.0005 12.21
clauses-pl
neutral_prompt 1583 838 375 745 1495 0.35
yesno_prompt 1069 580 631 489 1753 0.35 0.977 0.0
agree_prompt 1050 588 658 462 1745 0.36 0.3388 0.92
negated_agree_prompt 1281 1288 236 884 1045 0.44 0.0 83.49
disagree_prompt 2989 2164 295 825 169 0.71 0.0 712.98
overall
neutral_prompt 4879 2352 1026 2527 1697 0.44
yesno_prompt 2608 1751 2696 857 2298 0.58 0.0 345.75
agree_prompt 2621 1816 2748 805 2233 0.6 0.0 435.28
negated_agree_prompt 3621 2621 2193 1360 1428 0.63 0.0 650.01
disagree_prompt 6139 3494 908 2645 555 0.58 0.0 285.62
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Table 7: Detailed results for the gemma-2-27b-it model

Condition Pos TP TN FP FN Accuracy P-val Chi
definition_classification
neutral_prompt 1279 686 53 593 5 0.55
yesno_prompt 1253 689 82 564 2 0.58 0.0083 6.96
agree_prompt 1303 690 33 613 1 0.54 0.1058 2.62
negated_agree_prompt 3 690 2 644 1 0.52 0.0 34.69
disagree_prompt 753 522 415 231 169 0.7 0.0 67.85
cuad_cap_on_liability
neutral_prompt 1178 623 68 555 0 0.55
yesno_prompt 698 580 505 118 43 0.87 0.0 321.77
agree_prompt 734 606 495 128 17 0.88 0.0 376.76
negated_agree_prompt 433 619 429 194 4 0.84 0.0 347.22
disagree_prompt 682 102 43 580 521 0.12 0.0 471.47
cuad_no-solicit_of_customers
neutral_prompt 84 42 0 42 0 0.5
yesno_prompt 41 40 41 1 2 0.96 0.0 33.58
agree_prompt 44 42 40 2 0 0.98 0.0 38.02
negated_agree_prompt 39 42 39 3 0 0.96 0.0 37.03
disagree_prompt 39 0 3 39 42 0.04 0.0 32.09
contract_nli_explicit_identification
neutral_prompt 63 20 46 43 0 0.61
yesno_prompt 19 14 84 5 6 0.9 0.0 21.84
agree_prompt 23 17 83 6 3 0.92 0.0 27.22
negated_agree_prompt 86 17 83 6 3 0.92 0.0 27.22
disagree_prompt 80 6 15 74 14 0.19 0.0 31.74
hearsay
neutral_prompt 56 34 31 22 7 0.69
yesno_prompt 45 28 36 17 13 0.68 1.0 0.0
agree_prompt 50 33 36 17 8 0.73 0.2207 1.5
negated_agree_prompt 40 34 33 20 7 0.71 0.6171 0.25
disagree_prompt 60 21 14 39 20 0.37 0.0006 11.68
contract_nli_confidentiality_of_agreement
neutral_prompt 82 41 0 41 0 0.5
yesno_prompt 41 40 40 1 1 0.98 0.0 35.22
agree_prompt 41 40 40 1 1 0.98 0.0 35.22
negated_agree_prompt 41 40 40 1 1 0.98 0.0 35.22
disagree_prompt 42 2 1 40 39 0.04 0.0 34.22
cuad_non-compete
neutral_prompt 243 197 175 46 24 0.84
yesno_prompt 301 213 133 88 8 0.78 0.001 10.78
agree_prompt 362 220 79 142 1 0.68 0.0 43.56
negated_agree_prompt 49 221 49 172 0 0.61 0.0 68.01
disagree_prompt 133 18 106 115 203 0.28 0.0 187.14
agb-de
neutral_prompt 413 29 334 384 8 0.48
yesno_prompt 372 26 372 346 11 0.53 0.0028 8.96
agree_prompt 607 33 144 574 4 0.23 0.0 127.71
negated_agree_prompt 417 19 399 319 18 0.55 0.0003 13.32
disagree_prompt 270 7 455 263 30 0.61 0.0 17.95
clauses-pl
neutral_prompt 3309 2196 7 1113 137 0.64
yesno_prompt 2537 1560 143 977 773 0.49 0.0 316.8
agree_prompt 2697 1680 103 1017 653 0.52 0.0 279.56
negated_agree_prompt 468 1918 53 1067 415 0.57 0.0 149.89
disagree_prompt 995 848 973 147 1485 0.53 0.0 56.09
overall
neutral_prompt 6707 3868 714 2839 181 0.6
yesno_prompt 5307 3190 1436 2117 859 0.61 0.3012 1.07
agree_prompt 5861 3361 1053 2500 688 0.58 0.0 16.68
negated_agree_prompt 1576 3600 1127 2426 449 0.62 0.0001 16.26
disagree_prompt 3054 1526 2025 1528 2523 0.47 0.0 217.89
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Table 8: Detailed results for the Llama-3.3-70B model

Condition Pos TP TN FP FN Accuracy P-val Chi
definition_classification
neutral_prompt 562 520 604 42 171 0.84
yesno_prompt 734 658 570 76 33 0.92 0.0 46.13
agree_prompt 758 661 549 97 30 0.91 0.0 29.13
negated_agree_prompt 528 671 508 138 20 0.88 0.0014 10.16
disagree_prompt 1316 681 11 635 10 0.52 0.0 242.51
cuad_cap_on_liability
neutral_prompt 828 619 414 209 4 0.83
yesno_prompt 209 202 616 7 421 0.66 0.0 73.98
agree_prompt 215 210 618 5 413 0.66 0.0 67.89
negated_agree_prompt 969 268 614 9 355 0.71 0.0 40.83
disagree_prompt 1103 612 132 491 11 0.6 0.0 265.0
cuad_no-solicit_of_customers
neutral_prompt 84 42 0 42 0 0.5
yesno_prompt 40 40 42 0 2 0.98 0.0 34.57
agree_prompt 40 40 42 0 2 0.98 0.0 34.57
negated_agree_prompt 43 41 42 0 1 0.99 0.0 37.21
disagree_prompt 83 42 1 41 0 0.51 1.0 0.0
contract_nli_explicit_identification
neutral_prompt 14 9 84 5 11 0.85
yesno_prompt 9 8 88 1 12 0.88 0.5791 0.31
agree_prompt 13 11 87 2 9 0.9 0.3017 1.07
negated_agree_prompt 95 12 87 2 8 0.91 0.1814 1.79
disagree_prompt 96 10 3 86 10 0.12 0.0 67.84
hearsay
neutral_prompt 31 25 47 6 16 0.77
yesno_prompt 28 25 50 3 16 0.8 0.505 0.44
agree_prompt 30 26 49 4 15 0.8 0.3711 0.8
negated_agree_prompt 69 21 49 4 20 0.74 0.7237 0.12
disagree_prompt 68 19 4 49 22 0.24 0.0 27.76
contract_nli_confidentiality_of_agreement
neutral_prompt 44 38 35 6 3 0.89
yesno_prompt 38 37 40 1 4 0.94 0.3428 0.9
agree_prompt 40 39 40 1 2 0.96 0.1138 2.5
negated_agree_prompt 43 38 40 1 3 0.95 0.1824 1.78
disagree_prompt 48 7 0 41 34 0.09 0.0 62.13
cuad_non-compete
neutral_prompt 205 196 212 9 25 0.92
yesno_prompt 205 195 211 10 26 0.92 0.8312 0.05
agree_prompt 193 183 211 10 38 0.89 0.0056 7.68
negated_agree_prompt 228 201 208 13 20 0.93 1.0 0.0
disagree_prompt 411 221 31 190 0 0.57 0.0 116.63
agb-de
neutral_prompt 143 14 589 129 23 0.8
yesno_prompt 159 8 567 151 29 0.76 0.0254 4.99
agree_prompt 331 17 404 314 20 0.56 0.0 147.57
negated_agree_prompt 297 25 285 433 12 0.41 0.0 260.75
disagree_prompt 680 34 72 646 3 0.14 0.0 420.54
clauses-pl
neutral_prompt 2465 1448 103 1017 885 0.45
yesno_prompt 1668 932 384 736 1401 0.38 0.0 53.63
agree_prompt 2452 1461 129 991 872 0.46 0.1086 2.57
negated_agree_prompt 875 1600 142 978 733 0.5 0.0 58.89
disagree_prompt 3145 2236 211 909 97 0.71 0.0 633.72
overall
neutral_prompt 4376 2911 2088 1465 1138 0.66
yesno_prompt 3090 2105 2568 985 1944 0.61 0.0 49.96
agree_prompt 4072 2648 2129 1424 1401 0.63 0.0 28.07
negated_agree_prompt 3147 2877 1975 1578 1172 0.64 0.0007 11.39
disagree_prompt 6950 3862 465 3088 187 0.57 0.0 133.29
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Table 9: Detailed results for the gpt-4o-2024-08-06 model

Condition Pos TP TN FP FN Accuracy P-val Chi
definition_classification
neutral_prompt 508 449 587 59 242 0.77
yesno_prompt 711 630 565 81 61 0.89 0.0 81.85
agree_prompt 804 663 505 141 28 0.87 0.0 47.41
negated_agree_prompt 422 682 413 233 9 0.82 0.0062 7.49
disagree_prompt 525 130 251 395 561 0.28 0.0 535.31
cuad_cap_on_liability
neutral_prompt 1226 623 20 603 0 0.52
yesno_prompt 214 209 618 5 414 0.66 0.0 33.09
agree_prompt 272 265 616 7 358 0.71 0.0 58.88
negated_agree_prompt 926 305 608 15 318 0.73 0.0 79.87
disagree_prompt 910 339 52 571 284 0.31 0.0 177.97
cuad_no-solicit_of_customers
neutral_prompt 84 42 0 42 0 0.5
yesno_prompt 38 38 42 0 4 0.95 0.0 29.76
agree_prompt 35 35 42 0 7 0.92 0.0 23.59
negated_agree_prompt 42 42 42 0 0 1.0 0.0 40.02
disagree_prompt 44 3 1 41 39 0.05 0.0 34.22
contract_nli_explicit_identification
neutral_prompt 32 15 72 17 5 0.8
yesno_prompt 17 15 87 2 5 0.94 0.0007 11.53
agree_prompt 20 16 85 4 4 0.93 0.0005 12.07
negated_agree_prompt 87 16 83 6 4 0.91 0.0033 8.64
disagree_prompt 87 3 5 84 17 0.07 0.0 64.04
hearsay
neutral_prompt 28 24 49 4 17 0.78
yesno_prompt 39 31 45 8 10 0.81 0.5791 0.31
agree_prompt 38 30 45 8 11 0.8 0.7518 0.1
negated_agree_prompt 53 31 43 10 10 0.79 1.0 0.0
disagree_prompt 55 21 19 34 20 0.43 0.0001 15.28
contract_nli_confidentiality_of_agreement
neutral_prompt 80 41 2 39 0 0.52
yesno_prompt 35 35 41 0 6 0.93 0.0 22.76
agree_prompt 38 37 40 1 4 0.94 0.0 25.93
negated_agree_prompt 38 38 35 6 3 0.89 0.0 23.36
disagree_prompt 41 5 5 36 36 0.12 0.0 23.81
cuad_non-compete
neutral_prompt 171 167 217 4 54 0.87
yesno_prompt 195 184 210 11 37 0.89 0.1227 2.38
agree_prompt 210 196 207 14 25 0.91 0.0073 7.2
negated_agree_prompt 222 203 204 17 18 0.92 0.0017 9.88
disagree_prompt 256 83 48 173 138 0.3 0.0 208.21
agb-de
neutral_prompt 132 13 599 119 24 0.81
yesno_prompt 283 19 454 264 18 0.63 0.0 76.48
agree_prompt 234 16 500 218 21 0.68 0.0 40.65
negated_agree_prompt 550 18 531 187 19 0.73 0.0 22.75
disagree_prompt 520 18 216 502 19 0.31 0.0 272.28
clauses-pl
neutral_prompt 1499 779 400 720 1554 0.34
yesno_prompt 1082 573 611 509 1760 0.34 0.899 0.02
agree_prompt 1955 1219 384 736 1114 0.46 0.0 176.11
negated_agree_prompt 1293 1379 339 781 954 0.5 0.0 247.6
disagree_prompt 2588 1861 393 727 472 0.65 0.0 506.13
overall
neutral_prompt 3760 2153 1946 1607 1896 0.54
yesno_prompt 2614 1734 2673 880 2315 0.58 0.0 34.73
agree_prompt 3606 2477 2424 1129 1572 0.64 0.0 236.4
negated_agree_prompt 3633 2714 2298 1255 1335 0.66 0.0 292.15
disagree_prompt 5026 2463 990 2563 1586 0.45 0.0 92.37
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