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Abstract

Retrieval-augmented generation (RAG) intro-
duces additional information to enhance large
language models (LLMs). In machine trans-
lation (MT), previous work typically retrieves
in-context examples from paired MT corpora,
or domain-specific knowledge from knowledge
graphs, to enhance MT models. However, a
large amount of world knowledge is organized
in unstructured documents, and might not be
fully paired across different languages. In this
paper, we study retrieval-augmented MT using
unstructured documents. Specifically, we build
RAGtrans, the first benchmark to train and eval-
uate LLMs’ retrieval-augmented MT ability.
RAGtrans contains 169K MT samples collected
via GPT-40 and human translators. Besides,
documents from various languages are also pro-
vided to supply the knowledge to these sam-
ples. Based on RAGtrans, we further propose
a multi-task training method to teach LLMs
how to use information from multilingual docu-
ments during their translation. The method uses
existing multilingual corpora to create auxiliary
training objectives without additional labeling
requirements. Extensive experiments show that
the method improves LLMs by 1.6~3.1 BLEU
and 1.0~2.0 COMET scores in En=-7Zh, and
1.7~2.9 BLEU and 2.1~2.7 COMET scores in
En=-De. We also conclude the critical difficul-
ties that current LLMs face with this task.!

1 Introduction

Retrieval-augmented generation (RAG) has grown
into a practical paradigm in the development of
large language models (LLMs). With the help of
retrieved information, LLMs could generate more
accurate and knowledge-enrich responses (Li et al.,
2022; Gao et al., 2023).

Previous work brought RAG into machine trans-
lation (MT), and could be mainly classified into the
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following two streams: (1) Retrieving in-context
examples (also known as “translation memory”):
for a source sentence, a few studies retrieve the
relevant paired sentences from bilingual corpora
to enhance MT models (Zhang et al., 2018; Bulte
and Tezcan, 2019; Khandelwal et al., 2021; He
et al., 2021; Hoang et al., 2023). Further, Cai et al.
(2021) relax the bilingualism limitation, and try
to directly retrieve similar target-language transla-
tions to enhance models. (2) Retrieving knowledge
triplets: the others retrieve relevant information
from knowledge graphs to let the models know
domain or cultural knowledge w.r.t. the source
sentences (Conia et al., 2024; Chen et al., 2024b).
Despite the great success that has been achieved,
a large amount of world knowledge is organized
in unstructured documents, and might not be fully
paired across different languages. This unstruc-
tured knowledge is neglected by previous work.
For example, Wikipedia serves as an encyclopedia
of world knowledge. Most of its information is
listed in documents. Besides, for a piece of specific
knowledge, Wikipedia does not always provide it
in all languages. Though multilingual informa-
tion of some general knowledge is provided, their
content might be differentiated among different
languages (Perez-Beltrachini and Lapata, 2021).
In this paper, we study retrieval-augmented MT
using unstructured documents. Since we are the
first to study this topic and previous datasets do not
support the research, we first build a benchmark
dataset, named RAGtrans. In detail, RAGtrans is
collected based on Wikipedia with three key fea-
tures: (i) Knowledge-intensive sentences: RAG-
trans randomly selects 169K English sentences
from Wikipedia as the source sentences, which gen-
erally come from the lead paragraphs of different
Wikipedia pages, containing knowledge-intensive
semantics. Thus, understanding these source sen-
tences tends to require additional knowledge. (ii)
Useful relevant documents: To achieve retrieval-
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augmented MT, for each source sentence, its fol-
lowing content on the Wikipedia page (in English)
could serve as its relevant document. (iii) Trans-
ferability to multilingual RAG: Wikipedia also pro-
vides multilingual parallel content. Therefore, for a
source sentence, its relevant knowledge in different
languages can also serve as relevant documents. As
a result, MT models can leverage knowledge from
multilingual documents beyond the source and the
target languages. In this work, we choose Chinese,
German, French and Czech. After collecting the
source English sentences and relevant documents,
we randomly split them into training, validation
and testing sets. For training and validation sam-
ples, we employ GPT-40 (OpenAl, 2024) to collect
the Chinese or German translation; while we em-
ploy professional human translators to perform the
same process for the testing samples. Finally, RAG-
trans involves 79K retrieval-augment En=-7Zh and
90K En=-De MT samples?, each of which con-
tains an English source sentence, a document in
English, Chinese, German, French or Czech, and
the corresponding translation.

Based on RAGtrans, we train LLMs and evaluate
their retrieval-augmented MT performance from
the following settings: (1) Golden evaluation: pro-
viding LLMs with the golden relevant documents
during data collection, and testing the translation
performance. (2) Robustness evaluation: providing
irrelevant documents to test the LLMs’ robustness.
(3) Full Wiki evaluation: Equipping LLMs with
a (multilingual) retriever to first retrieve relevant
documents from the whole Wikipedia, and then
evaluate their retrieval-augmented MT ability.

Furthermore, during the application phase of a
retrieval-augmented MT model, the model might
receive multiple documents from various lan-
guages. These multilingual documents are not re-
stricted to parallel documents and can convey di-
verse meanings. In light of this, we propose a multi-
task training method to enhance LLMs’ ability to
leverage multilingual knowledge. Specifically, we
design three training objectives, i.e., cross-lingual
information completion, self-knowledge-enhanced
translation and cross-lingual relevance discrimina-
tion. Among them, cross-lingual information com-
pletion and cross-lingual relevance discrimination
train LLMs to refine and judge information from
multilingual documents. Self-knowledge-enhanced

2En=-Zh means the translation from English to Chinese;
En=-De means the translation from English to German. En:
English; Zh: Chinese; De: German

translation lets LLMs generate relevant knowledge
in various languages for the source sentences, and
then perform MT with the help of its multilingual
self-knowledge. The multi-task training samples of
these objectives can be automatically created from
existing multilingual corpora, and do not need any
additional labeling costs. Experiments on RAG-
trans show that the multi-task training method im-
proves LLMs’ ability to leverage relevant knowl-
edge. Using Qwen2.5-7B (Yang et al., 2024) as
the backbone, compared with simply instruction-
tuning on RAGtrans, the retrieval-augmented MT
performance is improved by 1.6~3.1 BLEU and
1.0~2.0 COMET scores in En=7h, and 1.7~2.9

BLEU and 2.1~2.7 COMET scores in En=-De. Fi-

nally, we discuss specific challenges that current

approaches faced with this task and give multiple
promising directions for future research.
Our main contributions are concluded as follows:

* To the best of our knowledge, we are the first
to study retrieval-augmented MT using unstruc-
tured knowledge. To this end, we construct the
first corresponding benchmark dataset, i.e., RAG-
trans, containing 169K translation samples col-
lected via GPT-40 and human translators.

* We propose a multi-task training method with
three designed training objectives to improve
LLMs’ retrieval-augmented MT ability. The
multi-task training samples are low-cost, and do
not require additional labeling costs.

¢ In-depth analyses of the retrieval-augmented MT
results on automatic evaluation and human eval-
uation provide a deeper understanding of this
research direction.

2 RAGtrans

In this section, we first discuss how we select En-
glish source sentences and their relevant documents
from Wikipedia (§ 2.1). Then, we introduce the de-
tails of the data translation via GPT-40 and human
translators (§ 2.2). Finally, we give statistical anal-
yses of RAGtrans (§ 2.3), and provide the details
of benchmark settings (§ 2.4).

2.1 Data Selection

When deciding the source sentences we focus on,
there are three requirements that should be met: (1)
The source sentences should involve knowledge-
intensive semantics, otherwise, they might be triv-
ial to translate and do not need additional knowl-
edge. (2) It should be convenient to collect their
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relevant documents from existing resources, oth-
erwise, annotating relevant documents is labor-
intensive. (3) It should also be possible to collect
relevant documents in other languages. This is be-
cause world knowledge is recorded in multilingual
form. If we restrict the language of the retrieved
documents, the practicality will decrease.

After carefully comparing existing open-source
resources, we decide to select both source sen-
tences and relevant documents from Wikipedia.
Formally, we denote an English document on
a Wikipedia page as D" = {p{",p%", ..., pTBI}’
where pf" indicates the i-th paragraph in D". In-
spired by Perez-Beltrachini and Lapata (2021),
the lead paragraph of a Wikipedia page contains
knowledge-intensive semantics. Thus, we use p{"
from each randomly selected Wikipedia page as
a source sentence to meet the requirement (1). In
view of the paragraphs on the same Wikipedia page
are generally highly related, to meet the require-
ment (2) for p{", we randomly select its consecutive
paragraphs, i.e., D"\ p$", as its relevant document.
To further collect relevant documents beyond En-
glish, i.e., the requirement (3), we exploit the paral-
lel documents in other languages of D" provided
by Wikipedia. In this work, we choose Chinese,
German, French and Czech, and denote the cor-
responding parallel documents as D??, Dd¢ Dff
and D, respectively. Given this, the consecutive
paragraphs from D!\ p! (I € {zh, de, fr, cs}) form
as the relevant document in other languages.

To ensure robustness, for a small number of
source sentences, we randomly select documents
from the whole Wikipedia to serve as noisy docu-
ments. After the above process, we obtain 169K
English source sentences. For each sentence, a
(relevant or noisy) document in English, Chinese,
German, French or Czech is also provided.

2.2 Translation Annotation

For a given source sentence, we next collect its
translation in the target language conditioned on
the corresponding document. In this work, we fo-
cus on En=Z7h and En=-De translation, and we
collect the Chinese translation for the 79K English
sentences, while German translation for the remain-
ing 90K English sentences. Considering the trade-
off between quality and cost, we decide to translate
the source sentences of the training and validation
sets via GPT-40 (OpenAl, 2024), while those of
the testing set are translated via human translators.
GPT-4o translation. Given a source sentence and

[Format Controlling & Scoring

( [Judgment]: The document \

suideline]: [...
Guideline]: [...] provides detailed information about

[Document]: Link aggregation addresses link aggregation, including its

two problems with Ethernet connections: T

and lack of resilience.

providing redundancy, which aligns
With regard to the first issue: bandwidth

GPT-40

with the input sentence. This context

requirements do not scale linearly. Ethernet helps ensure accurate translation of

bandwidths historically have increased technical terms and concepts.

tenfold each ... [Score]: 4
[Translation]: 7 it EHLF % &,

HHERA ARy ZALHTAE

\FNASEERE I BELE... /

[Source Sentence]: In computer

networking, the term link aggregation refers

to various methods of combining multiple

network connections ...

Figure 1: The overview of GPT-40 translation.

the corresponding document, we prompt GPT-40
to perform retrieval-augmented MT to collect its
Chinese or German translation. To achieve better
translation, we let GPT-4o first judge the relevance
of the given document to respond with a judgment
and a 5-point rating, and then translate the sentence
in a chain-of-thought (CoT) manner. Figure 1 gives
a brief overview of the process. We also provide an
example of the complete prompt, quality analysis
and other details in Appendix A.

Human translation. For source sentences in the
testing set, we employ 17 professional human trans-
lators to collect the Chinese or German translations.
Among them, 10 translators are En=-Zh translators
while 7 translators are En=-De translators. All
translators are native Chinese. For En=Z7h trans-
lators, they major in English, and have passed the
English translator qualification. For En=-De trans-
lators, they major in German, and have passed the
German translator qualification. We only provide
the source English sentences to the annotators, and
encourage them to search for the information they
need from Wikipedia. In addition, there are five
data reviewers with rich experience in checking
translation quality, and 20% of the sentences trans-
lated by each translator are checked by a reviewer.
If the translation accuracy is lower than 95%, the
translator needs to modify all his/her translations
under the guidance of the reviewer.

Finally, we obtain 79K En=Z7h and 90K
En=-De retrieval-augmented MT samples. Among
them, 77K En=-Zh and 88K En=-De samples from
the training and validation sets are translated by
the GPT-4o translator. Each sample can be formu-
lated as a triplet (s, d’,t), where s and ¢ indicate
the source English sentence and its translation, re-
spectively. d' indicates the given document for s,
and [ € {en, zh, de, fr, cs} represents its language.
In addition, 2K En=-Zh and 2K En=-De samples
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En=Zh
Type Lang. Train Valid Test Train Valid Test

Document En=De

En 19,500 500 19500 500
Zh 19,500 500 19500 500
Relevant De 9,700 300 19500 500
Fr 9,700 300 9700 300
Cs 9,700 300 9700 300
En 1,850 150 2,000 1850 150 2,000
Zh 1,850 150 1850 150
Noisy De 900 100 1850 150
Fr 900 100 900 100
Cs 900 100 900 100
Total 74,500 2,500 2,000 85250 2750 2000

Table 1: The number of retrieval-augment MT samples
in RAGtrans w.r.t. different types and different lan-
guages (Lang.) of documents.

25000 24511(35.02)% 24985(35.69)%

20000 1

15000 4 15017(21.45)%

Number

10000

5000 4545(6.49)%
942(1.35)%
0 T T

1 2 3 4 5
Relevance score

Figure 2: The distribution of relevance scores.

from the testing set are translated by human transla-
tors. For each test sample, we provide the relevant
English, Chinese and German documents (derived
from the corresponding and parallel Wikipedia doc-
uments) in RAGtrans. Thus, a testing sample could
be formulated as a quintuple (s, d*", d*", d%°, t).

2.3 Data Statistics

Table 1 shows the number of samples w.r.t. differ-
ent types (relevant or noisy) and different languages
of the given documents. In the En=-Zh training and
validation sets, 8.59% and 24% of samples are asso-
ciated with noisy documents. We emphasize the ra-
tio of noisy documents in the validation set since ro-
bustness is vital in real applications. En=-De sam-
ples also show the same tendency. Moreover, for
the training and validation samples, GPT-40 also
outputs a 5-point rating (named relevance score)
w.r.t. the given documents (c.f. right middle section
in Figure 1). Taking En=-Zh as an example, for
samples with relevant documents, we also calculate
the distribution of their relevance scores. As shown
in Figure 2, more than 92% of the documents are
regarded as “relevant” (> 3) by GPT-40. For sam-

Min. Max. Avg.  95th ptcl.

Source (En) 5 526 85.83 173
Target (Zh) 6 669  100.26 202
Document (En) 2 3,254  326.08 874
En=Zh Document (Zh) 2 4,456 349.65 925
Document (De) 33 1,065 367.43 791
Document (Fr) 29 3,481 365.09 902
Document (Cs) 38 962  369.84 769
Source (En) 6 559 83.19 168
Target (De) 8 679  101.27 206
Document (En) 26 1155 322.85 786
En=-De Document (Zh) 11 1446  339.36 854
Document (De) 31 1026  360.68 784
Document (Fr) 29 3265 36231 888
Document (Cs) 41 943  369.05 779

Table 2: The minimum (Min.), maximum (Max.), aver-
age (Avg.) and 95th percentile (ptcl.) of tokens in the
source sentence, target translation, and documents.

ples with noisy documents, 99.93% (6,995/7,000)
of samples are judged as “1”, while the remaining
0.07% (5/7000) are “2”.

As for the length of source sentences, target sen-
tences and documents, we use tiktoken? to calcu-
late their token-level length. Table 2 shows the
minimum, maximum, and average length. 95th per-
centile of length is also provided. We find that an
extremely small number of documents only have
single-digit tokens, which should be considered
as noises, and we reserve these samples under the
robustness consideration.

2.4 Benchmark Settings

We design three benchmark settings to evaluate the
retrieval-augmented MT models: (1) Golden Eval-
uation: For each testing sample (s, d°", d*, d%, ¢),
we give the source sentence (s) and a golden rele-
vant document (d®"/d/d%) to the model, and eval-
uate models’ translation. (2) Robustness Evalua-
tion: We give s and an irrelevant document (ran-
domly selected from Wikipedia) to the model, and
evaluate its translation. (3) Full Wiki Evaluation:
This setting equips the MT models with a retriever,
and truly tests models’ retrieval-augmented MT
ability. For a given s, aretriever should first retrieve
relevant documents from the whole Wikipedia, and
then input both s and retrieved documents to the
MT model to get translation.

3  Multi-Task Training

To further enhance LLMs’ retrieval-augmented MT
ability, we propose a multi-task training method,
named CSC, which involves three designed train-

‘https://github.com/openai/tiktoken

5861


https://github.com/openai/tiktoken

ing objectives, i.e., Cross-lingual information com-
pletion, Self-knowledge-enhanced translation and
Cross-lingual relevance discrimination. In this sec-
tion, we first introduce these objectives (§ 3.1) and
then discuss how to create their training samples
from existing corpora (§ 3.2).

3.1 Multi-Task Training Objectives

When developing a retrieval-augment MT model in
real applications, it is possible to retrieve informa-
tion from multilingual knowledge bases for a given
source sentence. As a result, the model might re-
ceive multiple documents from various languages,
extending beyond both the source and target lan-
guages. In such a situation, the challenge of effec-
tively refining knowledge from these multilingual
documents becomes increasingly significant. To
this end, we design three training objectives:

(1) Cross-lingual information completion. Given
a multilingual document d™* whose paragraphs
might be in different languages, and its truncated
summary ¢ in one language (e.g., English), we
require LLMs to expand ¢ to a complete summary
y. Formally, this objective can be formulated as
O(y|d™*, §), where © denotes the LLMs.

(2) Self-knowledge-enhanced translation. As re-
vealed by recent RAG studies (Wang et al., 2023b;
Liu et al., 2024; Asai et al., 2024), RAG models
can achieve better performance with the help of
their own knowledge. Inspired by this idea, we de-
sign self-knowledge-enhanced translation. Specifi-
cally, given a source sentence s, LLMs first gener-
ate its relevant document d’ in a specific language
[ € {en, zh, de, fr, cs} and then incorporate the doc-
ument to translate s to ¢, denoted as O(t|d!|s).

(3) Cross-lingual relevance discrimination.
Given that the retrieved documents may be in vari-
ous languages, a crucial capability is to assess the
relevance between two texts in different languages.
To this end, given a document pair (d'*,d'2) (I
= lg), l1 and l9 denote the languages of the docu-
ments, the model is required to generate the rele-
vance between d'! and d'2, denotes as r(d'!, d'?).
The object can be formulated as O (r|d't, d'?)

3.2 Multi-Task Training Samples

To create the samples for these training objectives,
a principle is to reformulate existing corpora in-
stead of labeling new data to ensure scalability.
(1) Cross-lingual information completion. To
create the multilingual document d™* and its sum-
mary y, we reformulate the Wikipedia corpus. As

revealed by Perez-Beltrachini and Lapata (2021),
the lead paragraph in a Wikipedia page could be
regarded as its summary. Given this, for an English
Wikipedia page D", we extract its lead paragraph
(i.e., p{") as y, and randomly truncate y to §. We
next construct ™ from the remaining paragraphs
D" = {pe"|i > 2}, and the parallel counterparts
in other languages, i.e., D™, D%, D' and D% in
this work. Since there might be redundant infor-
mation across parallel paragraphs, we use MMR
algorithm (Carbonell and Goldstein, 1998) to se-
lect paragraphs from these multilingual paragraphs,
e, ! 15’, to form d™*. MMR is a statistical algo-
rithm that iteratively selects key paragraphs from
the given document, at each selection step, it evalu-
ates the relevance and redundancy of the unselected
paragraphs in relation to the selected ones to deter-
mine which paragraph to select in that step.

(2) Self-knowledge-enhanced translation. We
reformulate previous multilingual MT corpora to
create samples. In detail, we use TED talk cor-
pus (Aharoni et al., 2019), where each sentence is
provided with multilingual parallel sentences. For
an English sentence s®", we input the sentence or
its parallel sentences in other languages (i.e., s) to
a LLM ©, and prompt © to generate its relevant
knowledge in the corresponding languages, i.e., d.
In this way, d' could be used as a relevant document
to translate s°" to other languages.

(3) Cross-lingual relevance discrimination. We
reformulate the parallel Wikipedia documents to
create the samples. Intuitively, randomly selected
paragraphs from two parallel documents are rel-
evant; while those from different documents are
irrelevant. In this way, we create the document pair
and the corresponding boolean relevance.

4 Experiments

4.1 Experimental Setup

Metrics. Following previous work, we adopt
BLEU (Papineni et al., 2002) and reference-based
COMET score (Rei et al., 2022). BLEU evaluates
n-grams overlap between the generated translations
and corresponding references, while COMET eval-
uates the semantic similarity of translations against
references. Besides, recent studies (Kocmi and Fe-
dermann, 2023; Wang et al., 2023a) also show the
strong ability of LLMs in NLP evaluation. Thus,
we use evaluators implemented using GPT-40 in
reference-based and reference-free styles, which
we refer to as GRB and GRF, respectively.
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Zero-Shot LLMs

English=-Chinese (En=Zh)

SFT LLMs

SFT+CSC LLMs

Zero-Shot LLMs

English=-German (En=-De)

SFT LLMs

SFT+CSC LLMs

w/ Empty Document

Qwen2.5-7B
Qwen2.5-14B
LLama-3-8B
Mistral-7B

B W -

50.1/84.6/85.5/87.0
51.3/84.7/86.2/87.7
40.9/77.5/80.4/78.1
38.1/76.4/79.8/71.6

54.6/86.7/88.5/89.1
554/87.0/89.1/89.4
54.4/86.6/88.1/88.2
53.6/86.3/87.7/88.1

56.8/87.7/91.2/91.8
57.6/87.9/91.6/92.0
56.1/87.6/90.3/91.1
54.7/87.2/90.1/90.5

56.1/66.7/74.7/78.1
57.6/67.3/79.1/81.3
59.1/67.4/81.4/85.0
46.8/60.1/67.1/72.2

59.2/69.7/81.5/83.4
60.2/70.6/82.1/849
60.1/70.6/82.6/85.2
59.7/70.2/81.7/84.0

60.9/71.8/84.4/86.9
61.6/72.0/85.0/87.5
61.6/72.0/85.0/87.8
61.3/71.9/82.2/85.4

w/ Noisy Document

Qwen2.5-7B
Qwen2.5-14B
LLama-3-8B
Mistral-7B

0 N W

48.6/83.4/84.6/86.1
49.4/83.7/84.9/86.5
26.3/74.6/78.2/78.9
24.3/73.9/77.7178.0

54.7/86.7/88.5/89.1
55.5/87.0/89.2/89.4
54.3/86.6/88.0/88.2
53.5/86.3/87.7/88.1

56.5/87.7/91.1/91.8
57.7/87.9/91.6/92.1
56.1/87.6/90.3/91.1
54.5/87.1/90.0/90.5

55.2/66.0/74.0/76.9
56.3/66.2/77.8/80.2
57.9/66.5/79.7/81.5
41.9/59.3/62.4/65.7

59.0/69.7/81.2/83.0
60.2/70.6/81.9/84.6
60.2/70.7/82.8/852
59.5/70.1/81.5/83.9

61.1/71.9/84.2/86.1
61.6/72.2/85.1/87.8
61.5/72.0/84.9/875
61.5/72.0/82.4/85.6

w/

Golden English Document

9 Qwen2.5-7B
10 Qwen2.5-14B
11 LLama-3-8B
12 Mistral-7B

49.6/84.3/85.1/86.5
50.6/84.5/85.5/87.1
29.4/75.3/80.2/80.9
26.6/74.8/79.8/80.3

57.1/87.7/90.6/91.3
57.0/87.9/91.1/91.8
55.8/87.6/89.7/90.4
54.9/87.3/89.5/89.8

58.7/88.7/92.5/93.1
59.4/88.9/92.7/93.3
58.0/88.6/91.4/92.0
56.6/88.1/91.1/91.9

554/66.2/73.5/77.4
57.2/67.3/78.2/81.0
58.7/67.2/80.9/85.3
42.3/60.2/66.7/69.6

61.2/71.3/83.1/85.6
61.5/71.7/83.9/86.0
61.7/71.7/84.0/86.5
61.4/71.5/83.5/85.8

63.5/73.4/84.6/879
63.8/73.7/87.0/88.2
64.2/73.6/87.8/89.1
63.4/729/85.8/879

w/

Golden Chinese Document

13 Qwen2.5-7B
14 Qwen2.5-14B
15 LLama-3-8B
16 Mistral-7B

49.9/84.4/85.4/86.7
50.7/84.7/85.7/87.0
35.7/76.4/80.8/81.0
34.9/75.2/79.8/80.4

57.3/87.1/91.2/91.5
58.1/87.2/91.7/92.0
57.1/87.0/90.2/90.8
56.4/87.8/89.9/90.3

60.0/89.1/93.1/93.6
60.5/89.2/93.3/93.7
59.5/89.0/92.8/93.2
58.8/88.8/92.6/93.0

54.5/652/72.2/74.9
55.8/66.2/77.4/80.3
57.0/66.7/79.3/83.1
41.8/59.0/65.8/68.2

60.3/70.4/82.3/84.2
61.2/71.2/83.0/85.3
61.1/71.0/82.7/84.9
60.7/70.8/82.5/84.6

63.2/73.1/84.3/87.3
63.8/73.5/87.1/88.3
63.8/73.2/87.5/89.3
63.3/73.1/85.9/88.2

w/

Golden German Doc

ument

17 Qwen2.5-7B
18  Qwen2.5-14B
19 LLama-3-8B
Mistral-7B

44.2/83.2/84.3/85.1
452/82.9/84.8/85.6
35.3/74.8/78.5/78.9
35.0/73.3/77.3/76.5

55.6/87.2/88.9/89.6
56.3/87.5/89.4/89.7
55.1/87.1/88.6/89.1
54.3/86.8/88.3/88.8

58.7/88.7/92.4/93.1
59.4/889/927/93.1
57.7/88.6/91.3/91.7
56.6/88.1/91.0/91.7

55.8/66.4/76.9/171.8
574/67.5/78.6/80.9
60.0/67.5/81.7/84.9
46.1/59.6/66.4/71.8

62.0/72.3/83.6/852
62.6/72.7/842/85.7
62.6/72.5/84.5/85.8
61.9/72.0/83.5/84.8

64.5/74.5/85.9/90.0
65.1/74.7/88.2/90.4
65.0/74.6/88.4/90.0
64.6/74.0/87.8/88.8

Table 3: Experimental results (BLEU / COMET / GRB / GRF) on RAGtrans. “SFT LLMs” denotes the LLMs are
instruction-tuned on the training data of RAGtrans, while “SFT+CSC LLMs” denotes the LLMs are instruction-
tuned on both RAGtrans and CSC multi-task training. All results of SFT+CSC LLM:s are statistically significantly
better than those of the corresponding SFT LLMs with t-test p < 0.01.

Backbones. We adopt four LLMs in the experi-
ments: (1) Qwen2.5-7B-Instruct and (2) Qwen?2.5-
14B-Instruct (Yang et al., 2024) are two cutting-
edge Qwen-series LLMs. (3) Llama-3-8B (Dubey
et al., 2024) is the latest llama-series LLM. (4)
Mistral-7B (Jiang et al., 2023) also shows great
performance among the same-scale LLMs.
Retriever. To support the full Wiki evaluation in
RAGtrans, we implement two retrievers in the ex-
periments: (1) BM25 (Robertson et al., 2009) is
a traditional lexical search method that matches
keywords efficiently with an inverted index. For a
given source sentence, BM25 can retrieve its rele-
vant documents only in the same language. (2)
BGE-m3 (Chen et al., 2024a) is a multilingual
sentence embedding model that supports dense re-
trievals across different languages.
Implementation Details. For details about train-
ing hyper-parameters, SFT prompts, model check-
points, training costs, CSC training samples and
metric implementation, please refer to Appendix B.

4.2 Main Results

Table 3 shows the main results of the golden and
robustness evaluation settings. For each LLM, we
evaluate its retrieval-augmented MT performance
when giving empty, noisy or golden documents.

Zero-Shot Performance. Among all backbones,

Qwen2.5-14B typically performs best in En=-Zh
while Llama-3-8B performs best in En=-De. When
giving noisy documents to LLMs, the MT per-
formance of all LLMs decreases compared with
those of giving empty documents. For example,
Qwen2.5-7B (w/ empty document) achieves 50.1
BLEU and 84.6 COMET in En=-Zh, while the
counterparts of Qwen2.5-7B (w/ noisy document)
are 48.6 and 83.4. This observation indicates the
low robustness of zero-shot LLMs when faced with
irrelevant documents. Moreover, when zero-shot
LLMs use golden relevant documents as inputs,
their MT performances do not increase (compared
with those using empty documents) as expected.
Specifically, the performance either decreased or
remained relatively stable (rows 9-20 vs. rows
1-4). Besides, when given German documents
in En=Z7h translation, or given Chinese docu-
ments in En=-De translation, the model perfor-
mance decreases significantly. Thus, the retrieval-
augmented MT ability is limited in zero-shot LLMs,
especially when the retrieved documents are in a
language beyond the source and the target lan-
guages (named a third language).

Instruction-Tuning Performance. After we tune
LLMs on RAGtrans, their MT performance gen-
erally increases by a large margin. For example,
when giving empty documents in En=-7h, SFT
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Qwen2.5-7B outperforms zero-shot Qwen2.5-7B
by 4.5 BLEU, 2.1 COMET, 3.0 GRB and 2.1 GRFE.
Similarly, in En=De, SFT Qwen2.5-7B outper-
forms zero-shot Qwen2.5-7B by 3.1 BLEU, 3.0
COMET, 6.8 GRB and 5.3 GRF. In addition, we
find that when using golden documents, SFT LLMs
achieve better performance than those using empty
documents, indicating that instruct-tuning on RAG-
trans improves LLMs’ retrieval-augmented MT
ability. Even when giving the relevant documents
in a third language, it can bring improvement. The
model robustness is also enhanced, and the given
noisy documents do not significantly perturb the
model performance. This is because a small num-
ber of training samples in RAGtrans consist of ir-
relevant documents as inputs, thus, LLMs can learn
to translate source sentences conditioned on both
relevant and irrelevant documents.

CSC Training Performance. After instruction-
tuning on RAGtrans and CSC multi-task training,
the model performance is further improved. When
giving empty documents, CSC brings 1.1~2.2
BLEU and 0.9~1.0 COMET improvements com-
pared with SFT LLMs in En=-Zh, while bring-
ing 1.4~1.7 BLEU and 1.4~2.1 COMET improve-
ments compared with SFT LLMs in En=-De (rows
1-4). This observation verifies the effectiveness of
CSC, and LLMs’ retrieval-augmented MT ability
can be enhanced by the designed training objec-
tives. Besides, taking Qwen2.5-14B as an example,
when giving the relevant documents in a third lan-
guage to SFT Qwen2.5-14B, it brings 0.9 BLEU
and 0.5 COMET improvements in En=-Z7h (row
18 vs. row 2) and 1.0 BLEU and 0.6 COMET in
En=-De (row 14 vs. row 2) compared with when
giving empty documents. The counterpart improve-
ments in SFT+CSC Qwen2.5-14B are 1.8 BLEU
and 1.0 COMET in En=-Zh, and 2.2 BLEU and
1.5 COMET in En=-De. Therefore, CSC enhances
LLMSs’ ability to leverage relevant knowledge in a
third language. Moreover, we discuss the scalabil-
ity of CSC in Appendix C.

4.3 Full Wiki Evaluation

Table 4 shows the experimental results on full Wiki
evaluation. We use the Wikipedia dumps in dif-
ferent languages as the knowledge sources for re-
trievers to retrieve relevant documents, and then
leverage SFT+CSC LLMs to translate the source
sentences (please refer to Appendix D for more
details). Compared with using empty documents,
retrieving documents from knowledge sources gen-

# Knowledge Method En=7h En=-De

1 Empty Qwen2.5-7B 56.8/87.7 60.9/71.8
2 Document Qwen2.5-14B 57.6/879 61.6/72.0
3 English Qwen2.5-7B (+BM25) 57.4/88.0 61.9/722
4 Wikipedia Qwen2.5-14B (+BM25)  58.0/88.2 62.3/72.4
5 English Qwen2.5-7B (+BGEm3) 57.9/88.1 62.6/72.5
6  Wikipedia Qwen2.5-14B (+BGEm3) 58.7/88.4 63.0/72.7
7 Chinese ~ Qwen2.5-7B (+BGEm3)  58.3/88.3 62.4/72.5
8  Wikipedia Qwen2.5-14B (+BGEm3) 59.0/88.5 62.8/72.6
9 German  Qwen2.5-7B (+BGEm3)  57.9/88.1 63.2/73.1
10 Wikipedia Qwen2.5-14B (+BGEm3) 58.7/88.3 63.6/73.4
11 French Qwen2.5-7B (+BGEm3) 57.6/88.0 62.5/72.4
12 Wikipedia Qwen2.5-14B (+BGEm3) 58.3/88.3 62.7/72.6
13 Czech Qwen2.5-7B (+BGEm3) 57.3/87.9 61.8/72.2
14 Wikipedia Qwen2.5-14B (+BGEm3) 57.9/88.1 62.4/72.5

Table 4: Experimental results of full wiki evaluation on
SFT+CSC LLMs (BLEU / COMET).

BLEU COMET BLEU COMET

w/ Empty Doc. w/ Golden En.

Qwen2.5-7B (SFT+CSC)  56.8 87.7 58.7 88.7
- CLIC 56.5 87.6 57.9 88.3

- SKET 56.1 87.5 57.5 88.1

- CLRD 56.5 87.17 58.3 88.5
w/ Golden Zh. w/ Golden De.

Qwen2.5-7B (SFT+CSC)  60.0 89.1 58.7 88.7
- CLIC 59.5 88.9 57.0 88.2

- SKET 58.7 88.5 57.9 88.5

- CLRD 59.7 89.0 56.7 87.9

Table 5: Ablation study on En=-Zh golden evaluation.
Doc.: Document; “En.”, “Zh.” and “De.” indicate En-
glish, Chinese and German documents, respectively.

erally brings improvement, indicating the usability
of retrieved knowledge. Compared with the BM25
retriever, BGEm3 retriever helps LLMs achieve bet-
ter performance (rows 5-6 vs. rows 3-4). Besides,
BGEm3 could retrieve knowledge from other lan-
guages, and the retrieved knowledge from a third
language could also enhance model performance,
verifying the SFT+CSC LLMs could leverage mul-
tilingual knowledge in retrieval-augmented MT.

4.4 Ablations

As shown in Table 5, we conduct ablation studies
on En=Zh golden evaluation* to figure out the
contributions of each training objective in CSC.
Specifically, we remove each objective, and eval-
uate the model performance accordingly. In each
case, the performance is lower than using all train-
ing objectives, indicating the effectiveness of every
objective. When giving empty documents or doc-
uments in source/target language, the most impor-
tant objective is self-knowledge-enhanced transla-

*For ablations on En=-De golden evaluation, please refer
to Appendix E, which show similar trends to En=Z7h.
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Method Error Type (%)

# Model Document | Ref. Word Phrase Fluency Other
1 Qwen2.5-7B (SFT) Empty 0.50 7.00 333 1.50 0.50
2 Qwen2.5-14B (SFT) Empty 033 550 267 1.33 0.50
3 Qwen2.5-7B (SFT+CSC) Empty 0.50 5.50 2.67 1.50 0.50
4 Qwen2.5-14B (SFT+CSC) Empty 050 4.67 233 1.00 0.17
5 Qwen2.5-7B (SFT) Golden Zh. | 0.33 517 250 1.33 0.50
6 Qwen2.5-14B (SFT) Golden Zh. | 0.17  4.67 233 1.33 0.00
7 Qwen2.5-7B (SFT+CSC)  Golden Zh. | 0.17 5.00  2.17 1.50 0.33
8 Qwen2.5-14B (SFT+CSC) Golden Zh. | 0.17 3.50  1.50 1.33 0.33

Table 6: Human evaluation (En=-Zh) of the retrieval-
augmented MT ability. Ref.: Reference.

tion (SKET) since it enhances models’ MT ability.
When giving documents in a third language, cross-
lingual information completion (CLIC) and cross-
lingual relevance discrimination (CLRD) become
more important than SKET, since these two objec-
tives train LLMs to refine and judge information
from multilingual knowledge.

4.5 Human Evaluation

Retrieval-Augmented MT Ability. We employ
human evaluation to further study the MT perfor-
mance of SFT LLMs and SFT+CSC LLMs. Specif-
ically, human evaluators judge whether the trans-
lations include the following flaws: reference er-
rors, word-level errors, phrase-level errors, fluency
flaws and other errors (more details are given in
Appendix F). As shown in Table 6, the two most
common error types are word-level and phrase-
level errors. In these two types, the CSC multi-task
training method and the golden documents enhance
the model performance, verifying the effectiveness
of CSC and the usability of the golden documents.

The Effects of Documents. To study the effects of
documents, we provide the different documents to
Qwen2.5-7B (SFT+CSC), including empty, noisy,
golden English, golden Chinese and golden Ger-
man documents, to evaluate if the corresponding
translations involve flaws. As shown in Table 7,
the noisy documents still increase the number of
translation flaws (row 2 vs. row 1). Robustness
is a crucial factor for the deployment of LLMs in
real applications, thus future work could pay more
attention to model robustness. Besides, we also
find that when providing the model with golden
Chinese or English documents, the number of trans-
lation flaws typically decreases. However, when
providing golden German documents, the number
of word-level errors significantly increases (row
5 vs. row 1). We further observe the cases, and
find this is because the German documents might
encourage MT models to translate some entities to
German if the entities listed in the documents, thus

Error Type (%)

# Document Ref. Word Phrase Fluency Other
1 Empty 0.50 550 267 1.50 0.50
2 Noisy 1.83  6.67 533 1.83 1.50
3 Golden Chinese 0.17 5.00  2.17 1.50 0.33
4 Golden English  0.17  3.17 1.33 0.83 0.17
5 Golden German 0.50 8.17 1.67 1.33 0.33

Table 7: Human evaluation (En=-Zh) of the effects of
documents, using Qwen2.5-7B (SFT+CSC) as the MT
model.

raising word-level errors. This issue should also be
noticed in future work, since the retrieval-argument
MT models might receive documents from various
languages in real applications.

5 Related Work

To leverage additional knowledge to enhance MT
performance, previous literature typically explores
paired sentences (also known as “translation mem-
ory”) or structured knowledge graphs as the knowl-
edge sources: (1) Paired Sentences: Zhang et al.
(2018) utilize a search engine to retrieve sentence
pairs whose source sides are similar to the input
sentences. Bulte and Tezcan (2019) design a fuzzy
retriever to enhance the model performance. He
et al. (2021) design a fast and accurate method to
improve the robustness of pair-sentence-enhanced
MT models. Cai et al. (2021) relax the bilingualism
limitation in retrieving paired sentences, and they
try to retrieve similar target-language sentences
to enhance MT models. (2) Knowledge Graphs:
A few studies leverage relevant information from
structured knowledge graphs to enhance MT mod-
els. Conia et al. (2024) use Wikidata (Vrandecié
and Krotzsch, 2014), a multilingual knowledge
graphs, to enhance MT models. Chen et al. (2024b)
build an internal knowledge graph based on context,
and then use it to enhance translation. Different
from previous work, we aim to utilize unstructured
documents to provide knowledge to MT models.

6 Conclusion

In this paper, we explore the retrieval-augmented
MT with unstructured knowledge. To this end,
we build RAGtrans dataset with 169K retrieval-
augment MT samples to train and evaluate LLMs’
retrieval-augmented MT ability. Further, we pro-
pose CSC multi-task training method with three
designed objectives to teach LLMs to leverage mul-
tilingual knowledge in retrieval-augmented MT. Ex-
tensive experiments demonstrate the usability of
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RAGtrans and the effectiveness of CSC.

Limitations

While we show LLMs’ retrieval-augmented MT
ability and the effectiveness of CSC multi-task
training method, there are some limitations worth
noting: (1) For multilingual knowledge bases, we
use Wikipedia in some specific languages (e.g., Chi-
nese, English, German, French, and Czech). Future
work could extend the multilingual sources to other
languages or other sources. (2) During data col-
lection of RAGtrans, a CoT prompt is used in the
GPT-4o translation (c.f. Figure 1). However, in
the SFT process, we do not use the CoT prompt
to train LLMs, and future work could explore the
effect of CoT in retrieval-augmented MT.

Ethical Considerations

We discuss the main ethical considerations of RAG-
trans as follows: (1) Licenses. The source sen-
tences and documents are derived from Wikipedia,
whose texts are under CC BY-SA and GFDL li-
censes. We will release the RAGtrans dataset under
CC-BY-SA 4.0 license. (2) Compensation. During
the translation annotation, the salary for translating
each sentence is determined by the average time of
annotation and local labor compensation standard.
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A Details of GPT-40 translation

Complete Prompt. We provide the system prompt
as follows: “You are a professional translator, and
your task is to translate a given input sentence
from English to Chinese/German. In addition to
the input sentence, you will be provided with a doc-
ument that may contain relevant information to aid
in the translation. However, be aware that some
documents may contain irrelevant or noisy infor-
mation”. An En=-7Zh example of user prompt and
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PROMPT

The document is provided as follows:
<document>

[Course a la direction du Parti québécois de 2005] Le, Bernard Landry, chef du Parti québécois, annonga son intention de démissionner de son poste de chef aprés avoir regu un vote de confiance de

76,2 % de la part des délégués présents au Conseil national du parti se dé

du Bloc québécois.
</document>

The sentence that needs to be translated is provided as follows:
<input sentence>

party in Quebec, Canada.
</input sentence>

Please response in the following JSON format:

"is_helpful": {
"reason": str,
"score": int

}

"translation": str

Please carefully read the explanation of these keys:
- "is_helpful": Dict type. Whether the given d is helpful for tr
- "reason": Str type. The reason of whether the given document is helpful.

the sentence.

seeing the document.
- "translation”: Str type. The translated result.

alors. Le Parti québécois désigna Louise Harel comme chef par intérim. La forte candidature de Gilles Duceppe, chef du

Bloc québécois, le parti souverainiste au niveau fédéral, était attendue. Toutefois, malgré une importante pression, il y renonga en date du pour plutot disputer les prochaines ¢élections fédérales a la téte

The Parti Québécois leadership election of 2005 was held from November 13 to November 15, 2005 to elect the new leader of the Parti Québé

- "score": Int type. 1 - 5 scores. 1 indicates the given document is totally irrelevant to the sentence. 3 indicates that though the document is relevant to the sentence, but it not helpful during the
translation, you can still reach the translation result without seeing the document. 5 indicates the given document is very helpful during translation, you may make mistakes during translation without

is, the main so ist and social d ic political

GPT-40 Response

t
"is_helpful": {

details about the dates or the nature of the election itself.",
"score": 3

}

"reason": "The document provides context about the Parti Québécois leadership election in 2005, including key figures and events leading up to the election. However, it does not provide specific

1
“translation": "2005FBILFT R MG ALZET2005F 11 A I3HEIAISAEST, EAEFRBIEREZX-—MEABILTE T BN INT XM SR EFXEEHHFASA. "

Figure 3: An En=-Zh example of the complete prompt in GPT-40 translator.

model response is shown in Figure 3, where both a
(French) document and an English source sentence
are provided in the user prompt. We also define a
S5-point rating breakdown to align the scoring value
between GPT-40 and humans. In the model re-
sponse, GPT-4o first judges the relevance between
the given document and the source sentence, and
then provides the corresponding translation.

Quality Analysis. To figure out the quality of
GPT-40 translations, we calculate the reference-
free CometKiwi score between the source English
sentences and GPT-4o translations. As a result,
the average score of En=-Zh translation is 84.48,
and En=-De translation is 84.90, indicating high
translation quality (Rei et al., 2022).

Other Details. The version of GPT-40 used in
this work is GPT-40-2024-08-06. When calling the
official APIs, we set the temperature to 0.1, and set
default values for other hyper-parameters.

B Implementation Details

Training Details. Llama-Factory (Zheng et al.,
2024) is used to instruct-tune LLMs. All LLMs are
tuned on 8 X NVIDIA A100 GPUs (40G) with le-5
learning rate and 32 (8 x4) batch size. We use the
DeepSpeed optimization (Rasley et al., 2020), and
set ZeRO-2 optimization for Qwen2.5-7B-Instruct
and Mistral-7B, while ZeRo-3 for Qwen2.5-14B-

Instruct and Llama-3-8B. During tuning, docu-
ments are also truncated to ensure the input length
is within 2K tokens.

SFT prompt. The system prompt in SFT is the
same as the GPT-4o translator (c.f. Appendix A).
The user prompt in SFT is provided as follows:
“<document>[doc]</document><input
sentence>[sent]</input sentence>”,
where <document>, </document>, <input
sentence> and </input sentence> are
special tokens to indicate the boundaries of the
given document (denoted as “[doc]”) and the
source sentence (“[sent]”).

Model Checkpoints. We use four LLM back-
bones in experiments, i.e., Qwen2.5—7B—Instruct5,
Qwen2.5-14B-Instruct®, Llama-3-8B’ and Mistral-
7B8. All model checkpoints are available at Hug-
gingface.co community.

Training Hours. All experiments are conducted
on NVIDIA A100 GPUs with 40G memory, and
we use its GPU hours to denote the consumption
of computing resources. We SFT LLMs on the

Shttps://huggingface.co/Qwen/Qwen2.
5-7B-Instruct
®https://huggingface.co/Qwen/Qwen2.
5-14B-Instruct
"https://huggingface.co/hfl/
llama-3-chinese-8b-instruct-v3
$https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.3
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PROMPT:

Please continue the English sentence based on the information provided in the
given document.
<document>

PROMPT:

You are a professional translator, and your task is to translate an
given input sentence from English to Chinese. In addition to the
input sentence, you will be provided with a document that may
contain relevant information to aid in the translation. However, be

PROMPT:

You are a professional translator responsible
for assessing the relevance of a provided
document in relation to a source lllpu[
sentence. Please response “relevant” or

information.

<document>

Lot

tandis que la équipe a joué un match contre le
“hallenge nouvellement formé pour décider de la

012 wurden erstmals die neuen Mit, r der 2. The

automatiquement r
vainqueur du K Lea
promotion / relé

promotion playc fourth-placed team pl.

th the

inner of this match pl
alité, I'équipe la micux cl
2013, le nom officiel de la deuxiéme division a
League tandis que la K League ¢ char

avance. Le 3 janvier

annoncé comme la K

e en K League Classic
ITeH fusion

avec le nouveau logo. This name chan,
ind contre

ito K

¢ official name w

ersy, and on 11 March 20

hallenge. On 22 January 2018 the official name was changed to K

</document> </document>
<English sentence>
The K League 2 is a South Korean professional association football league.
</English sentence>

OUTPUT:
OUTPUT:
Being the second tier of the South Korean football league system, it is
currently contested by ten clubs, and operates on a system of promotion and
relegation with the K League 1.

BEH.

aware that some documents may contain irrelevant or noisy

A
z

<input sentence>

Finally, oysters can attenuate and agglomerate onto each other and
form these amazing natural reef structures.

</input sentence>

, HET UL FREE R, BRELAARAME

“irrelevant”.

<document>
#4485 RAM disk (#
KA

il — A AT RAM # -
# 40 7 LR
#,

— 5
By

AR R E R A, A UPS %
3 HRAM disk f# P Y

4r:cramfs. [ 4 — i #TRAM disk# %
2 I RAM Y i e B2 4

W, AR
, T E A 5 5 3

</document>

<input sentence>

A RAM drive is a block of random-access
memory that a computer's software is treating
as if the memory were a disk drive . It is
sometimes referred to as a virtual RAM drive
or software RAM drive to distinguish it from a
hardware RAM drive that uses separate
hardware containing RAM, which is a type of
battery-backed solid-state drive.

</input sentence>

OUTPUT:

relevant

(a) Cross-lingual Information Completion

(b) Self-knowledge-enhanced Translation

(c) Cross-lingual Relevance Discrimination

Figure 4: Examples of CSC training objectives. Different colors in (a) means different langauges, including Chinese,

English, French and German.

training data of RAGtrans with 2 epochs, and each
epoch costs 9.1 GPU hours, 54.0 GPU hours, 33.5
GPU hours, and 9.3 GPU hours for Qwen2.5-7B-
Instruct, Qwen?2.5-14B-Instruct, Llama-3-8B and
Mistral-7B, respectively. For SFT+CSC LLMs,
more GPU hours are costed. For example, to SFT
Qwen2.5-14B-Instruct on both the RAGtrans train-
ing samples and CSC samples, each epoch costs
208 GPU hours; while the counterparts of Qwen2.5-
7B-Instruct, Llama-3-8B and Mistral-7B are 34.1,
128.0 and 33.9 GPU hours, respectively.

Multi-Task Training Samples. As we introduce
in Section 3, there are three training objectives
in CSC multi-task training method. To provide a
deeper understanding of these objectives, here we
give some example samples in Figure 4. In our
main experiments, we create 40K samples for each
training objective.

Metric Implementation.  To calculate the
reference-based COMET score (Rei et al., 2022),
we leverage the official codes’ and the official
model'®. To calculate the BLEU score, we use
the sacrebleu toolkit!! to calulate the corpus-level
BLEU. In En=-Zh and En=-De translation, the “to-
kenize” is set to “zh” and “char”, respectively. For
GRB and GRF, we prompt GPT-40 (2024-08-06

‘https://github.com/Unbabel/COMET

Ohttps://huggingface.co/Unbabel/
wmt22-comet—-da

"https://github.com/mjpost/sacrebleu

Score the following translation from English to [Chinese/German] with respect to the
human reference on a continuous scale from 0 to 100, where score of zero means "no
meaning preserved" and score of one hundred means "perfect meaning and
grammar".

English source: [sre]
[Chinese/German] human reference: [ref]

[Chinese/German] translation: [hyp]

Score:

Score the following translation from English to [Chinese/German] on a continuous
scale from 0 to 100, where score of zero means "no meaning preserved" and score of
one hundred means "perfect meaning and grammar".

English source: [sre]
[Chinese/German] translation: [hyp]

Score:

Figure 5: The prompts in GRB (upper part) and GRF
(lower part). “[src]”, “[ref]” and “[hyp]” denote the
source sentence, human translation and model transla-
tion, respectively. “[Chinese/German]” denotes “Chi-
nese” or “German”, depending on the target language.

version) as the MT evaluator in the reference-based
and reference-free manners, respectively. The cor-
responding prompts borrow from Kocmi and Feder-
mann (2023), and are illustrated in Figure 5. Since
GRB and GRF need the API costs, we randomly
select 200 samples from the RAGtrans testing set,
and conduct the GRB and GRF evaluation. All
experimental results listed in this paper are the av-
erage of 3 runs.
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Figure 6: The experimental results of CSC scalability (in En=-Zh).

C Scalability of CSC

As we demonstrate the effectiveness of CSC multi-
task training method in experiments, we wonder the
upper limit of the improvement brought by CSC.
To this end, we use Qwen2.5-7B-Instruct as the
backbone, and systematically vary the number of
CSC samples during the instruction tuning to exam-
ine the resulting performance (w/ golden Chinese
document) changes. As shown in Figure 6, when
the number of CSC samples exceeds 120K, the
improvement brought by CSC begins to plateau.
When the number of CSC samples increases from
210K to 240K, the model performance does not
improve accordingly.

D Details of Full Wiki Testing

Retriever. For BM25 retriever, we use the im-
plementation of elasticsearch'? toolkit to retrieve
top-3 documents for each source sentence. For
BGE-m3 retriever, we first use BGE-m3 sentence
embedding model'? to calculate the embedding of
all documents in knowledge sources, and then use
the embedding of source sentence to retrieve top-
3 relevant documents via FAISS (Johnson et al.,
2019).

Knowledge Sources. We use Wikipedia dumps
(20241001 version) as the knowledge sources, and
leverage wikiextractor'* toolkit to extract articles
from Wikipedia dumps. Following Karpukhin et al.
(2020), we split each article into multiple, disjoint

Phttps://github.com/elastic/
elasticsearch

Bhttps://huggingface.co/BAAI/bge-m3

“https://github.com/attardi/
wikiextractor

BLEU COMET BLEU COMET

w/ Empty Doc. w/ Golden En.

Qwen2.5-7B (SFT+CSC)  60.9 71.8 63.5 734
- CLIC 60.4 71.5 62.8 729

- SKET 59.8 71.0 62.2 723
-CLRD 60.5 71.5 63.0 73.1
w/ Golden Zh. w/ Golden De.

Qwen2.5-7B (SFT+CSC)  63.2 73.1 64.5 74.5
- CLIC 62.4 72.6 63.4 73.7

- SKET 62.9 72.9 62.9 732
-CLRD 62.2 72.5 63.9 73.9

Table 8: Ablation study on En=De golden evaluation.
Doc.: Document; “En.”, “Zh.” and “De.” indicate En-
glish, Chinese and German documents, respectively.

text blocks of 100 words as passages, serving as
our basic retrieval units. In the full Wiki evaluation,
we build the knowledge sources based on English,
Chinese, German, French, Czech, Russian, Korean
and Japanese Wikipedia dumps, resulting in tens
of millions of retrieval units.

E Ablations on En=-De

Table 8 shows the ablation results on En=-De
golden evaluation. The results also demonstrate
that SKET is more important than the other two
tasks when given empty documents or documents
in the source/target language. When given docu-
ments in a third language, the importance of SKET
decreases and is less than that of CLIC/CLRD. The
conclusion is consistent with that in Section 4.4.

F Details of Human Evaluation

Evaluators. Three master students are recruited in
our human evaluation, and they are fluent in both
Chinese and English.

Instruction. The human evaluators are provided
with the instructions for each translation error type:
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SFT LLMs BLEU COMET GRB GRF
Qwen2.5-7B (w/o LP.) 57.3 87.1 912 915
Qwen2.5-14B (w/o LP)  58.1 87.2 91.7  92.0
Llama-3-8B (w/o LP.) 57.1 87.0 90.2  90.8
Mistral-7B (w/o LP.) 56.4 87.8 89.9 903

Qwen2.5-7B (w/ LP.) 57.9 87.1 92.1 923
Qwen2.5-14B (w/ LP) 58.6 87.9 924 925
Llama-3-8B (w/ LP.) 57.7 87.5 909 914
Mistral-7B (w/ LP.) 57.1 88.0 909 91.1

Table 9: Experimental results (En=-Zh) with and with-
out lead paragraphs of golden Chinese documents. w/:
with; w/o: without; LP.: lead paragraphs.

(1) Reference Errors: Are there any mistakes in
pronoun or reference usage that could cause con-
fusion about what or whom is being referred to?
(2) Word-Level Errors: Are there incorrect transla-
tions, omissions, or additions of individual words
that alter the meaning of the text? (3) Phrase-Level
Errors: Are there incorrect translations, omissions,
or additions of phrases that affect the overall coher-
ence and accuracy of the translation? (4) Fluency
Issues: Does the translation flow smoothly, or are
there awkward phrases or constructions that im-
pede comprehension? (5) Other Errors: Are there
any additional errors present in the translation that
do not fit into the categories above?

Evaluation Samples. Since human evaluation is
labor-intensive, we randomly select 200 samples
from the En=-Zh testing set of RAGtrans to con-
duct the human evaluation.

Inter-agreement. The Fleiss” Kappa scores (Fleiss,
1971) of the five error types are 0.63, 0.57, 0.68,
0.75 and 0.66 in our human evaluation, respectively,
indicating a good inter-agreement among our eval-
uators.

Other Details. During our human evaluation, we
find that a golden Chinese document might involve
multiple domain terms that are similar in lexical
but with slight discrepancies. During translation,
LLMs might use a flawed Chinese term (similar
to the right term from the golden Chinese docu-
ment) in the translation results. This will make
them achieve good results in terms of automatic
evaluation (including GRF and GRB). However,
in our human evaluation, we will judge them as
translation errors.

G Experiments with Lead Paragraphs

As illustrated in Section 2, When constructing
documents, we remove the lead paragraphs (i.e.,

D'\ p! (I € {en, zh,de, fr,cs})). This is under the
considerations of (a) answer leakage and (b) consis-
tency with real scenes. For (a), the answer leakage
issue will exist if we do not remove the lead para-
graphs for the target-language documents. This is
because the lead paragraphs in the target-language
documents might involve the translation fragments
of source sentences. For (b), in real-world appli-
cations, for a source sentence, if we can retrieve
a document that involves its translation or transla-
tion fragments, it will be useful for translating the
sentence. But in most cases, we cannot guarantee
that the retrieved documents involve translations or
translation fragments due to many practical difficul-
ties such as insufficient knowledge corpus, limited
ability in cross-lingual retriever, etc. Therefore, we
also remove the lead paragraphs from documents
in other languages (beyond the target language).

To figure out the effect of lead paragraphs in
non-English documents, we conduct a new experi-
ment to evaluate model performance equipped with
them. Specifically, we add the lead paragraphs of
the Chinese documents for each En=-Zh test sam-
ple, and re-evaluate their performance (w/ Golden
Chinese document) in the test set. As shown in Ta-
ble 9, with the help of lead paragraphs, the model
performance is generally improved.
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