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Abstract

Large Language Models (LLMs) have demon-
strated exceptional capabilities, yet selecting
the most reliable response from multiple LLMs
remains a challenge, particularly in resource-
constrained settings. Existing approaches of-
ten depend on costly external verifiers, human
evaluators, or self-consistency techniques that
require multiple samples from a single model.
While multi-LLM systems produce more di-
verse responses than single models and thus
have greater potential, they often underper-
form compared to single LLM self-consistency.
We propose a principled, novel and computa-
tionally efficient method to select the best re-
sponse from multiple different LLMs using a
calibrated log-likelihood score, implicitly lever-
aging the inherent knowledge and confidence
of these models. Our method demonstrates
improvements of approx. 4%, 3%, and 5%
across both debate (multi-round LLM discus-
sions) and non-debate (Best-of-N with multiple
LLMs) settings on GSM8K, MMLU (6 sub-
sets), and ARC datasets respectively'.

1 Introduction

Large language models (LLMs) have achieved
remarkable advancements, with state-of-the-art
(SOTA) models now approaching or even surpass-
ing human performance. With rapid advancements,
an array of pre-trained LLMs and LLM APIs have
become readily accessible, each exhibiting distinct
strengths across specialized tasks. For instance,
models like GPT-deep research excel in analytical
and research-oriented tasks, whereas GPT-03 is tai-
lored towards programming and coding. Similarly,
there are domain-specific expert models optimized
for tasks in physics, algebra, and other fields.

This proliferation raises an important question:
How can we optimally leverage the diverse capa-
bilities of multiple specialized LLMs to produce

Code: https://github.com/AakritiO5/multi-llm-uncertainty

the most accurate and reliable answers with-
out incurring additional training costs (given
the substantial resource demands associated with
training) ? This challenge becomes especially crit-
ical when high-quality external judges or evalua-
tors—capable of assessing answers across multiple
specialized domains—are unavailable, expensive,
or even infeasible due to the superhuman capabili-
ties of modern LLMs (Burns et al., 2023; Agrawal
et al., 2024).

Existing approaches have tried exploring this but
(Challenge 1) suffer from reliance on external in-
formation such as: (1) external verification models
(Xi et al., 2024), (2) human or LLM-based judges
(Chan et al., 2023; Khan et al., 2024; Li et al.,
2024), or (3) reward models trained explicitly for
response ranking. These methods involve signif-
icant resource overhead and are infeasible when
existing models reach superhuman performance.

Additional major challenge is that existing meth-
ods from single-LLM literature like majority vot-
ing with self-consistency (Wang et al., 2022), self-
reflection (Renze and Guven, 2024), or metric-
based selection (Kang et al., 2025) (e.g., perplex-
ity, self-certainty) (Challenge 2) demand exten-
sive sampling or (Challenge 3) are infeasible for
multi-LL.M contexts due to inherent differences
in outputs from a multi-LLM system. (Chal-
lenge 4) A simplistic multi-LLM adaptation of
self-consistency, which selects the most frequently
generated answer, does not effectively exploit inter-
model reasoning and hence misses potential perfor-
mance gains (Du et al., 2023).

To address the above challenges, in this paper,
we propose a novel and computationally efficient
method method to aggregate responses from di-
verse LLMs and systematically select the best an-
swer without relying on external verifiers (Chal-
lenge 1), without requiring extensive sampling
(Challenge 2), and effectively use diverse multi-
LLMs (Challenge 3, 4). Specifically, we introduce
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uncertainty estimation-based answer selection
from multi-LLM systems, which employs a cal-
ibrated log-likelihood-based selection metric that
implicitly leverages the inherent knowledge and
confidence of the given models, further improv-
ing response accuracy and reducing computational
overhead. Our method is built on the hypothesis
that a model (or expert) trained on a specific ex-
ample will exhibit high confidence (i.e., low uncer-
tainty), while models unfamiliar with the example
will show higher uncertainty. Assuming the train-
ing data is correct, the most confident expert is
likely to provide the correct answer and our aim to
find that expert.
Thus, the primary contributions are:

1. We propose a principled calibration technique
for aligning log-likelihoood based uncertainty
scores across different models to select the
best answer. This is because directly com-
paring per-token likelihoods across models is
theoretically flawed, as each model has dis-
tinct parameters and logit distributions.

2. Our approach is also computationally effi-
cient: by using teacher-forcing, we compute
calibrated scores with a single forward pass,
avoiding costly autoregressive decoding. It is
light weight and simple as it does not require
external verifiers, reward models, human or
LLM judges.

3. Our method demonstrates strong empiri-
cal performance across both debate (multi-
round multi-LLM discussions) and non-
debate (Best-of-N with multiple LLMs) set-
tings on GSM8K, MMLU (6 subsets), and
ARC datasets showing improvement of 4%,
3% and 5% respectively. It achieves greater
improvements in multi-LLM settings com-
pared to single LLM, further reinforcing the
potential of a diverse-answer-generating multi-
LLM system to boost overall performance.

4. We also show comparison with other metrics
and theoretical justification for our calibrated
metric.

2 Uncertainty-Aware Answer Selection

We now describe our approach for aggregating
and selecting optimal answers in a multi-LLM
system. While methods for optimal answer selec-
tion—commonly used in best-of-N strategy—are

well-studied in single-LLM contexts (Kang et al.,
2025), directly extending them to multi-LLM envi-
ronments poses significant challenges. Specifically,
diverse LLMs (1) produce outputs varying signif-
icantly in format and length, (2) differ widely in
their model weights and architectures, and (3) yield
uncertainty scores that are typically incomparable
across models due to a lack of calibration.

To address these issues, we propose a calibrated
log-likelihood metric, which integrates smoothly
with the interactive multi-LLM debate as well non-
interactive multi-LLM best-of-N setup. We first
detail our proposed metric and then provide theoret-
ical insights and analysis to illustrate its enhanced
performance. We also provide discussion on its
computational efficiency. Figure 1 illustrates how
our calibrated selection approach surpasses tradi-
tional majority-voting strategies for a multi-LL.M
setup. (Note: A non-debate best-of-N setting is
equivalent to first round of debate setting.).

2.1 Calibrated Log-Likelihood Metric

Consider a set of N LLMs {71, 72, ..., 7N} each
generating a response to a given prompt z. We
denote the response from the i model ; as
Y. In the first debate round, each LLM indepen-
dently produces aresponse Y;' = {yi,v3,...,yr},
where 7T is the number of tokens with log-

likelihood computed as: .

1 . .
log Pr, (Yi' | 2) = 7 ) " log Pr, (4 | #.4%,),
t=1

where Py, (y; | @,y.,) denotes the conditional
probability of token y; given the prompt x and
preceding tokens y*, for model ;.

In subsequent rounds (K > 1), model 7;’s re-
sponse Y;X depends on both the prompt and previ-
ous responses. Denoting previous responses as
X = {Y}}vjen N ve<k- the log-likelihood is
then computed as,

log Py, (YZK | x,X) = %Zthl log Py, (yz{(t | z, X, y<t>

where, YiK = (yzKl, ?J?;,Kza ceey leT)

To select the best final response from
{yX bvie[i,n], Wwe define a calibrated log-
likelihood-based scoring mechanism as:

N
1
Score(Y;) = N Zlog Pm(YjK |z, X) (1)
i=1
This metric measures consensus among models

by averaging response likelihood across all models,
providing a calibrated measure of answer quality.
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Question — “James writes a 3-page letter to 2 different friends twice a week.
How many pages does he write a year?”

- -

o

LLM-1 LLM-2

LLM-N

Since 3*2*2 is 12 and there are
52 weeks in a year, the answer
is 12*52 = 624.

Calibrated metric: -50

-

The answer is 3*2*52 = 312.

Calibrated metric: -100

-

James cannot consistently
write so many letters, |
estimate about 200.

Calibrated metric: -150

&

Given answers generated by various agents: {answer1}, {answer2},{answer3}, answer the question {question}.

After
K
Rounds

| am still confident that the
answer is 3*2*2*52 = 624.

| am not certain of the answer.

Calibrated metric: -250

Existing approach:

Calibrated metric: -600

Based on the answer of the
other agents, | increase my
estimate to 400 letters.

Calibrated metric: -500

Proposed appzroach:

|
Majority selection :
I

Calibrated log-likelihood
based selection

Figure 1: Diagram illustrating our proposed calibrated log-likelihood based metric for answer selection in a multi-
LLM system. The multi-LLM system shows a debate setting which goes on for K rounds. When K = 1, it is
best-of-N setting when answers are independently sampled from each LLM and best answer is selected without
exposing the answer to the other LLMs. The best answer is chosen based on calibrated log-likelihood scoring.
Our-approach outperforms random selection when there is no clear majority answer.

Our Calibrated Metric with any Uncertainty
Method: Given a response C' to a prompt p from
LLM ¢ with uncertainty metric M;(C | p), we
define the calibrated metric M, in a multi-LLM
setting as:

Mc(C | p) = M;(C'| p),

||Mz

wherep=x or p= (ac,YZ-K)

While uncalibrated scores may work in some
empirical settings, they can introduce bias toward
the originating model and compromise fairness
or consistency. Therefore, this calibration step
is crucial and represents a important contribution
of this work. To motivate the general use of this
diverse calibration, we also compare the perfor-
mance of log-likelihood with other metrics such
as Gini impurity, self-certainty (Kang et al., 2025)

and entropy in Table 1 and 2. Please refer to the
appendix B for more details. Our results show that
log-likelihood tends to perform better or similar to
other metrics.

Note: In practice, we apply our calibrated log-
likelihood scoring method only if a clear major-
ity doesn’t emerge. This is because models are
likely to converge to a common answer only if
its correct (assuming they are trained on correct
answers). The likelihood of all models generat-
ing the same incorrect answer is very low. Thus,
applying model uncertainty metric when there is
consensus is redundant and computationally inef-
ficiency. In appendix E.1 we provide results for
apply calibrated log-likelihood to all cases vs only
tie-break cases. As expected, the gain beyond tie-
break only is marginal or none, confirming that
the extra computation (for non-tie break cases) is
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unnecessary.

2.2 Why Does Calibrated Log-Likelihood
Improve Multi-LLM Performance?

Diversity has shown to be the major reason of im-
proving best-of-N performance (Wang et al., 2025)
in single LLM systems. The upper-bound results
in Table 1 show the diversity offered by multiple
LLMs showing significant performance potential.
Our calibrated log-likelihood metric exploits this
intrinsic diversity to find the best answer to enhance
overall system accuracy.

According to (Yadkori et al., 2024), models
demonstrate higher confidence and reduced halluci-
nations when familiar with a given data point or sce-
nario. Importantly, confident models maintain their
confidence even when prompted with incorrect an-
swers, unlike less confident models whose uncer-
tainty notably increases. Consequently, model con-
fidence acts as a strong proxy for response cor-
rectness. Our proposed uncertainty-aware metric
directly captures this relationship, allowing effec-
tive discrimination between correct and incorrect
responses.

Direct application of standard uncertainty met-
rics (Kang et al., 2025) is unsuitable for multi-LLM
because of different 7;. To address this, our method
normalizes log-likelihood scores across multiple
models, as shown in Equation 1, making scores
directly comparable. Additionally, we normalize
log-likelihood values by sentence length to account
for variability in response lengths across models. A
theoretical justification is provided in Appendix D.
To validate our approach, we empirically demon-
strate (see Fig. 2 in the Appendix) that there is a
concentration of correct answers at lower values of
log-likelihood. This observation reinforces our use
of uncertainty-based metrics for robust multi-LLM
answer selection.

2.3 Computational Cost of the Proposed
Approach.

Our calibrated scoring is computationally efficient
as it does not require any additional decoding; it
repurposes the already-generated completions and
merely queries each model once per completion.
To explain this further lets denote the number of
language models in the ensemble as /N and the
(average) number of tokens in a completion as
L. With one completion per model, the calibrated
log-likelihood procedure evaluates every (model,
completion) pair exactly once, thus making a total

of N? teacher-forced forward passes:

Costey = N?x (1 forward pass over L) = O(N?)

parallel over time

The total time is proportional to only N2 as all L
tokens are processed in parallel on modern accelera-
tors. If we compare our method with N generations
per model, the expected cost of the procedure will
be proportional to L as well because of autoregres-
sive generation. For long, reasoning-heavy answers
(L >> N)—the increase in computation is thus
significant.

Costgen = O(N2L)

Here C'osta and Costge, refer to the number of
forward passes after GPU parallelization. Hence
tie-breaking via extra generation is roughly a factor
of L more expensive than calibrated scoring.

3 Experimental Setup and Results

Baselines. We evaluate our proposed metric
for multi-LLM setups by comparing it against
commonly used majority voting with random tie-
breaking (Du et al., 2023), considering both interac-
tive multi-LLM debate and non-interactive best-of-
N settings. We utilize three models: Qwen2.5-7B-
Instruct, Ministral-8B-Instruct-2410, and Llama-
3.1-8B-Instruct. The evaluation datasets are
GSMSK (Cobbe et al., 2021), MMLU (Hendrycks
et al., 2020) (comprising 8 subsets), and ARC
(Clark et al., 2018). Further experimental details
are provided in Appendix C.

Additionally, we compare against single-LLM
best-of-N sampling using the best-performing
model (Qwen2.5-7B-Instruct). This comparison
allows us to assess the relative advantage provided
by multi-LLM systems when using our proposed
approach. To ensure fairness, we maintain an equal
number of total LLM calls across all evaluated sce-
narios.

3.1 Tie-breaking Using Calibrated Metrics
Outperforms Random Tie-breaking

Our experiments in table 1, 2 demonstrate that em-
ploying calibrated metrics for tie-breaking yields
significant performance improvements compared to
random tie-breaking. Specifically, for GSM8K and
MMLU, we observe absolute accuracy improve-
ments of 3.88% and 2.44% respectively, within
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GSMSK

Random Log-Likelihood Self-Certainty Gini Score Entropy Upper Bound
Best-of-N (Q=9) 82.55 82.55 - - - 92.65
Best-of-N (Q=11L=1 | M=1) 47.87 70 - - - 70
Best-of-N (Q=3 | L=3 | M=3) 76.18 77.16 - - - 89.51
Debate (Q 1L | M) 81+0.24 84.88 84.88 84.57 84.34 90.00

ARC
Best-of-N (Q=3) 85.88 85.97 - - - -
Best-of-N (Q=11L=1 I M=1) | 83.90+0.01 89.00 88.91 89.00 89.00 94.62

Table 1: Performance comparison demonstrating the effectiveness of calibrated metrics for tie-breaking. For
GSMBSK, we assess three scenarios: (a) best-of-N with the best-performing single model (Qwen2.5-7B-Instruct)
using N = 9, (b) best-of-N with samples pooled evenly from all three models (N = 3 per model), and (c) a
three-model debate setting similar to (Du et al., 2023) with three rounds and one sample per round per model. In
all scenarios, the number of LLM calls remains identical. For the ARC dataset, we report results for single-LLM
best-of-N (/N = 3) and multi-LLM best-of-N (N = 1 per model).

FL HSM EM CM PHI AA Avg
Random 4720 4638 79.01 4081 69.77 43.87 5451

Ours (Q=11L=11M=1) 49.60 50.57 82.23 43.87 70.09 4285 57.92
Upper Bound 72.00 6590 93.00 64.00 81.00 57.00 72.15
Random 50.79 48.89 79.36 37.00 69.45 48.00 56.54
Ours Debate (QIL1M) 53.17 51.85 828 37.00 7226 51.00 58.98
Upper Bound 73.80 70.70 9390 65.00 83.90 68.00 75.88

Table 2: Accuracy comparison on MMLU dataset sub-
sets: Formal Logic (FL), High School Math (HSM),
Elementary Math (EM), College Mathematics (CM),
Philosophy (PHI), and Abstract Algebra (AA). We eval-
uate random tie-breaking versus proposed metric-based
tie-breaking in two settings: (a) best-of-N sampling
across three models, and (b) three-model debate. Our
approach consistently outperforms the baseline.

the multi-LLM debate setting. For best-of-N sam-
pling, we observe absolute accuracy improvements
of 1%, 3.41% and 4.9 %, respectively for GSM8K,
MMLU and ARC datasets. Furthermore, this ap-
proach allows the multi-LLM setting to outperform
single-model best-of-N baselines using Qwen2.5-
7B-Instruct as seen in table 1, even when the total
number of LLM calls remains constant.

3.2 All Calibrated Metrics Provide Similar
Performance

Table 1 compares various calibrated metrics for tie-
breaking across two datasets (GSM8K and ARC).
These calibrated metrics are well-established alter-
natives to majority voting in single-LLM best-of-
N scenarios, as previously reported (Kang et al.,
2025). Our findings indicate that performance dif-
ferences among the calibrated metrics are com-
parable, but as seen from Table 1 calibrated log-
likelihood performs the best.

4 Conclusion

We introduced a calibrated log-likelihood-based se-
lection framework to enhance multi-LLM systems.

By leveraging uncertainty estimation, our method
selects the most confident response, reducing re-
liance on costly external verifiers and extensive
sampling. Our approach outperforms random se-
lection and majority voting with same model calls,
making it a cost-effective solution. Additionally,
we highlight the benefits of diverse model reason-
ing in multi-LLM debate. Future work can ex-
plore adaptive sampling and extend our method to
broader reasoning tasks.

5 Limitation

Our method is primarily effective in low-cost set-
tings, where the number of LLM calls is limited.
In high-cost settings—where a large number of re-
sponses can be generated—the likelihood of a non-
majority-voted answer decreases. As a result, the
effectiveness of our log-likelihood-based selection
in improving performance over random selection
diminishes significantly.

Additionally, our approach is specifically de-
signed for multi-LLM settings, where diverse mod-
els generate a broader range of responses. This
diversity encourages deeper reasoning and explo-
ration of alternative answers, increasing the likeli-
hood of finding and converging on the correct solu-
tion. In such scenarios, our selection method is par-
ticularly valuable in identifying the most confident
response among the generated outputs. However,
in single-LLM self-consistency settings, where the
responses are inherently less varied, our method
may provide limited benefits.
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A Related Works

Multi-LLM Systems: Recent work on multi-
LLM systems has explored various strategies to
enhance performance and evaluation. Mixture-of-
Experts (MoE) models, such as Uni-MoE, inte-
grate multiple specialized components within a
unified architecture (Li et al., 2025). EnsemW2S
(Agrawal et al., 2024) combines diverse LLM’s
token-level probabilities using Adaboost inspired
weighing mechanism to improve generalization on
complex reasoning tasks. Other methods include
PromptEval, which estimates performance across
prompts for robust evaluation (Polo et al., 2024),
LLM as judge (Chan et al., 2023; Khan et al., 2024;
Li et al., 2024) and debate/discussion among agents
(Du et al., 2023). Additionally, research on MoE
routing weights suggests their potential as comple-
mentary embedding models (Li and Zhou, 2024).
These works highlight the growing interest in op-
timizing multi-LLM collaboration for improved
reasoning and evaluation.

Single LLM Self-Improvement: To improve
reasoning and mitigate inconsistencies in LLM
outputs, recent work has explored feedback-based
learning. Self-consistency (Wang et al., 2022) ag-
gregates multiple sampled outputs via majority vot-
ing, while confidence-based weighting (Taubenfeld
et al., 2025) refines this selection. Tree of Thoughts
(ToT) (Yao et al., 2024) enhances self-consistency
by structuring reasoning as a tree search. Self-
reflection (Renze and Guven, 2024) allows LLMs
to iteratively refine responses. However, LLMs re-
main prone to biases (Khatun and Brown, 2024),
underscoring the need for multi-LLM systems to
cross-verify answers and enhance reliability.

B Other Metrics

We compare our proposed uncertainty-aware met-
ric with several commonly used token-level confi-
dence and uncertainty metrics.

Entropy. Entropy captures the model’s uncer-
tainty over its output distribution:

Entropy(Y) =

T
1
TZZ —P(yi=v | )log P(yr=v | -) (2)
t=1vey
where V denotes the vocabulary. Lower entropy
indicates greater confidence in the model’s predic-
tions.
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Perplexity. Perplexity is the exponentiated nega-
tive average log-likelihood:

T
1
Perplexity(Y') = exp <_T Zlog Pyt | ))

t=1
3)

Lower perplexity values indicate that the model

considers the response more likely or fluent.

Gini Impurity. Gini impurity measures the dis-
persion of the output distribution:

T
Gini(Y) = % > (1 Y P(y=v| -)2> .

t=1 veY
4)

A lower Gini score corresponds to a more confident
(i.e., peaked) distribution over tokens.

KL Divergence (Model Disagreement). To
quantify disagreement between models, we com-
pute the average pairwise KL divergence:
(y=v)log F (=
)
This can be averaged over all model pairs (3, j) to
measure the degree of inter-model uncertainty.

KL(m; || j) =

T Zf 1 Z?}EV

C Experimental Setup

Models Used: We use the following model since
they are all of same size and have quite compara-
ble performance. However Qwen seems to be the
strongest out of all.

1. Qwen2.5-7B-Instruct

2. Ministral-8B-Instruct-2410

3. Llama-3.1-8B-Instruct.

Datasets Used: We use the following datasets.

1. GSMS8k (Cobbe et al., 2021) is a math reason-
ing task based dataset.

2. MMLU (Hendrycks et al., 2020) is a massive
multitask test consisting of multiple-choice
questions from various branches of knowl-
edge. The test spans subjects in the humani-
ties, social sciences, hard sciences, and other
areas. We choose 8 subsets based on their
closeness to reasoning task:

(a) formal-logic (FL)
(b) high-school-mathematics (HSM)

(c) elementary-mathematics (EM)
(d) college-mathematics (CM)

(e) high-school-computer-science (HSCS),
(f) philosophy (PHI)

(g) abstract-algebra (AA)

(h) high-school-statistics (HSS).

3. ARC (Clark et al., 2018) is a grade-school
level, multiple-choice science questions, as-
sembled to encourage research in advanced
question-answering. We choose the ARC-
Challenge subset of this dataset.

D Intuitive Justification for our Metric

Below we show why our calibrated log-likelihood
score

Score(Y) =

1 L1 &
Nz > log Pr,(y: | 2, X, y<:) (6)
i=1 t=1

is fully comparable across different candidate
answers Y, and depends only on Y itself.

1. Per-token, per-model normalization Each
model 7r; assigns a joint probability to the sequence

Y:(ylw"ayT):
T
P (Y |2, X) =] Pr. (vt | 2, X, ys).
t=1

Taking the logarithm and dividing by sequence
length T yields the average per-token log-
likelihood:

T

Z log Pr, (ye | #, X, y<t)-
—1

Dividing by 7' removes any bias toward shorter
or longer sequences, placing all candidates on the
same per-token scale.

2. Cross-model averaging We then average
these normalized log-likelihoods across the N mod-
els:

RN
Score(Y) = ~ Z TZIong (ye | 2, X, y<t) -
i=1 " =1

model ¢ score

Equivalently,

1 1 &
Score(Y) = T Z N Zlong. (ye | 2, X, y<t) -
t=1"" i=1

consensus token score
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Noting that

N

exp(Score(Y) x T') = (H P (Y| JS,X))I/N,
i=1

the score corresponds to the geometric mean of the
per-model probabilities, ensuring that a high score
requires all models to find Y likely.

3. Fixed hyperparameters = only Y varies All
inference hyperparameters (e.g., temperature, to-
kenization, number of rounds K), as well as the
number weights and the sequence length 7', are
held constant when computing Score(Y'). Hence,
the only variable across different candidate answers
is the token sequence Y itself, making scores di-
rectly comparable.

Interpretation as a Product-of-Experts Define
the product-of-experts distribution
N
Poroa(Y) o HPW(ny,X).
i=1
Then
N
108 Pyroa(Y) = Y _log Pr,(Y | z, X)
i=1
— Score(Y) = —— log Pyoa(Y)
core = NT 08 Fprod .

Maximizing Score(Y") is therefore equivalent to
finding the answer Y that maximizes the product-
of-experts likelihood, i.e. the response deemed
most probable by the ensemble as a whole.

Histogram of Log-Likelihoods for Correct vs Incorrect Answers
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Figure 2: Histogram of log-likelihood scores, show-
ing the distribution for correct (blue) versus incorrect
(orange) responses. The histogram is plotted over re-
sponses sampled from round 3 of the LLM-debate ex-
periment from the GSM8K dataset.

Conclusion By normalizing per token and aver-
aging across a fixed set of models, all extraneous
factors—sequence length, model-specific scales,
and hyperparameters—are eliminated. The result-
ing score depends solely on the candidate answer
Y, ensuring fair and robust comparison across
multi-LLM outputs.

E Additional Results

E.1 Comparison between applying calibrated
log-likelihood metric for all cases vs
tie-break cases only.

Random Tie-Break Case only All cases

GSMB8K (Q=1,L=1,M=1)  47.87 70.00 71.00
GSMB8K Debate (Q, L, M) 81 84.88 85.03
ARC (Q=1, L=1, M=1) 83.90 89.00 88.50

Table 3: Comparison of applying log-likelihood metric
to tie-break only cases vs all cases.
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