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Abstract

Sequence classification is essential in NLP for
understanding and categorizing language pat-
terns in tasks like sentiment analysis, intent
detection, and topic classification. Transformer-
based models, despite achieving state-of-the-art
performance, have inherent limitations due to
quadratic time and memory complexity, restrict-
ing their input length. Although extensive ef-
forts have aimed at reducing computational de-
mands, processing extensive contexts remains
challenging.

To overcome these limitations, we propose Res-
Former, a novel neural network architecture
designed to model varying context lengths effi-
ciently through a cascaded methodology. Res-
Former integrates an reservoir computing net-
work featuring a nonlinear readout to effec-
tively capture long-term contextual dependen-
cies in linear time. Concurrently, short-term de-
pendencies within sentences are modeled using
a conventional Transformer architecture with
fixed-length inputs.

Experiments demonstrate that ResFormer sig-
nificantly outperforms baseline models of
DeepSeek-Qwen and ModernBERT, delivering
an accuracy improvement of up to +22.3% on
the EmoryNLP dataset and consistent gains on
MultiwOZ, MELD, and IEMOCAP. In addi-
tion, ResFormer exhibits reduced memory con-
sumption, underscoring its effectiveness and
efficiency in modeling extensive contextual in-
formation.

1 Introduction

Transformer models have significantly advanced
state-of-the-art performance across various natural
language processing (NLP) tasks (Vaswani et al.,
2017; Devlin et al., 2018; Dosovitskiy et al., 2020).
However, an important limitation of Transformer
architectures is their inherent quadratic complexity
concerning input length, which restricts the number
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of tokens they can effectively process. For instance,
popular models such as LlaMA 3 (Meta, 2024),
Gemma (Team et al., 2024), GPT-4 (Achiam et al.,
2023), and Mistral (Jiang et al., 2023) typically
have a maximum input length limited to approxi-
mately 8K tokens.

Despite this limitation, tasks such as emotion de-
tection greatly benefit from analyzing extensive se-
quential contexts to capture subtle emotional cues
and evolving relational dynamics effectively. For
example, in the TV series Friends, accurately un-
derstanding Joey’s emotional development, from
carefree bachelorhood to genuinely caring about
his friends’ happiness, necessitates context derived
from numerous episodes spanning several seasons;
Similarly, Monica’s compulsive cleanliness, ini-
tially played for laughs, but across seasons, it re-
flects deep insecurity rooted in childhood neglect.
Without long-term context, such emotional com-
plexity is easily misclassified. Thus, efficiently
modeling all context of the narrative is essential to
adequately analyze emotion.

Many studies have investigated how to effi-
ciently increase Transformer input lengths, such
as (Munkhdalai et al., 2024; Tworkowski et al.,
2024; Bertsch et al., 2024; Mohtashami and Jaggi,
2024). Existing solutions, however, either modify-
ing the attention model with heuristic assumptions
or projecting long input into a fixed dimension.
Since most work does not consider temporal pat-
terns of the input, there is still room to reduce the
information loss learned from the long context and
improve the prediction accuracy and efficiency.

In this work, we introduce a novel neural net-
work architecture ResFormer that integrates Reser-
voir Computing Network and Transformer to effi-
ciently handle long sequences. Echo State Network
(Reservoir) is a kind of Reservoir Computing (RC)
that is a class of simple and efficient Recurrent
Neural Networks where internal weights are fixed
at random, and only a linear output layer is trained.
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Reservoir requires a small number of training data
samples and computing resources with great advan-
tages for processing sequential data in linear time
and constant space (Gauthier et al., 2021). Here,
we improve Reservoir with nonlinear readout to
take long conversational context into account for
time and memory efficiency (Gauthier et al., 2021).

Notebly, our method is model agnostic, that
means, our ResFormer can be also applied on any
other neural network architecture such as convolu-
tional neural network and LSTM to improve their
performance.

ResFormer Architecture The core innovation
of our ResFormer lies in the integration of Reser-
voir and Transformer models. Figure 1 depicts the
architecture of our ResFormer, which consists of
two cascaded modules tailored for different context
lengths.

For longer contexts, an Reservoir models the en-
tire context relevant to the current utterance, draw-
ing from all available training corpora. For exam-
ple, in a script containing multiple seasons and
episodes, the Reservoir learns the emotion of a
character based on the current sentence within the
larger context throughout the TV series, i.e., scripts
of all seasons and episodes. In scenarios where the
corpus consists of several unrelated books, each
book is learned in its entirety, with the Reservoir
re-initialized randomly at the beginning of each
book’s first sentence.

For shorter contexts, a Transformer-based mod-
ule captures token-level dependencies within in-
dividual sentences. Each sentence is initially pro-
cessed by the Transformer-based model to encode
within-sentence dependencies, generating sentence
embeddings subsequently combined with outputs
from the Reservoir module. The Reservoir reads
sentence after sentence in their embedded forms
and then update the Reservoir states on all the con-
text of a corpus without training.

This combined representation is fed into a neural
network block. The neural network block can be
of any architecture, and in this paper, we showcase
on the Transformer model. We apply the CLS to-
ken’s hidden state to incorporate the sentence level
information, enabling comprehensive contextual
dependency modeling. This cascaded approach ef-
fectively models both long-term dependencies and
conventional token-level relationships.

Our proposed reservoir method enables the
Transformer architecture to process an unlimited

number of input tokens. Our primary contributions
are as follows:

1. We propose the ResFormer architecture, capa-
ble of theoretically handling arbitrarily long
inputs with linear time complexity.

2. We develop a cascaded learning framework to
effectively manage long and short contextual
information separately.

3. We introduce a cross attention readout mecha-
nism leveraging cross-attention, significantly
enhancing the performance of Reservoir.

4. We empirically validate our method, demon-
strating notable performance improvements
on emotion and intent detection tasks.

Our experiments demonstrate that our Res-
Former significantly enhances performance on
NLP classification tasks. Specifically, we ob-
serve accuracy increase of +19.9% over Modern-
BERT (Warner et al., 2024) and +22.3% over
DeepSeek-Qwen-1.5B (DeepSeek-Al et al., 2025)
on the EmoryNLP dataset, and up to +8.58%,
+8.00%, and +14.6% over ModernBERT (Warner
et al., 2024), DeepSeek (DeepSeek-Al et al., 2025),
and Longformer (Beltagy et al., 2020) on the
MELD (Poria et al., 2019) dataset, respectively, in
addition to the consistent improvements on Multi-
WOZ2.2 (Zang et al., 2020) and IEMOCAP (Busso
et al., 2008).

2 Problem Definition

A corpus, such as a book, a series of conversations,
and all episodes and seasons of a TV-series, can be
represented in the text form of a sequence of sen-
tences ul = uj,up---w;--cuy (i € 1,2, 1),
here I is the total number of sentences in the cor-
pus and each individual sentence u; is defined as
u; = wy---wj---wy, where J is the sentence
length. A training dataset can be composed of one
or multiple corpora.

In a textual sequence classification task, such
as emotion and intent detection, we aim to predict
the best class ¢ for the sentence u; based on all

previous relevant sentences from u} *:

¢; = argmax Pr(c|uy; uifl) M
C

In Section 3, we will describe our ResFormer to
infer Pr and predict the sequence class.
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Figure 1: A schematic of ResFormer: input sentences are first processed by a word embedding layer, while Reservoir states
are passed into a nonlinear readout layer. The resulting Reservoir outputs and input embeddings are then combined via a

cross-attention layer and fed into the Transformer.

Excuse me \ — ) = {emo:neu}
Do you have your forms? ‘ = —> {emo:neu}
\ \\

Yeah [———— H
% ‘ § Reservoir => {emo:neu}
| letmeseethem | = | Transformer | —, {emo:neu}
Is there eaproblem? | ,:> —> {emo:fru}
‘ Who told you to get in this line? ‘ = > {emo:fru}

Figure 2: An example from the [EMOCAP dataset. Arrows

on the left show how the Reservoir states are updated and feed
into the transformer-based models as inputs.

3 ResFormer

Architecture ResFormer RT is named after
reservoir computing (Gallicchio et al., 2017) R(-)
and Transformer T(-) architecture it builds upon.
The key innovation of RT lies in integrating two
distinct memory mechanisms to capture informa-
tion across different levels of context. This all-
context-aware memory framework does not only
tackles the challenge of processing long contexts
but also selectively emphasizes the most relevant
recent inputs. The two memory modules work in
tandem to model dependencies at multiple scales
when the context length grows:

* The long-term memory module (LTM) in Sec-
tion 3.2 processes the entire context, allowing
it to capture extended dependencies across all

previous input sentences in a corpus.

* The short-term memory module (STM) in Sec-
tion 3.1, on the other hand, focuses on local
dependencies within individual sentences.

Together, these modules enable the model to
efficiently manage and utilize context across both
global and local levels. Now, we will describe these
two modules to handle different ranges of input
lengths, i.e., LTM realized with reservoir, while
STM implemented as Transformer:

gi = T(R(e(uy™")) ¥ e(uy)) )

Here, § is the final output of the class predic-
tion ¢ in Equation 1. The reservoir R(-) takes all
time inputs sequentially, i.e., the long-term histor-
ical context from the initial time step to the latest
time step and outputs reservoir states as a com-
pressed full context representation. The operator
W represents a cross attention that combines input
embeddings with reservoir state output, and then
feeds it into a Transformer model. The resulting
effective input size to the Transformer is the same
as the baseline input size. T(-) is a Transformer
model that learns from the current sentence u;.

Below, we will describe how to model input
data embedding € (Section 3.1), reservoir R (Sec-
tion 3.2), combination operator W (Section 3.3),
Transformer T (Section 3.4), and training (Sec-
tion 3.5).
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3.1 Embedding ¢

First, we use the Transformer model to embed the
input sentences. For a given input sentence u, each
of the J tokens wl‘] are fed to the embedding layer
(Equation 3) as input and we get the sentence em-
bedding matrix e(u) as the output.

e(u) =ew) ® - de(wy) ® (wers)  (3)

Here, e(w;) denotes the output of the embed-
ding layer for the token w;, obtained from the final
hidden layer of the Transformer in the previous
iteration (see STM in Section 3.4).

Since our focus is on sequence classification
tasks, a special classification token “CLS” (wcLs)
is incorporated during the embedding process. The
CLS token has been widely used in sequence clas-
sification models such as BERT (Devlin et al.,
2019), ModernBERT (Warner et al., 2024), BART
(Lewis et al., 2019), and DeepSeek (DeepSeek-
Al et al., 2025). The CLS token is prepended to
the input tokens (e.g., [CLS], sentence tokens) to
capture a sentence-level representation. At each
self-attention layer, it attends to all other tokens,
aggregating contextual information. After the final
layer, the CLS token’s hidden state h%ﬁs] summa-
rizes the entire input and is fed into a classifier
The loss function trains the CLS token to capture
task-specific context such as sentiment or intent.

32 LTMR

The LTM module processes all input sentences
in the corpus and produces reservoir states. We
use the Leaky Integrator reservoir (LI-reservoir)
model (Jaeger et al., 2007), a variant of the basic
reservoir, in which leaky integrator reservoir units
are adopted:

xr = (1 —a)xi—1+
atanh(W;,hy + 0 + Wx;_1), “4)

The parameters are defined as follows:

* Reservoir State: The reservoir state vector at
time ¢ is denoted as x; € R™N", capturing the net-
work’s memory of past inputs. The initial state
X is either set to zero or initialized randomly.
The weight matrices associated with the reser-
voir are initialized randomly and remain fixed
throughout training. The leaky integration pa-
rameter o € [0, 1] and the spectral radius p are
optimized on the validation set using Powell’s
algorithm.

* Activation Function: The nonlinearity in the
reservoir is introduced via the element-wise hy-
perbolic tangent function, tanh(-).

* Input and Output Dimensions: N, is the num-
ber of input units, and [V, is the number of reser-
voir (hidden) units.

¢ Leaky Integration and Hyperparameters: The
leaky integration parameter o regulates the mem-
ory of the reservoir; smaller values favor longer
memory. The spectral radius p is scaled to satisfy
the Echo State Property (ESP) (Jaeger and Haas,
2004; Tino et al., 2007), and the sparsity level is
configured accordingly. These hyperparameters
are tuned on the validation set.

* Weight Matrices:

- W e RN-*Nr ig the fixed, recurrent reser-
voir weight matrix, generated randomly
with elements drawn independently from
a Gaussian distribution.

- W,, € RV-*Nu ig the input-to-reservoir
weight matrix, where each element is sam-
pled uniformly from [—o;y,, 0iy], With oy,
as the input scaling factor.

— 0 € RM" is the bias-to-reservoir vector, also
initialized from the same distribution.

These matrices are not updated during training;
instead, they remain fixed at their initial random
values.

Nonlinear Readout: In reservoir computing, the
readout component is responsible for mapping
reservoir states to the output space. Rather than
using a conventional linear readout, we employ a
single-layer multilayer perceptron (MLP) to com-
pute the output at each time step t:

h;=o0 (Woutxt + oout) s (5)

where h; € R"™ is the readout with dimensional-
ity m, Wy € R™*Nr s the reservoir-to-readout
weight matrix, and 0,,; € R™ is the bias vector.
The activation function o is chosen to be ReLL.U.

Integrating a nonlinear readout into reservoir
computing significantly boosts the model’s expres-
siveness, enabling it to capture complex patterns
that linear readouts cannot. This leads to improved
performance on tasks with nonlinear input—output
relationships, such as classification and sequence
modeling. Moreover, using a nonlinear readout
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improves task performance without the need to
increase the size or complexity of the reservoir it-
self, making it a cost-effective enhancement. It
also enables greater flexibility in adapting to differ-
ent output structures and supports modern training
techniques, such as gradient-based optimization,
when appropriate. Overall, the nonlinear readout
serves as a powerful and efficient extension to the
reservoir architecture, yielding improved accuracy
and generalization.

Group reservoirs: As ensemble reduces the vari-
ants of the prediction for a more reliable output,
we integrate multiple reservoirs’ nonlinear readout
layers for the stability of our prediction. We con-
sider L reservoirs, each with distinct decay rates
(o and p), initialized randomly (Gallicchio et al.,
2017) and concatenate @ each reservoir’s output to
get the group reservoirs’ output o;:

o,=h/oh?®...ohf (6)
Thus, the reservoir computing function is
Oy = R(hl:t) (7)

3.3 Combination ¥

We use a cross-attention block & to combine the
group reservoir output o; from Equation 7 and the
embeddings ¢(u;) to feed into STM in Section 3.4:

e(uy) W oy = F(softmax (K - (otWV)) + 0y)
(e(u) W) (0, WH)"
e

K=
3)

We use K to denote the key, query, and value
component. W& WX WV matrices are learnable,
with dj, as an indication of the dimensions of the
key. We initialize them randomly and train them
together with the STM in Section 3.4. Besides, F
is the layer norm of the feedforward neural net-
works with two layers of linear transformation with
768 neurons, and one layer of ReL.U function in
between, corresponding to the layer normalization
operation and feed forward operation proposed in
Transformer paper (Vaswani et al., 2017).

Here is an example to elaborate on how the reser-
voir outputs are paired with the embedded inputs.
The reservoir state for time step 1 is R(h;), and the
reservoir state for time step 2 is updated by reading
the second time step values hy into R(h;) to gen-
erate R(h?), and the reservoir state for time step 3

is updated by reading the third time step values hj
into R(h?) to generate R(h3). Now, say that we set
k = 2, we can make the sequence classification y3
based on the cross attention between R(h3) (with
an output size of k = 2) and h3 shown in Equation
8. For the next time step, we read the h4 value into
the R(h}) and generate R(h}). By using the cross
attention between R(h}) and h3, we can make the
latest sequence classification yy.

34 STM

We use Transformer (Vaswani et al., 2017) to
implement STM. Note, that the STM’s only in-
puts are embeddings, initialized using Modern-
BERT (Warner et al., 2024) with positional em-
beddings. After that, the LTM output states and the
concatenated embeddings are fed into the STM to
perform the prediction task. Equation 2 is defined
as:

(yt, hy) = T(or W e(uy)) )

Here, o; is the LTM output states from Equa-
tion 8, ¥ is the predicted sequence class, h; is
the final layer output of the model T, and T
is the Transformer model. The STM is model-
agnostic and can be implemented using any neu-
ral network architecture, such as RNNs, CNNs,
LSTMs, and can be applied within encoder-only
models (e.g., BERT (Devlin et al., 2018), Modern-
BERT (Warner et al., 2024)), decoder-only mod-
els (e.g., DeepSeek (DeepSeek-Al et al., 2025)),
or encoder-decoder architectures (e.g., TS (Raffel
et al., 2023)).

3.5 Training and Parallelization

Training Loss Given g as the true label and ¢,
as the prediction at iteration ¢, we use the cross-
entropy loss function as our objective:

T
. 1 _ X
L(9,9) = 7 Zyt log(9t) (10)
t=1

Batch Parallelization Training models with an
integrated reservoir requires processing the dataset
sequentially to capture the inherent memory depen-
dencies between samples, as the computation for
each input depends on the reservoir state produced
by its predecessor. This sequential nature makes
traditional batch training and standard Transformer
parallelization impractical. To address this, we pro-
pose a novel parallelization method tailored for our
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Table 1: Comparison of time and memory complexity.

Model Time Memory
Transformer O(K?d) O(Kd + K?)
RNN O(Kd?) O(Kd)
Longformer | O(Kd?* + gKd) O(Kqd)
Mamba O(Krd) O(rd?)

RT O(Kqd) O((gd + ¢° + n*)/B)
RT(Batch) O(Kqd) O(qd + ¢* + n?)

ResFormer architecture, which processes input sen-
tence by sentence, while maintaining the necessary
reservoir state transitions. The method proceeds in
the following steps:

Batch Parallelization To support efficient train-
ing while preserving the sequential memory dy-
namics of the reservoir, we introduce a custom
batch-parallelization strategy, as follows:

1. At the start of a new corpus, the reservoir state
is randomly initialized and trained from scratch
to learn the long-term dependencies inherent in
the sequence.

2. Multiple sentences are grouped into a batch
(e.g., batch size of 4). Each sentence is inde-
pendently embedded using the ModernBERT
embedding layers (Warner et al., 2024).

3. Each embedding is combined with the current
reservoir state using the W operation, as de-
scribed in Section 3.3. All sentences in the batch
use the same input reservoir state, specifically,
the final state from the previous batch.

4. These combined representations are processed
in parallel by the STM, producing a hidden state
for each sentence.

5. The resulting hidden states are then passed se-
quentially, in sentence order, through the reser-
voir to update its internal state. This ensures
that temporal dependencies across sentences are
preserved.

6. The final reservoir state, after processing the
entire batch, is carried forward and used as input
for the next batch.

Complexity: Table 1 shows the time and mem-
ory comparison of our method with other popular
models. Here, K denotes the input sequence length,
q is the sentence length (or window size in the case
of LONGFORMER (BELTAGY ET AL., 2020)), g

refers to the number of tokens used for global at-
tention, d is the hidden dimension for each model,
B represents the batch size, and n is the number of
neurons the reservoir. Transformer has a time com-
plexity of O(K? x d), which becomes impractical
to compute as the input length K grows large due
to the quadratic complexity.

In contrast, our ResFormer separates processing
into two components: Short-Term Memory (STM)
and Long-Term Memory (LTM). The LTM module
operates with linear time complexity O(K) rela-
tive to input length, enabling efficient handling of
long contexts. While the STM retains the standard
quadratic complexity of attention mechanisms, but
its input length can be fixed to a constant (even
a large one), allowing the overall model to scale
effectively to extremely long sequences without
incurring quadratic cost across the full context.

4 Experiments and Results

In this section, we present experiments demonstrat-
ing that ResFormer effectively handles contexts of
arbitrary length while fully leveraging long-range
dependencies.

4.1 Experimental Setup

Data and pre-processing:  We present the re-
sults on four sequence classification datasets: Mul-
timodal EmotionLines Dataset (MELD) (Poria
et al., 2019), Multi-Domain Wizard-of-Oz (Multi-
WOZ 2.2) (Zang et al., 2020), EmoryNLP (Zahiri
and Choi, 2017), and the IEMOCAP multimodal
dataset (Busso et al., 2008). Each dataset is split
into training, validation, and test sets following the
setup in Park et al. (2022).

All datasets used are multimodal (text and
visual/audio), but we focus solely on textual
data (e.g., utterances) for training and evaluation,
such as in MELD and IEMOCAP, to isolate the
RT model’s language understanding capabilities.
While our approach is text-based, the model’s ar-
chitecture remains flexible and could be extended
to multimodal inputs in future work.

Baselines: We compare our method with
several Transformer-based baselines, including
LONGFORMER (Beltagy et al., 2020), MODERN-
BERT (Warner et al., 2024), and DEEPSEEK-
QWEN-1.5B (DeepSeek-Al et al., 2025), all fine-
tuned with LORA (Hu et al., 2021). For all models,
we use a weight decay of 0.01, a learning rate of
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Table 2: Intent Detection on Multioz 2.2.; Emotion clas-
sification on EmoryNLP. DSLora: DeepSeek1.5B+Lora.
Mem: Memory in GB. Time: Training time in hours.

Model | Accuracy | F1 | Mem | Time

Intent Detection (MultiwOZ 2.2)

DSLora 0.822 0.724 | 30 32
ModernBERT 0.841 0.757 15 22
RT 0.840 0.763 8 46

Emotion Classification (EmoryNLP)

DSLora 0.310 0.256 15 3
ModernBERT 0.316 0.252 10 3
RT 0.379 0328 | 3.6 6

Emotion Detection (MELD)

DSLora 0.513 0364 | 22 8.37

ModernBERT 0.516 0377 | 13 7.19
Longformer 0.482 0.355 | 25 2

LSTM alone 0.326 0.287 | 2.1 1.33

LSTM-+Reservoir 0.394 0.311 | 0.81 | 2.23
RT 0.557 0.529 | 44 10

Emotion Detection IEMOCAP)

DSLora 0.411 0425 | 5.6 39
ModernBERT 0.413 0431 | 5.6 4
RT 0.437 0.457 | 1.87 8
RT (Batch) 0.431 0.442 5.4 4

0.0002, a batch size of 16, and set the LORA (Hu
etal., 2021) o parameter to 8.

Model Training: MODERNBERT (Warner
et al., 2024) serves as the Transformer backbone
in our model. We set the attention dropout to 0.1,
weight decay to 0.01, and learning rate to 0.0002.
For the LTM component, we utilize five distinct
reservoirs, each initialized with different hyperpa-
rameter configurations. Specifically, the reservoir
sizes range from 1500 to 1900, spectral radii from
0.7 to 0.9, leaky integration values from 0.48 to
0.52, and sparsity levels from 0.4 to 0.6. These
values are optimized on the validation set using the
power iteration method.

Results:  Table 2 shows the accuracy (in per-
centage) of our ResFormer compared to several
baseline models. Across all three tasks, our model
consistently achieves strong performance.

¢ Intent Detection: On the MultiwWOZ dataset,
ResFormer performs comparably to MODERN-
BERT (Warner et al., 2024). While it requires
slightly longer training time, it is significantly
more memory-efficient—consuming only about
one-third of the RAM used by both MODERN-
BERT and DEEPSEEK-QWEN-1.5B (DeepSeek-
Al et al., 2025).

* Emotion Classification: On EmoryNLP (Za-

hiri and Choi, 2017), ResFormer outperforms all
baselines by up to +6% in prediction accuracy.
As with the Intent Detection task, it maintains
a much lower memory footprint, requiring only
one-third of the RAM used by the other models.

e MELD and IEMOCAP: On MELD (Poria et al.,
2019), ResFormer achieves approximately a +4%
improvement in accuracy over baselines. On
IEMOCAP (Busso et al., 2008), it improves accu-
racy by +2.6% over DEEPSEEK and +2.4% over
MODERNBERT.

Despite its relatively longer training time, Res-
Former delivers substantial memory savings, using
only about one-third of the RAM compared to other
models. Furthermore, as detailed in Section 3.5,
our custom batching strategy significantly reduces
training time, bringing it in line with baseline mod-
els while still achieving superior accuracy.

Compatibility with Other Backbones: The Res-
Former framework is architecture-agnostic and can
be integrated with non-Transformer models such as
LSTMs. For example, on the MELD dataset, incor-
porating the reservoir into a bidirectional LSTM
increases accuracy from 32.61% to 39.4% (Ta-
ble 2). This highlights the reservoir’s effectiveness
in enhancing temporal modeling across a variety of
backbone architectures.

4.2 Ablation Study

Leaky Parameter: We investigate how differ-
ent leaky parameter values («) in the reservoir
affect model performance. The leaky parameter
controls how much past information is retained
in the reservoir state. Figure 3 shows the perfor-
mance with different o values ranging from 0.3 to
0.7 on the EmoryNLP dataset. We observe that
a = 0.4 ~ 0.5 achieves the best performance,
suggesting that moderate memory retention works
better than either very short or long memory spans.

Nonlinear Readout: Figure 4 compares the
performance of various activation functions in
the reservoir readout layer on the EmoryNLP
dataset. The tested activations include Linear, Tanh,
ReLU, and Leaky ReLU. While ReLU consistently
achieves the best results, the overall improvement
from using nonlinear activations is modest.

Reservoir Size We investigate the impact of
reservoir size on model performance, as it deter-
mines the dimensionality of the internal state and
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its capacity to capture temporal dependencies. Fig-
ure 5 shows results on EmoryNLP for reservoir
sizes ranging from 1000 to 3000 neurons. To ef-
fectively analyze this, we use five reservoirs per
model, each differing by 100 neurons (e.g., 1000,
1100, 1200, 1300, 1400), allowing us to identify
which size range yields the highest accuracy.

Table 3 details the reservoir sizes within the
group reservoir and their corresponding hyperpa-
rameters.

Combination Method Comparison: Ablation
on EmoryNLP (Table 4) shows that replacing

Table 3: Hyperparameters for each reservoir, identified
by its ID.

ID Reservoir Spectral Leaky Sparsity
ID Size Radius  Values

#1 1500 0.9 0.48 0.6
#2 1600 0.85 0.49 0.55
#3 1700 0.8 0.50 0.5
#4 1800 0.75 0.51 0.45
#5 1900 0.7 0.52 04

Table 4: Combination methods between reservoir states
and Transformer layers on EmoryNLP dataset.

Combination Method | Accuracy
Simple Concatenation 0.173
Element-wise Addition 0.146
Cross-Attention (Ours) 0.379

Table 5: Out-of-domain evaluation results.

Method Training Test | Accuracy
ModernBERT | EmoryNLP | MELD 0.249
ResFormer EmoryNLP | MELD 0.286

our cross-attention with simple concatenation or
element-wise addition drops accuracy drastically
(17.3% and 14.6% vs. 37.9%). This confirms cross-
attention as a crucial design choice for effectively
integrating reservoir states with Transformer layers,
validating its role in enhancing model performance.

Out-of-Domain Generalization: To evaluate
ResFormer’s robustness beyond its training do-
main, we conduct cross-dataset tests by training
on EmoryNLP and evaluating on MELD. Due to
different emotion labels, we manually aligned se-
mantically similar categories (e.g., Fear/Scared,
JoylJoyful) to enable fair comparison. As Table 5
shows, ResFormer outperforms ModernBERT in
this setting (28.6% vs. 24.9%). These results high-
light ResFormer’s potential for zero- or few-shot
learning and suggest that the reservoir-based design
supports cross-domain generalization.

ResFormer Stability: We test ResFormer with
different random seeds and spectral radii across
multiple datasets. As shown in Table 6, perfor-
mance variance remains consistently low (e.g.,
0.00025 on EmoryNLP), indicating stable training
and robustness to initialization.

Training Efficiency in No-Batch Setting: We
also evaluate ResFormer’s efficiency on MELD
by training RT and all baseline models to a set-
ting accuracy level with a batch size of 1, demon-

11263



Table 6: Performance variance of ResFormer across
datasets with different random seeds.

Dataset Variance
EmoryNLP | 0.00025
MELD 0.00046
IEMOCAP | 0.00057
Multi_OZ 0.00031

Table 7: Training efficiency and memory usage compar-
ison on MELD (batch size = 1).

Method | ResFormer | ModernBERT | DeepSeek
Time 4 hrs 7 hrs 8.75 hrs
Memory 4.4 GB 44 GB 5.6 GB

strating that it outperforms both ModernBERT and
DeepSeek in training time and memory usage. Res-
Former reaches the setting accuracy in 4 hours,
compared to 7 and 8.75 hours respectively, while
using similar memory to ModernBERT (4.4GB)
and less than DeepSeek (5.6GB). Although Res-
Former is slightly slower per sample, it converges
faster, leading to overall improved training effi-
ciency (Table 7).

5 Related Work

Extensive research has focused on efficient long-
sequence modeling, including but not limited to the
works of (Kitaev et al., 2020; Kim and Cho, 2020;
Beltagy et al., 2020; Choromanski et al., 2020;
Katharopoulos et al., 2020; Zhou et al., 2021; Guo
etal., 2021; Ma et al., 2021; Hua et al., 2022; Tay
et al., 2022; Bertsch et al., 2023; Liu et al., 2023; Li
et al., 2023; Mohtashami and Jaggi, 2023; Ainslie
et al., 2023; Bulatov et al., 2023; Martins et al.,
2021; Liu and Abbeel, 2024; Munkhdalai et al.,
2024; Tworkowski et al., 2024; Bertsch et al., 2024;
Han et al., 2023; Mohtashami and Jaggi, 2024).
Scaling model size, as in LLAMA 3 (Meta,
2024), is a simple fix but fails for arbitrarily long
contexts (Mohtashami and Jaggi, 2024; Kryscinski
et al., 2021). Alternatives include fixed-size con-
text encoding (Kanerva, 1988), modified attention
to highlight salient tokens (Beltagy et al., 2020;
Zaheer et al., 2020; Liu and Abbeel, 2024), heuris-
tic attention (Liu and Abbeel, 2024; Zaheer et al.,
2020), and sequence compression (Peters et al.,
2018; Devlin et al., 2018), which risk information
loss (Li et al., 2024). Targeted memory strategies
scale beyond one million tokens (Munkhdalai et al.,
2024), while others offload cross-attention to exter-
nal memories like k-NN (Bertsch et al., 2024) or

retrieval-augmented attention (Tworkowski et al.,
2024).

Architectural innovations restructure attention
via block-wise (Liu and Abbeel, 2024), ring (Liu
et al., 2023), or sparse mechanisms (Zaheer
et al., 2020), or embed recurrence in deep mod-
els (Munkhdalai et al., 2019; Feng et al., 2024;
Bulatov et al., 2022; Wang et al., 2019; Kim et al.,
2018; Bulatov et al., 2023). State-space models
like Mamba (Gu and Dao, 2023) maintain compact
representations but still face compression bottle-
necks (Li et al., 2024).

Notably, reservoir computing (Jaeger, 2001;
Maass et al., 2002; Xia et al., 2023) has been
integrated with deep architectures for temporal
tasks (Wang et al., 2023). While promising in
speech (Nako et al., 2023; Ibrahim et al., 2021)
and time series (Shahi et al., 2022; Bianchi et al.,
2020; Platt et al., 2022; Shen et al., 2020), it re-
mains underexplored for textual data.

In this work, we introduce a novel framework
that captures dependencies across short, medium,
and long contexts using fixed-length representa-
tions, enabling efficient long-sequence modeling
while preserving rich textual information.

6 Conclusion

We propose an ResFormer model that efficiently
learns long input sequences. The core novelty of
our approach lies in the integration of long-term
and short-term memory on the model level, which
enables learn extremely long context in linear time
and a constant memory. This design allows the
model to capture temporal dependencies across
sequences, thereby significantly improving perfor-
mance on downstream tasks.
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7 Limitations

ResFormer offers limited benefits for short se-
quences or tasks with minimal long-range de-
pendencies. While full-attention Transformers
may outperform it under unlimited resources, Res-
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Former excels in realistic, resource-constrained set-
tings by efficiently handling long inputs.

8 Ethical Considerations

We use Al to enhance grammar, conducting experi-
ments exclusively on public, non-sensitive datasets.
Our goal is to advance efficient and accurate NLP
while promoting secure and responsible model.
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