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Abstract

Multimodal Large Language Models (MLLMs)
have demonstrated impressive capabilities in
vision-language understanding. Recently, with
the integration of test-time scaling techniques,
these models have also shown strong poten-
tial in visual reasoning. However, most exist-
ing reasoning approaches remain text-level in
nature: MLLMs are prompted to explore var-
ious combinations of textual tokens via their
underlying language model, while the visual
input remains fixed throughout the reasoning
process. This paradigm limits the model’s abil-
ity to fully exploit rich visual information, par-
ticularly when dealing with images containing
numerous fine-grained elements. In such cases,
vision-level reasoning becomes crucial—where
models dynamically zoom into specific regions
of the image to gather detailed visual cues nec-
essary for accurate decision-making. In this
paper, we propose Zoom Eye, a training-free,
model-agnostic tree search algorithm tailored
for vision-level reasoning. Zoom Eye treats an
image as a hierarchical tree structure, where
each child node represents a zoomed-in sub-
region of its parent, and the root corresponds to
the full image. The algorithm enables MLLMs
to simulate human-like zooming behavior by
navigating from root to leaf nodes in search of
task-relevant visual evidence. We experiment
on a series of elaborate high-resolution bench-
marks and the results demonstrate that Zoom
Eye not only consistently improves the perfor-
mance of a series of MLLMs with large mar-
gin (e.g., InternVL2.5-8B increases by 15.71%
and 17.69% on HR-Bench) but also enables
small 3-8B MLLMs to outperform strong large
models such as GPT-4o. Our code is available
at https://github.com/om-ai-lab/ZoomEye.

1 Introduction

By integrating powerful language models (Tou-
vron et al., 2023; Yang et al., 2024) with visual
encoders (Radford et al., 2021; Sun et al., 2023;
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Figure 1: Top: When dealing with a high-resolution im-
age, MLLMs effectively perceive the dominant objects
but often fail to recognize finer details, highlighting the
need for vision-level reasoning. Bottom: Applied with
Zoom Eye, MLLMs could perform vision-level reason-
ing, allowed to explore the image details until they can
answer the question.

Zhai et al., 2023), Multimodal large language mod-
els (MLLMs) are able to jointly process textual and
visual inputs, achieving impressive performance in
vision-language understanding (Zhao et al., 2024a;
Bai et al., 2023; Chen et al., 2024b; Li et al., 2024).
Recently, drawing on test-time scaling techniques
that enhance reasoning abilities in LLMs, such
as OpenAI-o1 (Jaech et al., 2024) and DeepSeek-
R1 (Guo et al., 2025), a series of literature tries to
investigate these reasoning techniques in MLLMs

6614

https://github.com/om-ai-lab/ZoomEye


to further improve the visual reasoning capabili-
ties (Xu et al., 2024; Dong et al., 2024; Yao et al.,
2024a; Shen et al., 2025; Meng et al., 2025)

However, these methods predominantly operate
at the textual level, leveraging the generative ca-
pacity of the underlying language model without
modifying the perception of the image itself. That
is, the visual input remains static throughout the
reasoning process, restricting the model’s ability to
process fine-grained visual content, especially on
an elements-rich high-resolution image. As illus-
trated in the top of Figure 1, for the same image,
the MLLM accurately recognizes the dominant ob-
ject whereas it struggles to perceive the detailed
one. This gap highlights the need for vision-level
reasoning, where the model actively interacts with
the image by zooming in and out to selectively
attend to informative regions, as demonstrated in
the bottom of Figure 1, much like how humans
visually process complex scenes. A similar vision-
level zooming mechanism has been adopted in the
closed-source OpenAI-o3 (OpenAI, 2025). In con-
trast, our goal is to develop an open-source vision-
level reasoning method, making this capability ac-
cessible to the broader research community.

When viewing a high-resolution image, humans
typically start with a global scan, then gradually
zoom into areas of interest for closer inspection
(Figure 2(b)). If the desired information is not
found, they zoom out and explore alternative re-
gions (as shown in Figure 2 (c)). Inspired by this,
structuring an image as a tree is highly logical for
simulating similar actions in an MLLM: the root
denotes the full image, each child node corresponds
to a zoomed-in sub-region of its parent, and deeper
nodes indicate higher zoom levels. This hierarchi-
cal representation, combined with a search algo-
rithm, allows models to (1) explore fine-grained
regions (node lookahead) and (2) return to the pre-
vious view to inspect other regions (node back-
tracking). Similar tree-based search strategies have
shown strong performance in text-based LLM rea-
soning(Yao et al., 2024b; Hao et al., 2023; Feng
et al., 2023; Zhu et al., 2023).

In this paper, we propose Zoom Eye, a tree
search algorithm for vision-level reasoning, which
navigates MLLMs in the dense image context
by the hierarchical and visual nature of im-
ages (contribution #1). This method simulates
the actions of zooming in and out to inspect image
details and seek out crucial information. Given a
question, the adopted MLLM first identifies the
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Figure 2: Zoom Eye enables MLLMs to (a) answer the
question directly when the visual information is ade-
quate, (b) zoom in gradually for a closer examination,
and (c) zoom out to the previous view and explore other
regions if the desired information is not initially found.

pertinent objects. We then introduce two types of
confidence values by prompting the MLLM to rec-
ognize the presence of these relevant objects. These
confidence values are used to prioritize each candi-
date node during the tree search, determining the
sequence of node selection. The search concludes
based on a stopping criterion when the MLLM can
confidently answer the question. This process is
illustrated in the bottom part of Figure 1. Finally,
the MLLM formulates a final response based on
the visual information gathered during the search.

We adapt Zoom Eye to a series of main-
stream MLLMs, including Qwen2.5VL (Bai et al.,
2025), LLaVA-v1.5 (Liu et al., 2024a), LLaVA-
OneVision (Li et al., 2024), InternVL2.5 (Chen
et al., 2024a), and evaluate them on a suite of elab-
orate high-resolution visual understanding bench-
marks. Equipped with Zoom Eye, all evaluated
models achieve substantial performance improve-
ments compared to the baseline (contribution #2).

Additionally, our analysis also reveals cer-
tain deficiencies in visual understanding ex-
hibited by these models, which we detail in
§4.3 (contribution #3). Addressing these limi-
tations is part of our future work. More impor-
tantly, as discussed in §4.4.1, we observe a vision-
level test-time scaling phenomenon analogous to
what has been observed in text-based LLMs: per-
formance consistently improves with an increas-
ing number of search steps. This finding suggests
that vision-level reasoning benefits from deeper
exploratory search and opens new avenues for scal-
ing MLLM inference beyond static image percep-
tion (contribution #4).
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2 Preliminary

In this section, we describe briefly the prevalently
adopted image preprocessing methods and image-
text input ways of MLLMs.
Image preprocessing. For a given image I, a
naive processing style is to simply resize it to
a preset fixed resolution and then feed it into a
vision encoder to generate visual representations.
These representations can be treated as visual to-
kens and subsequently passed to an LLM, en-
abling the model to perceive the visual content
of I. Formally, this process can be expressed as:
v = F(R(I)) = (v1, v2, . . . , vLv), where F is
the vision encoder, R is the resize operation, and
Lv is the number of visual representations, which
also corresponds to the number of visual tokens
accepted by the LLM. Due to the constraints of
the naive version’s fixed and limited resolution, an-
other method, known as AnyRes, was introduced.
It divides the original image into several equal-area
blocks and imposes a maximum limit, M , on the
number of divided blocks. The vision encoder then
independently encodes each block and the overall
image. Finally, all the encoded visual representa-
tions are integrated together. This allows flexible
processing of various resolutions. Denoting I(0)

as the whole image and {I(1), . . . , I(a)} (a ≤ M)
as the blocks, the AnyRes could be formulated as:
v = F(A(I)) = [v0, v1, . . . , va], where A denotes
the AnyRes operation and vi = F(R(I(i))) =
(v(i,1), v(i,2), . . . , v(i,Lv)), i = 0, 1, . . . , a. It is
noteworthy that the naive method can be considered
a special case of AnyRes when a = 0 .
Imga-Text joint input for MLLM. Common
MLLMs link a vision encoder to the pre-trained
LLM via projection or alignment modules, allow-
ing language generation through the autoregressive
capabilities of their LLM base. Specifically, given
an image I and an input prompt x, I is first encoded
into a set of visual representations as described
in the previous sub-section. Subsequently,
these visual representations, along with the text
input, are fed into the LLM base of the MLLM.
Assuming the length of the output sequence
and text input are Ly and Lx respectively, the
probability for a MLLM Φθ to generate an output
y = (y1, y2, . . . , yLy ) conditioned on the visual
input F(·(I)) = (v(0,1), . . . , v(a,Lv)) and the text
input x = (x1, x2, . . . , xLx) is: Φθ(y|F(·(I)), x) =∏Ly

i=1Φθ(yi|v(0,1):(a,Lv), x1:Lx , y1:i−1), where
F(·) could represent F(R) as naive resize or

F(A) as AnyRes.

3 Methodology

In this section, we introduce the Zoom Eye algo-
rithm. Firstly, we brief the general tree search
algorithm. Subsequently, we elaborate on our im-
plementation by initializing the components of the
tree search algorithms in detail.

3.1 Abstraction of Tree Search

Tree node. Typically, a node in the tree struc-
ture comprises the following attributes:(1) id: The
unique identifier of the node. (2) depth: Repre-
sents the level of the node within the tree. (3) value:
Used to store numeric or textual data in the node.
(4) children: A list of references to the node’s chil-
dren nodes, which facilitates traversal of the tree
structure. (5) Other custom attributes
Tree search. The abstraction of the tree search al-
gorithm could be modeled as a tuple (T,Q,R,S),
where T is the tree structure consisting of a set of
nodes, Q is a container that holds all the nodes that
might be accessed in the next search step, R is a
ranking function used to select the highest prior-
ity node based on the used search algorithm, and
S represents the stopping criterion. The abstract
search process is shown in Algorithm 1.

Alg. 1 Abstraction of Tree Search Algorithm
Require: T,Q,R,S
1: Initialize Q as the empty queue {}
2: Q.append(T.root)
3: while Q is not empty do
4: nt ← Q.pop()
5: if S(nt) == True then
6: break
7: s← nt.children.size
8: for j = 1, . . . , s do
9: Q.append(nt.children[j])

10: Q.sort(R)

Consider the example of a DFS search for a node
with a value of 5 in the tree, in this case, R is a
function that sorts the nodes in Q in descending
order of depth, and in ascending order of id when
depths are equal. Meanwhile, S is a function check-
ing if a node’s value equals 5.

A specific implementation of Zoom Eye search
involves three key questions: 1. How to formulate
the image as a tree T (§3.2). 2. How to set the
ranking function R (§3.3). 3. How to determine
the stopping criterion S (§3.4). Finally, we provide
a description of the overall algorithm in §3.5.
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Figure 3: Two image input methods for MLLMs with
distinct image processing.

3.2 Tree Representation for Image

We model the overall image as a tree T . A spe-
cific node, denoted as nt, represents an image
patch view {I,bt}, where I is the image and
bt = (x1,t, y1,t, x2,t, y2,t) is the normalized bound-
ing box coordinates. If the size of nt’s image patch
exceeds the predefined resolution by the image en-
coder, it can be further divided into four equal-
sized sub-patches, serving as its children with size
4. Nodes are recursively divided until they meet
the resolution limit. At the start of the search, the
root node T.root = {I, (0, 0, 1, 1)} representing
the overall image is visited.

However, due to the detailed nature of high-
resolution images and information loss from down-
sampling to the vision encoder’s fixed resolution,
MLLMs frequently struggle to accurately capture
key parts of an image initially. Consequently,
MLLMs should be be allowed to continuously
scan and zoom into the current view (i.e., ex-
plore deeper nodes) for more focused informa-
tion. In our implementation, we consider two im-
age input methods to enable MLLMs to perceive
the local patch represented by nt: (1) Local Input:
only the local patch is provided, suitable for ear-
lier single-image input MLLMs with naive image
preprocessing method (Li et al., 2023; Liu et al.,
2024c,a). (2) Global+Local Input: both the global
image and local patch are input, ideal for advanced
MLLMs using AnyRes preprocessing method (Liu
et al., 2024b; Li et al., 2024; Chen et al., 2024b).
In this case, we use the visual prompt with a red
rectangle to emphasize the local focus, applying
naive processing to the global image and AnyRes
to the local patch, as shown in Figure 3. Denoting

V(nt) as the final image input, we have:

V(nt) =

{
[F(R(I.crop(bt))] Local
[F(R(I)),F(A(I.crop(bt))] Global+Local

(1)

Alg. 2 Ranking Function & Stopping Criterion
Require: Φθ,W, {pe, pl, pa}, τ, o, qs
1: functionR(n1, n2) ▷ Ranking Function
2: return GET PRIORITY(n1) > GET PRIORITY(n2)
3:
4: function S(nt) ▷ Stopping Criterion
5: ca ← LOGITS RATIO(nt, pa(qs))
6: return ca ≥ τ

7:
8: function GET PRIORITY(nt)
9: if nt.priority is None then

10: ce ← LOGITS RATIO(nt, pe(o))
11: cl ← LOGITS RATIO(nt, pl(o))
12: α←W(nt.depth) ▷ weighted factor
13: nt.priority← α · cl + (1− α) · ce
14: return nt.priority
15:
16: function LOGITS RATIO(nt, x)
17: z1 ← Φθ(y = Yes | V(nt), x)
18: z2 ← Φθ(y = No | V(nt), x)
19: z ← (softmax(z1, z2)[0]− 0.5)× 2)
20: return z ▷ z ∈ (−1, 1)

3.3 Ranking Function

As shown in Algorithm 1, R is used to rank the
nodes with the priority value to determine which
one to visit in the next step. A well-defined R
strategically steers the search process. In Zoom
Eye, we adopt the MLLM to calculate the priority
value and use R to sort nodes by the value. Specif-
ically, let o denote the visual cue that is crucial
for answering the question, a MLLM should have
the following capabilities: (1) It could perceive
whether o exists within the visible view; (2) If o
occupies a small area and is not clearly visible, it
can leverage the common sense knowledge to in-
fer whether o might be discerned through further
zooming. Thus, we query the MLLM with two
prompts pe(o) and pl(o) (e.g., “Is there a o in
the sub-patch?", “Is it possible to find
a o by further zooming the sub-patch?") to
trigger these two capabilities, and use the ratio of
the next-word probability of the token “Yes" and
“No" as priority values. We refer to these two val-
ues as existing confidence and latent confidence,
denoted as ce and cl.

The overall priority value for a node is the
weighted sum of ce and cl. We introduce a weight
function W(d) that is related to a node’s depth.
When the depth is shallow, indicating minimal
zoom and the MLLM might not clearly perceive
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the cue, assign more weight cl. As depth increases,
shift more weight to ce. Finally, ranking function R
is introduced to rank nodes by the overall priority
value, as shown in Algorithm 2.

3.4 Stopping Criterion

Zoom Eye exits the search process when the
MLLM provides feedback that the current view
is sufficient to answer the provided question, de-
noted as qs. Specifically, we query the MLLM
with a prompt pa(qs) (e.g., “Could you answer
qs now?") and use the same method as described
in §3.3 to quantify the positive feedback. We refer
to it as answering confidence, denoted as ca. When
ca exceeds a predefined threshold τ , the search
terminates. The implementation of S is shown in
Algorithm 2.

3.5 Overall Search Algorithm

With the above notations in place, we now describe
how Zoom Eye works for a given image-question
pair (I, q). The complete algorithm workflow is
shown in Appendix D.4.
Generating visual cues to guide the search. Be-
fore search, the MLLM has to predefine the visual
cues essential for addressing q, enabling a targeted
and guided search based on these cues. We utilize
the in-context capability from the LLM base of
the MLLM, using a sequence of contextual exam-
ples as prefixes to generate visual cues. Ultimately,
the MLLM produces k visual cues {o1, . . . , ok}
pertinent to q. Each oi (i ∈ {1, . . . , k}) can be
categorized into two types: (type 1) those requiring
a search for a single instance, and (type 2) those re-
quiring identification of all instances in the image.

Question Visual cues Type

1 What is the color of the dog? dog type 1

2 What is the relative position
of the dog to the cat?

dog,
cat

type 1,
type 1

3 How many dogs in the image? all dogs type 2

Table 1: Examples of visual cues and their types.

Searching for cues. For each cue oi (i ∈
{1, . . . , k}), Zoom Eye explores the image tree to
capture pertinent visual information. When search-
ing for type 1 cues, the search is guided with R and
concludes as soon as it meets S, then the current
node is recorded in a list L . For a single type 1 clue,
as shown in line 1 of Table 1, the applied qs forS
is the input question q. If multiple type 1 clues are
generated as in line 2 of Table 1, we introduce a de-

composed question template pdq(oi) such as “what
is the location of the {oi}?" specific to each
cue. In this case, the applied qs of oi is pdq(oi). If a
type 2 cue is generated, as shown in line 3 of Table
1, S is not applied, and we search the whole tree to
add all nodes with sufficient existing confidence to
L.
Answering the question using the searched cues.
Given the searched nodes L = {n∗

1, . . . , n
∗
K}

, the MLLM formulates a response to the in-
put question q by synthesizing information of
these nodes. Denoting b∗

i = (x∗1,i, y
∗
1,i, x

∗
2,i, y

∗
2,i)

as the bounding-box of n∗
i (i ∈ {1, . . . ,K}),

we union the bounding-box coordinates of all
nodes in L to create a union bounding-box b∗ =
(mini x

∗
1,i,mini y

∗
1,i,maxi x

∗
2,i,maxi y

∗
2,i). For the

two distinct image input methods, we apply Eq. 1
to feed the focused region b∗ along with q into
models and derive the final response.

4 Experiments

4.1 Implementation Details

Local input. We select LLaVA-v1.5-7B (Liu et al.,
2024a) as the base MLLM, with the naive image
processing. We set τ at 0.8 and define W as 1−b

D2 ×
d2 + b, where D denotes the depth of the image
tree, d is the depth of the visited node during the
search, and b is a bias value, set here at 0.2.
Global + Local input. We select Qwen2.5VL-
3B (Bai et al., 2025), LLaVA-ov(oneVision)-7B (Li
et al., 2024), and InternVL2.5-8B (Chen et al.,
2024a) as our MLLMs, with the AnyRes image
processing. For LLaVA-ov and InternVL, we de-
fine the maximum AnyRes block as 12, and for
QwenVL, we set the max pixels as 12, 845, 056.
We set τ at 0.6 and define W similarly to the above,
except with b of 0.6.
For both input implementation, we set the maxi-
mum search depth at 2 when searching for type 2
cues to save costs. Additionally, the decomposed
question template pdq(oi) is assigned as “What is
the appearance of the {oi}?". More details
are described in Appendix D.

4.2 Results on High-Resolution Benchmark

Evaluated benchmark. We evaluate Zoom Eye
on two meticulously curated high-resolution bench-
marks. The first, V∗ Bench (Wu and Xie, 2024),
with an average resolution of 2246x1582, features
sub-tasks in attribute recognition and spatial reason-
ing. The second, HR-Bench 8K (Wang et al., 2024)
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V ∗ Bench HR-Bench 4K HR-Bench 8K
Model Attr Spatial Overall FSP FCP Overall FSP FCP Overall

Open-source MLLMs
minigptv2-7B (Chen et al., 2023a) - - - 25.75 25.25 25.50 26.0 26.25 26.13
LLaVA-v1.6-7B (Liu et al., 2024b) 60.87 63.16 61.78 49.0 46.75 47.88 37.25 44.25 40.75
LLaVA-v1.6-13B (Liu et al., 2024b) 60.0 64.47 61.78 49.75 41.25 45.50 38.0 38.25 38.13
Yi-VL-34B (AI et al., 2024) - - - 46.0 42.75 44.38 39.50 38.50 39.0
LLaVA-HR-X-7B (Luo et al., 2024) 51.30 64.47 56.54 57.75 46.25 52.0 42.0 41.25 41.63

Closed-source MLLMs
QWen-VL-max (Bai et al., 2023) - - - 65.0 52.0 58.50 54.0 51.0 52.50
GPT4o (Achiam et al., 2023) - - 66.0 70.0 48.0 59.0 62.0 49.0 55.5

Baseline and Local Input Zoom Eye
LLaVA-v1.5-7B (Liu et al., 2024a) 43.47 56.57 48.68 38.5 33.75 36.13 33.0 31.25 32.13
LLaVA-v1.5-7B w/ Zoom Eye 83.45 82.89 83.25 67.75 38.75 53.25 65.50 36.0 50.75

∆ +40.48 +26.32 +34.57 +29.25 +5.0 +17.12 +32.50 +4.75 +18.62

Baseline and Global+Local Input Zoom Eye
Qwen2.5VL-3B (Bai et al., 2025) 80.87 71.05 76.96 82.75 49.0 65.88 80.5 45.25 62.88
Qwen2.5VL-3B w/ Zoom Eye 88.70 89.47 89.01 86.75 53.50 70.13 84.75 52.0 68.38

∆ +7.83 +18.42 +12.05 +4.0 +4.50 +4.25 +4.25 +6.75 +5.50
LLaVA-ov-7B (Li et al., 2024) 75.65 75.0 75.39 72.0 54.0 63.0 67.25 52.25 59.75
LLaVA-ov-7B w/ Zoom Eye 93.91 85.53 90.58 84.25 55.0 69.63 88.5 50.0 69.25

∆ +18.26 +10.53 +14.19 +12.25 +1.0 +6.63 +21.25 -2.25 +10.0
InternVL2.5-8B (Chen et al., 2024a) 67.83 71.05 69.11 75.75 56.25 66.0 61.5 53.25 57.38
InternVL2.5-8B w/ Zoom Eye 86.09 82.89 84.82 88.75 61.50 75.13 89.75 57.5 73.63

∆ +18.26 +11.84 +15.71 +13.0 +5.25 +9.13 +28.25 +4.25 +16.25

Table 2: Results of different models on high-resolution benchmarks. FSP: Fine-grained Single-instance Perception;
FCP: Finegrained Cross-instance Perception. More results are displayed in Table 8.

MO AD RS
Method Calculate Intention Property Orientation Color† Intention† Attention Motion† Count Position

LLaVA-ov-7B 36.33 27.55 55.0 14.94 34.19 37.32 71.89 30.61 32.95 61.40
w/ Zoom Eye 38.67 38.78 60.0 14.62 47.09 38.56 68.66 42.71 35.56 48.45

∆ +2.34 +11.23 +5.0 -0.32 +12.90 +1.24 -3.23 +12.10 +2.61 -12.95

Table 3: Performance comparison on MME-RealWorld benchmark. This benchmark comprises numerous sub-tasks,
and we only list those that exhibit obvious performance changes of Zoom Eye against the baseline. MO (Monitoring),
AD (Autonomous Driving), and RS (Remote Sensing) are data categories within this benchmark. †This result is an
average derived from multiple similar sub-tasks (e.g., Color is the average of Vehicle Color and Person Color).

boasts average resolution of 7680, which consists
of two sub-tasks: Fine-grained Single-instance Per-
ception (FSP) and Fine-grained Cross-instance Per-
ception (FCP). The 8K images are cropped around
the objects in question to produce HR-Bench 4K.
Both benchmarks are comprised of rich visual el-
ements and required detailed perception to accu-
rately respond. More results are displayed in Ta-
ble 8.

Main results. As shown in Table 2, all evaluated
models exhibit significant performance gains after
incorporating Zoom Eye, highlighting its model-
agnostic applicability. For instance, LLaVA-ov-7B
achieves performance improvements of 14.19%,
6.63%, and 10.00% on V ∗ Bench, HR-Bench 4K,
and HR-Bench 8K, respectively. In conjunction
with the case studies presented in Figure 5, these
results demonstrate that vision-level reasoning en-
ables MLLMs to more effectively capture fine-
grained and task-relevant visual information in
complex scenes, thereby enhancing their overall
visual understanding capabilities.

4.3 Results on Real-World Benchmark

Evaluated benchmark. We further evaluate Zoom
Eye on MME-RealWorld (Zhang et al., 2024), a
manually annotated benchmark tailored for real-
world applications, featuring an average resolution
of 2000×1500. It includes 5 data categories and
43 sub-class tasks. Due to the page limit, we report
on only 13 sub-tasks that show significant perfor-
mance changes with Zoom Eye. These sub-tasks
span 3 data categories, with similar types merged
(e.g., Vehicle Color and Person Color into Color)
to present average scores. Detailed results are pro-
vided in Appendix C.
Results. As shown in Table 3, Zoom Eye im-
proves the performance of LLaVA-ov-7B on most
sub-tasks, especially on MO/Intention (+11.23%),
MO/Color (+12.9%), and AD/Motion (+12.1%).
However, we also notice that the model’s perfor-
mance with Zoom Eye decline on some sub-tasks.
We selecte one error example each from MO/Orien-
tation and RS/Position and display them in Figure
5. For MO/Orientation, the low direct response
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Figure 4: The relationship between the number of search
steps and the performance of the MLLM. The experi-
mental statistics are derived from LLaVA-ov-7B’s re-
sults on V ∗ Bench.

scores for LLaVA-ov, as seen in the Table 3, along
with error example in the figure, suggest a probable
deficiency of orientation data during training, nega-
tively impacting model performance in this aspect.
For RS/Position, despite Zoom Eye locates the tar-
get, the final response was incorrect, suggesting
the model struggles to link positional relationships
between the full image and sub-images, resulting in
a marked decline in performance on this sub-task.
These error examples reveal the model’s deficien-
cies, by which we will guide the direction of im-
provements in the model’s capabilities in our future
work.

4.4 Ablation Studies

4.4.1 Vision-level test-time scaling

We progressively reduce the answering confidence
threshold τ and analyze the relationship between
the number of search steps and the performance of
the MLLM, as illustrated in Figure 4.

From the figure, it can be seen that as the num-
ber of search steps increases, the model perfor-
mance improves and eventually stabilizes. This
behavior is analogous to the test-time scaling in
text-level reasoning, where the accuracy of the fi-
nal answer improves with more CoT tokens being
explored. This finding could be viewed as a form
of vision-level test-time scaling, where exploring
more detailed zoomed information instead of the
static image could enhance the ability of MLLM to
generate more accurate responses.

When deploying Zoom Eye in real-world sce-
narios, we can adjust the confidence threshold or
the maximum number of search steps based on spe-
cific needs to achieve the best trade-off between
performance and efficiency.

Used MLLM Zoom Successfully Performance

LLaVA-ov-7B ✓ 93.45
LLaVA-ov-7B ✗ 54.55

Table 4: Comparison of MLLM performance condi-
tioned on whether zoom is successful. A zoom is con-
sidered successful when the searched box covers at least
50% of the target object. The experimental statistics are
derived from V ∗ Bench.

Model Sub-region V ∗ HR-4K HR-8K Avg. Search

LLaVA-ov-7B - 75.39 63.00 59.75 -
w/ Zoom Eye 4 90.58 69.63 69.25 8.20
w/ Zoom Eye 9 93.19 69.75 67.63 5.71
w/ Zoom Eye 16 92.15 70.38 69.75 5.02

Table 5: Comparison of MLLM performance condi-
tioned on various number of the split sub-regions. Avg.
Search means the number of average search steps in this
setting.

4.4.2 Does the Zoom operation contribute to
the improvement of the MLLM?

By comparing the answer accuracy of MLLM when
Zoom is successful versus when it fails, we investi-
gate the contribution of the Zoom operation to the
model. As shown in Table 4, the accuracy sees a
remarkable improvement (from 54.55% to 93.45%)
when Zoom is successfully applied. This substan-
tial gain highlights the critical role of the Zoom
operation. By effectively refining the model’s fo-
cus on relevant visual details, it contributes to more
accurate and reliable responses, reinforcing its im-
portance as a key mechanism for optimizing visual
understanding.

4.4.3 Impact of the various number of the
split sub-regions

In this part, we conduct an ablation study to ex-
amine how the number of sub-regions split in the
image tree affects the performance of Zoom Eye.
The results are summarized in Table 5. We observe
that, as the number of sub-regions increases, the
performance of Zoom Eye improves slightly, while
the number of search steps decreases. Overall, the
results remain stable across different sub-region
settings, suggesting that Zoom Eye is robust to
variations in zooming granularity. These findings
highlight the role of zooming granularity in the
Zoom Eye algorithm.
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Question: What is the message written on the sign?

Answer: KHU VUC NGUY HIEM KHONG NHAY


4032 ×  4032

Question: Is the baby stroller on the left or
right side of the person in orange?

Answer: Right side


2250 ×  1500

7360  ×  4912

Question: How many yellow buoys are
there on the water in this picture?

Answer: 3


6000  ×  6000

2000  ×  1500

Question: What is the orientation of the tricycle?

Answer: The right of the image

Ground truth: The left of the image


Analysis: Zoom Eye successfully seeks out the tricycle but
fail to recognize its orientation. Combined with the low
performance of this aspect on Table 3, we conjecture that
there exists deficiency of orientation data during training.

Question: Where is the blue hexagon in the picture?

Answer: In the lower right area of the picture

Ground truth: In the middle top area of the picture


Analysis: Zoom Eye successfully seeks out the blue hexagon
but fail to recognize its position in the global image,
revealing the deficiency in understanding the  positional
relationships between the global image and sub-images.
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Figure 5: Examples of Zoom Eye. The resolution of the image is displayed. Red rectangles are patches searched by
Zoom Eye.

Model Size Method Training-free V ∗ Bench HR-Bench 4K HR-Bench 8K

LLaVA-v1.5
7B DC2 ✓ 57.60 - 39.50
7B VisCrop ✓ 62.30 46.25 35.75
7B Zoom Eye (Ours) ✓ 83.25 53.25 50.75

Qwen2.5-VL 7B Pixel Reasoner ✗ 84.82 - 66.00
3B Zoom Eye (Ours) ✓ 89.01 - 68.38

Table 6: Performance comparison between Zoom Eye and DC2 (Wang et al., 2024), VisCrop (Zhang et al., 2025),
and Pixel Reasoner (Su et al., 2025).

Input
Res.

Search
Res.

Zero
shot

Indep.
search

V ∗

Bench
HR

BenchMethod

V ∗ search 224 768 ✗ ✗ 75.39 37.81
Zoom Eye 224 224 ✓ ✓ 81.58 47.63

Table 7: Performance comparison between Zoom Eye
and V ∗ Search (Wu and Xie, 2024). Input Res.: The
input resolution of the model generating the final re-
sponse; Search Res.: The resolution required during the
search process; Zero shot: Whether the method could
be adapted for models without specialized additional
training; Indep. search: Whether the method could be
applied to an MLLM independently instead of requiring
an additional search model.

4.5 Compared with Other HR Processing
Methods

4.5.1 Zoom Eye vs. V∗

V ∗ (Wu and Xie, 2024) is a LLM-guided search
pipeline for MLLMs. To match the input resolution
of the V ∗ model, we specifically trained a 224px
version of the LLaVA-v1.5 model for a fair compar-
ison. Apart from using CLIP-224 (Radford et al.,
2021) as the vision encoder, all other settings were
identical to those of LLaVA-v1.5.

From Table 7, it is evident that compared to V ∗,
our method offers several advantages: (1) The V ∗

pipeline requires specifically targeted training data,
making zero-shot searches impossible, whereas our
method utilizes the native capabilities of MLLMs,
allowing adaptation to any MLLM without addi-
tional training; (2) V ∗’s search process necessi-
tates the integration of another specially trained
MLLM to guide the search, along with an extra
high-resolution image encoder (Minderer et al.,
2022)(768px), while our approach operates at the
native resolution of MLLMs and conducts searches
independently; (3) Our method demonstrates supe-
rior performance.

4.5.2 Zoom Eye vs. Others
We also provide a comparison between Zoom Eye
and DC2 (Wang et al., 2024), VisCrop (Zhang et al.,
2025), and Pixel Reasoner (Su et al., 2025). The
results in Table 6 consistently demonstrate the su-
perior performance of Zoom Eye. We provide a fur-
ther discussion regarding the comparison between
Zoom Eye and these methods in Appendix B.

4.6 Case Study

We visualize some cases in Figure 5, along with er-
ror examples mentioned in §4.3. We present cases
for single type 1 cue, multiple type 1 cues, and

6621



type 2 cue, which is corresponding to the examples
in Table 1. From the figure, it can be observed that
Zoom Eye accurately seeks out cues, enabling the
MLLM to focus on the crucial visual information
and respond to queries precisely.

5 Related Work

Multimodal LLMs. Since the advent of large
language models (LLMs), they have achieved suc-
cess across various linguistic applications, such
as in-context learning (Dong et al., 2022; Zhang
et al., 2022; Li et al., 2025b,a) and retrieval aug-
mented generation (Liu et al., 2024d; Zhao et al.,
2024b,c), which facilitated the emergence of Mul-
timodal LLMs, with pioneering works including
(Alayrac et al., 2022; Li et al., 2023; Koh et al.,
2023). Following these, LLaVA (Liu et al., 2024c)
employed GPT-4 (Achiam et al., 2023) to develop
training data, inspiring a series of works focused
on visual instruction data (Liu et al., 2024a; Dai
et al., 2023; Chen et al., 2023b). Since these models
utilize pretrained vision encoders (Radford et al.,
2021; Zhai et al., 2023) to process image, the res-
olution that MLLMs can handle is limited by the
input resolution of these encoders. To address it,
AnyRes was developed to flexibly manage varying
resolutions (Liu et al., 2024b; Chen et al., 2024b).
Additionally, there are efforts focused on utilizing
high-resolution encoders (Lu et al., 2024; Wei et al.,
2025) or investigating the selected layer of the en-
coders (Chen et al., 2025). However, despite these
efforts, the perception of the image by the MLLM
remains as the original image itself. We hope to
enable MLLMs to explore the varying hierarchical
features of images to capture key information.
Tree-based search. Tree-based search algorithms
have been applied in text-only LLM reasoning and
have demonstrated superior performance. Early
works such as (Wei et al., 2022; Wang et al., 2022)
relied on chain reasoning, a method susceptible to
errors in one step propagating through subsequent
steps. Consequently, ToT (Yao et al., 2024b) pro-
posed a tree-based reasoning method that leverages
the expansiveness of tree structures to widen the
reasoning space. Simultaneously, several similar
studies were also introduced, which define a de-
composed question step as a node and utilize beam
search (Xie et al., 2023) and Monte-Carlo Tree
Search (Hao et al., 2023) to uncover optimal solu-
tions. Subsequently, TS-LLM (Feng et al., 2023)
utilized reinforcement learning to increase search

depth, further enhancing reasoning performance.
In our work, we conceptualize an image as a tree
to search for crucial visual information using a spe-
cific algorithm. A close-related work is V ∗ (Wu
and Xie, 2024), and we describe the detailed com-
parison with it in §4.5.1.

6 Limitations

Although Zoom Eye offers several advantages,
such as strong interpretability, model-agnostic, and
training-free, it also comes with certain limitations.
First, the current search procedure relies on heuris-
tic strategies, including manually defined ranking
functions and stopping criteria. While these de-
signs are effective in many settings, they may not
generalize optimally across all image types or task
conditions. Second, the image is partitioned into
fixed-size patches to construct the hierarchical tree
structure, which may not align well with the se-
mantic regions of the image. As a result, some
visual cues may be fragmented or overlooked dur-
ing traversal. Lastly, Zoom Eye is primarily tai-
lored for natural images with spatially distributed
visual elements. It is less applicable to document
understanding tasks, where layout, reading order,
and structured information (e.g., tables, forms) are
central. Addressing these challenges—such as by
integrating learnable search strategies or adaptive
patch partitioning—will be an important direction
for future work.

7 Conclusion

To address the limitations of text-level visual rea-
soning, we propose Zoom Eye, a type of vision-
level reasoning method, a tree search algorithm de-
signed to navigate the hierarchical and visual nature
of images to capture detailed crucial information.
Through prompts guiding MLLMs, we develop a
ranking function and stopping criterion for Zoom
Eye, which steers models to efficiently search along
the image tree, seek out pertinent information, and
accurately respond to related queries. Experiments
show the broad-applicability and effectiveness of
Zoom Eye, which substantially improves MLLMs’
performance. Notably, Zoom Eye exhibits a test-
time scaling phenomenon analogous to that ob-
served in text-level reasoning. Meanwhile, through
the analysis of failure cases, we identify several
inherent limitations in current MLLMs’ visual rea-
soning capabilities, which we aim to address in
future work.
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A Results of More MLLMs on
High-Resolution Benchmark

We present the results of additional MLLMs on
high-resolution benchmarks in Table 8, including
models of smaller or larger scale. Consistent with
the findings in the main paper, all evaluated models
exhibit improved performance after being adapted
to Zoom Eye, further demonstrating the effective-
ness of vision-level reasoning in handling complex
visual scenarios.

B Compared with Other HR Processing
Methods

B.1 Zoom Eye vs. DC2

DC2 (Wang et al., 2024) (Divide, Conquer, and
Combine) is a framework that supplements visual
information using text for high-resolution images
understanding. Like our approach, it builds an
image as a tree. The MLLM then generates textual
descriptions for each leaf patch. These descriptions
are then relayed to the parent nodes, which create
combined descriptions by synthesizing the contents
from their child nodes with their own. This process
continues up to the root node.

Our approach differs from DC2 in two key
ways: (1) DC2 uses textual modalities to supple-
ment the missing visual information at high res-
olutions, whereas Zoom Eye employs simulated
zooming operations, allowing the MLLM to ac-
tively discover missing visual details; (2) DC2 is
question-agnostic, generating descriptions consis-
tently across different questions, which may lead
to unfocused textual content. In contrast, Zoom
Eye is question-driven in its visual cues searching,
yielding more precise visual information that is in-
strumental in answering the input question. Table
6 shows the better performance of Zoom Eye.

B.2 Zoom Eye vs. Pixel Reasoner
Pixel Reasoner (Su et al., 2025) is a multimodal
model that combines curated reasoning trajectories
with curiosity-driven reinforcement learning to en-
able effective zooming operations and significantly
improve fine-grained visual reasoning.

The results on Table 6 demonstrate that:
(1) Zoom Eye outperforms Pixel Reasoner on
both benchmarks, even with a smaller backbone
(Qwen2.5VL-3B vs. Qwen2.5VL-7B), demonstrat-
ing its superior capability in enhancing vision-level
visual reasoning within MLLMs; (2) More impor-
tantly, Zoom Eye is entirely training-free, relying

solely on prompting. In contrast, Pixel Reasoner re-
quires constructing a supervised fine-tuning dataset
pipeline and involves resource-intensive reinforce-
ment learning.

This comparison underscores Zoom Eye’s core
strength: achieving competitive or superior per-
formance without any fine-tuning or task-specific
training, making it a more adaptable solution in
vision-level visual reasoning.

B.3 Zoom Eye vs. VisCrop

VisCrop crops and re-feeds the region focused by
the attention map into the model – essentially en-
abling the MLLM to “look again” at a single focal
point.

In contrast, Zoom Eye models the image as a
tree, and guides the MLLM through a confidence-
driven zoom-in process until a high-confidence an-
swer node is found. This enables the MLLM to
“look multiple times” in a more structured and se-
mantically informed way.

From Table 6, we note that as resolution in-
creases (from HR-4K to HR-8K), MKWTL’s per-
formance degrades significantly, likely because a
single “look again” fails to capture fine-grained
cues in these complex scenarios. In contrast, Zoom
Eye maintains stable performance, showcasing the
advantage of “look multiple times, until desirable
cues are found to answer the question”.

This comparison illustrates that MKWTL en-
ables “a second glance”, while Zoom Eye further
enables “multi-step visual reasoning”, being in-
creasingly beneficial as visual complexity grows.

C Complete Results on MME-RealWorld
Benchmark

We provide the complete results of Zoom Eye on
MME-RealWorld Benchmark (Zhang et al., 2024),
as show in Table 9. This benchmark includes 5 data
categories: Monitoring (MO), Autonomous Driv-
ing (AD), OCR, emote Sensing (RS), and Diagram
and Table (TD). Since Zoom Eye is not applica-
ble to the TD task, we do not conduct tests on
it. It could be observed that Zoom Eye improves
the performance of LLaVA-ov-7B across most sub-
tasks, with particularly significant improvements
in certain tasks. For instance, it achieves a 20.22%
improvement in the Personcolor task, a 29.11% im-
provement in the Motionvehicle task, and a 12.93%
improvement in the Visualtrafficsignal task, demon-
strating the effectiveness of Zoom Eye. However,
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V ∗ Bench HR-Bench 4K HR-Bench 8K
Model Attr Spatial Overall FSP FCP Overall FSP FCP Overall

Baseline and Local Input Zoom Eye
LLaVA-v1.5-13B (Liu et al., 2024a) 41.74 55.26 47.12 45.25 41.25 43.25 37.50 38.0 37.75
LLaVA-v1.5-13B w/ Zoom Eye 87.83 81.58 85.34 73.0 43.25 58.13 67.25 45.50 56.38

∆ +46.09 +26.32 +38.22 +27.75 +2.00 +14.88 +29.75 +7.50 +18.63

Baseline and Global+Local Input Zoom Eye
LLaVA-ov-0.5B (Li et al., 2024) 63.48 64.47 63.87 63.50 39.50 51.50 47.25 38.25 42.75
LLaVA-ov-0.5B w/ Zoom Eye 85.22 73.68 80.62 75.50 39.75 57.63 68.50 38.25 53.38

∆ +21.74 +9.21 +16.75 +12.00 +0.25 +6.13 +21.25 +0.00 +10.63
InternVL2.5-4B (Chen et al., 2024a) 69.57 71.05 70.16 77.50 53.75 65.63 63.00 49.25 56.13
InternVL2.5-4B w/ Zoom Eye 85.22 77.63 82.20 81.25 56.75 69.00 80.00 52.25 66.13

∆ +15.65 +6.58 +12.04 +3.75 +3.00 +3.37 +17.00 +3.00 +10.00
InternVL2.5-26B (Chen et al., 2024a) 73.91 72.37 73.30 82.00 66.25 74.13 73.00 61.75 67.38
InternVL2.5-26B w/ Zoom Eye 91.30 86.84 89.53 89.75 68.25 79.00 89.25 63.00 76.13

∆ +17.39 +14.47 +16.23 +7.75 +2.00 +4.87 +16.25 +1.25 +8.75

Table 8: Results of more models on high-resolution benchmarks.

performance declines were observed in some sub-
tasks when using Zoom Eye. We have analyzed
these cases in the main paper, revealing certain lim-
itations of the employed MLLM. Addressing these
issues will be a focus of our future work.

Task LLaVAov-7B +ZoomEye ∆ ↑

MO

Calculate 36.33 38.67 +2.34
Intention 27.55 38.78 +11.23
Property 55.0 60.0 +5.0

Vehiclecounting 59.89 61.14 +1.25
Personcounting 61.35 61.87 +0.52
Vehiclelocation 33.82 33.82 -

Vehicleorientation 19.35 18.71 -0.64
Vehiclecolor 43.65 49.24 +5.59
Personcolor 24.72 44.94 +20.22

Personorientation 10.53 10.53 -

AD

Intentionego 28.62 28.95 +0.33
Intentionpedestrian 52.43 53.40 +0.97
Intentionvehicle 30.92 33.33 +2.41

Interactionother2other 12.94 13.43 +0.49
Attentiontrafficsignal 71.89 68.66 -3.23

Interactionego2pedestrain 27.36 28.30 +0.94
Interactionego2trafficsignal 22.86 25.71 +2.85

Interactionego2vehicle 20.79 19.80 -0.99
Objectsidentify 64.40 64.85 +0.45
Motionvehicle 23.42 52.53 +29.11

Motionmultivehicles 34.26 34.75 +0.49
Visualtrafficsignal 60.20 73.13 +12.93
Motionpedestrain 34.15 40.85 +6.70

Objectcount 37.92 39.86 +1.94
Motionmultipedestrians 31.24 31.64 +0.40

OCR

Scene understanding 64.80 64.80 -
Character identification 57.60 56.40 -1.20

Adver & product 76.64 78.37 +1.73
Book map poster 77.17 75.24 -1.93

License 80.16 82.39 +2.23
Phone & address 77.82 81.28 +3.46

Text recog 74.87 77.13 +2.26

RS
Color 59.60 60.56 +0.96
Count 32.95 35.56 +2.61

Position 61.40 48.45 -12.95

Table 9: Performance comparison between Zoom Eye
and the baseline model on MME-RealWorld benchmark.
MO (Monitoring), AD (Autonomous Driving), OCR
and RS (Remote Sensing) are data categories within this
benchmark.

D Implementation Details

Due to the page limit of the main paper, we pro-
vide more implementation details here. In §D.1
and §D.2, we detail the implementation of Local
Input and Global+Local Input, respectively. §D.3
describes the implementations common to both. Fi-
nally, based on the introductions in the first three
subsections, we present the complete algorithm
workflow of Zoom Eye in §D.4.

D.1 Local Input
We select LLaVA-v1.5-7B (Liu et al., 2024a) and
13B as our MLLMs, with the vision encoder’s input
resolution as 336px and naive processing. We set
the threshold of the stopping criterion at τ = 0.8 and
define the weighted function as W = 1−b

D2 × d2 + b,
where D denotes the depth of the image tree, d
is the depth of the visited node during the search,
and b is a bias value, set here at 0.2. The prompt
templates for calculating existing confidence, latent
confidence, and answering confidence (please refer
to §3.3 and §3.4 for the discussion on these three
confidence values) are set as:

Prompt Templates of Local Input

• pe(o): <local patch> Is there a {o} in the
image? Answer Yes or No.

• pl(o): <local patch> According to your
common sense knowledge and the content
of the image, is it possible to find a {o} in
the image? Answer Yes or No and tell the
reason.

• pa(q): <local patch> Question: {q}
\nCould you answer the question based
on the the available visual information?
Answer Yes or No.
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where the o and q are the input visual cue and
question, which could be referred to §3.5 .

As mentioned in §3.5, the final visual input uses
the union of all searched patches. However, when
multiple distant patches are combined, they may
form a large image. For MLLMs using naive re-
size processing, information can still be lost dur-
ing downsampling. Therefore, for the Local Input
Zoom Eye with naive resize processing, when the
area of b∗ is relatively large (with the longer side
exceeding 1000px), we skip the Union operation.
Instead, we paste the searched patches onto a blank
image according to their relative positions in the
original image, and then feed it to the MLLMs. An
example is shown in Figure 6.

Is the red backpack on the left or 
right side of the clock?


Searched
patches


Union


It's too large


＞ 1000px

Resize


MLLM

Is the red backpack on the left or 
right side of the clock?


Paste onto a blank image


Figure 6: If the area of the union bounding box is too
large, we paste the searched patches onto a blank image
according to their relative positions in the original image,
and then feed it to the MLLMs.It is notable that this
operation is only applied to Local Input, while for
Local+Global, we consistently provide the MLLMs
with the full union patch as input.

D.2 Global + Local Input

We select LLaVA-ov(oneVision)-0.5B (Li et al.,
2024) and 7B as our MLLMs, with the vision en-
coder’s input resolution as 384px and AnyRes pro-
cessing. We define the maximum AnyRes block
as 12, set τ at 0.6 and define W as 1−b

D2 × d2 + b,
where D denotes the depth of the image tree, d
is the depth of the visited node during the search,
and b is a bias value, set here at 0.6. The prompt
templates for calculating existing confidence, latent
confidence, and answering confidence are set as:

Prompt Templates of Global + Local Input

• pe(o): <global image><local patch> Is
there a {o} in the zoomed-in view? An-
swer Yes or No.

• pl(o): <global image><local
patch> According to your common
sense knowledge and the content of the
zoomed-in view, along with its location
in the image, is it possible to find a {o}
by further zooming in the current view?
Answer Yes or No and tell the reason.

• pa(q): <global image><local
patch> Question: {q} \nCould you
answer the question based on the the
available visual information? Answer Yes
or No.

D.3 Additional Settings
For both input implementation, we set the maxi-
mum search depth at 2 when searching for type 2
cues to save costs. In §3.5, we state that we search
the whole tree to add all nodes with sufficient exist-
ing confidence to L if type 2 cue is generated. Thus,
we introduce an additional threshold τ2 for this con-
dition, which is set at 0.8 for both implementation.
The decomposed question template pdq(oi) is as-
signed as “What is the appearance of the
{oi}?". For type 1 search, a key aspect is determin-
ing the value of τ . If it is set too low, an incorrect
patch, which probably lead to erroneous guidance
for MLLMs, may be selected. Conversely, setting
τ too high, surpassing the ca values of all nodes
in the tree, would compel MLLMs to search the
entire tree unnecessarily, thus wasting time. There-
fore, we adopt a strategy where τ is progressively
reduced as the number of search steps increases.
Specifically, if the number of search steps exceeds
the step threshold C, we reduce the value of τ by
0.1. This reduction occurs every δ steps, until the
ca value of a node having been visited surpasses τ
or τ falls below a predefined minimum limit τmin.
For both implementation, we set δ at 2, τmin at 0,
and C as D × 3. Finally, the in-context examples
we utilized to generate visual cues are denote as
(q(1), o(1), . . . , q(m), o(m)) and are presented at the
end of this document.

D.4 Complete Algorithm Workflow
With the aforementioned notation and description
in place, we provide the complete algorithm work-
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flow in Algorithm 3, where the Zoom Eye search
method is shown in Algorithm 4.

Algorithm 3 Complete Algorithm Workflow of
Zoom Eye
Require: Multimodal LLM Φθ , input question-image pair (I,

q), decomposed question template pdq , in-context exam-
ples (q(1), o(1), . . . , q(m), o(m), q)

1: {o1, . . . , ok} ←
Φθ.generate(q(1), o(1), . . . , q(m), o(m), q)

2: Initialize L as the empty list
3: Build I as a tree T
4: for i = 1, . . . , k do
5: if k == 1 then
6: qs ← q
7: else
8: qs ← pdq(oi)

9: L.extend(ZOOM EYE(T, oi, qs))
10: b∗ ← Union bounding-boxes of all nodes in L
11: n∗ ← {I, b∗}
12: Final response← Φθ.generate(V(n∗), q)

Algorithm 4 Zoom Eye Search
Require: Threshold of type 1 cue and type 2 cue (τ, τ2),

minimum limit τmin, interval δ
1: function ZOOM EYE( T, oi, qs)
2: Initialize Q as the empty queue {}
3: Q.append(T.root)
4: Initialize Li as the empty list
5: search all← oi.startswith(“all")
6: if not search all then
7: ZOOM EYE TYPE 1( T,Q,Li, qs, τ )
8: else
9: ZOOM EYE TYPE 2( Q,Li, τ2)

10: return Li

11:
12: function ZOOM EYE TYPE 1( T,Q,Li, qs, τ )
13: importR and S from Algorithm 2
14: count← 0
15: C ← T.depth× 3
16: Initialize nm as T .root to record the node with the

best ca
17: while Q is not empty do
18: nt ← Q.pop()
19: N .append(nt)
20: count← count + 1
21: if count ≥ C then
22: τ ← τ − 0.1
23: C ← C + δ
24: if τ < τmin then
25: break
26: if S(nt, qs, τ) == True then
27: Li.append(nt)
28: break
29: else if S(nm, qs, τ) == True then
30: Li.append(nm)
31: break
32: if nt.ca ≥ nm.ca then
33: nm ← nt

34: s← nt.children.size
35: for j = 1, . . . , s do
36: Q.append(nt.children[j])

37: Q.sort(R(oi))
38:
39: function ZOOM EYE TYPE 2( Q,Li, τ2)
40: while Q is not empty do
41: if nt.depth ≥ 2 then
42: break
43: ce← calculate the existing confidence of nt

44: if ce ≥ τ2 then
45: Li.append(nt)
46: s← nt.children.size
47: for j = 1, . . . , s do
48: Q.append(nt.children[j])
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In-Context Examples of V ∗ Bench

User: Question: What is the color of the boy’s bag?
If you want to answer the question, which objects’
information do you need?

Assistant: To answer the question, I need know the
location of the boy with a bag so that I can deter-
mine the color of the bag. So I need the information
about the following objects: boy with a bag.

User: Is the yellow car on the left or right side of
the white car?

Assistant: To answer the question, I need know the
location of the yellow car and the white car so that
I can determine the positional relationship between
the two of them. So I need the information about
the following objects: white car and yellow car.

User: Tell me the number on the black board.

Assistant: To answer the question, I need know the
location of the black board so that I can determine
the number on it. So I need the information about
the following objects: black board

User: Is the girl with pink hair on the left or right
side of the man with backpack?

Assistant: To answer the question, I need know the
location of the girl with pink hair and the man with
backpack so that I can determine the positional
relationship between the two of them. So I need the
information about the following objects: girl with
pink hair and man with backpack.

User: What kind of animal is on the red sign?

Assistant: To answer the question, I need know the
location of the red sign so that I can determine the
kind of animal on it. So I need the information
about the following objects: red sign.

User: From the information on that advertising
board, what is the type of this shop?

Assistant: To answer the question, I need know the
location of the advertising board so that I can deter-
mine the type of the shop. So I need the information
about the following objects: advertising board.

In-Context Examples of HR-Bench

User: Question: What is the color of the boy’s bag?
If you want to answer the question, which objects’
information do you need?

Assistant: To answer the question, I need know the
location of the boy with a bag so that I can deter-
mine the color of the bag. So I need the information
about the following objects: boy with a bag.

User: Is the yellow car on the left or right side of
the white car?

Assistant: To answer the question, I need know the
location of the yellow car and the white car so that
I can determine the positional relationship between
the two of them. So I need the information about
the following objects: white car and yellow car.

User: Tell me the number on the black board above
the dog.

Assistant: To answer the question, I need know
the location of the black board above the dog so
that I can determine the number on it. So I need
the information about the following objects: black
board above the dog.

User: Is the girl with pink hair on the left or right
side of the man with backpack?

Assistant: To answer the question, I need know the
location of the girl with pink hair and the man with
backpack so that I can determine the positional
relationship between the two of them. So I need the
information about the following objects: girl with
pink hair and man with backpack.

User: What kind of animal is on the red sign?

Assistant: To answer the question, I need know the
location of the red sign so that I can determine the
kind of animal on it. So I need the information
about the following objects: red sign.

User: How many cars in the image?

Assistant: To answer the question, I need know
the location of all cars so that I can determine the
number of cars. So I need the information about
the following objects: all cars.
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