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Abstract

Despite the impressive performance of large
language models (LLMs) in general domains,
they often underperform in specialized do-
mains. Existing approaches typically rely
on data synthesis methods and yield promis-
ing results by using unlabeled data to cap-
ture domain-specific features. However, these
methods either incur high computational costs
or suffer from performance limitations, while
also demonstrating insufficient generalization
across different tasks. To address these chal-
lenges, we propose AQuilt, a framework for
constructing instruction-tuning data for any spe-
cialized domains from corresponding unlabeled
data, including Answer, Question, Unlabeled
data, Inspection, Logic, and Task type. By
incorporating logic and inspection, we encour-
age reasoning processes and self-inspection to
enhance model performance. Moreover, cus-
tomizable task instructions enable high-quality
data generation for any task. As a result, we
construct a dataset of 703k examples to train
a powerful data synthesis model. Experiments
show that AQuilt is comparable to DeepSeek-
V3 while utilizing just 17% of the produc-
tion cost. Further analysis demonstrates that
our generated data exhibits higher relevance to
downstream tasks. Source code, models, and
scripts are available at https://github.com/
Krueske/AQuilt.

1 Introduction

With the rapid development of large language mod-
els (LLMs), their general capabilities have demon-
strated significant success (Dubey et al., 2024;
Jaech et al., 2024; Yang et al., 2024b; Guo et al.,
2025). However, performance in specialized do-
mains like law and medicine remains constrained
(Ganin et al., 2016; Wang and Sennrich, 2020;
Rao et al., 2025). To enhance model performance
in these fields, synthetic data has emerged as a
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nlabeled data: Clinically,
females receive... medial
collateral ligament injuries.
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uestion: Could you tell me is it more common for girls to tear
their anterior cruciate ligament?

Answer: No
v v v
v v v

nlabeled data: Clinically,
females receive... medial
collateral ligament injuries.

Task: Natural Language Inference

uestion: Are we justified in saying that Females were more
commonly imaged in the subacute stage of tear than males.?

Logic: The question asks whether it is justified. .. answer is No.
Answer: No
Inspection: The answer provided is... deserving of a score of 5.

Figure 1: Traditional data synthesis models (top) can
only generate question-answer pairs from unlabeled
data, while AQuilt (bottom) additionally generates logic
and inspection for the synthetic data.

promising solution, thanks to its high-quality out-
puts (Zhang et al., 2024; Abdin et al., 2024; Wang
et al., 2024; Guan et al., 2025; Rao et al., 2024).
Existing approaches rely on large models’ do-
main priors for data synthesis. Yet, domain-specific
knowledge and linguistic patterns, including lexi-
cal, syntactic, and stylistic characteristics, which
are embedded in domain corpora rather than fully
captured by model priors (Zhou et al., 2024b).
This limitation motivates methodologies leveraging
unlabeled data, which inherently encode domain-
specific features (Hamilton et al., 2016; Mudi-
nas et al., 2018). Recent advances demonstrate
that unlabeled data-driven data synthesis enhances
domain-specific data quality and task performance
(Ziegler et al., 2024), supporting our focus on opti-
mizing unlabeled data-driven methodologies.
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However, although some of the methods focus
on domain-specific data synthesis using unlabeled
data, they still have some problems. For exam-
ple, current domain synthetic data generation meth-
ods often depend on powerful commercial mod-
els or large LLMs (Taori et al., 2023; Xu et al.,
2024; Chen et al., 2024a). Though they perform
well, these models are usually too expensive, re-
stricting accessibility (Bansal et al., 2024). Using
smaller, specialized models is an alternative (Ze-
likman et al., 2022; Chen et al., 2024b; Li et al.,
2024c¢), but their covered tasks are limited, and the
generation is too simple for complex tasks.

To address limitations, we propose AQuilt, a
framework for constructing data that incorporates
Answer, Question, Unlabeled data, Inspection,
Logic, and Task type from any unlabeled data. We
train a smaller data synthesis model to synthesize
domain-specific instruct-tuning data and reduce
synthesis costs. We introduce Logic and Inspection
to enhance model reasoning and ensure the qual-
ity of the synthesized data (Zelikman et al., 2022;
Hosseini et al., 2024). Furthermore, Task type
is expanded to facilitate generalization to unseen
tasks during training. We then synthesize a high-
quality bilingual dataset (Chinese and English) con-
taining 703k examples using DeepSeek-V3 (Liu
et al., 2024), which is used to train a low-cost, high-
relevance data synthesis model.

AQuilt demonstrates performance comparable to
the distillation source model, DeepSeek-V3, across
experiments involving two base models and five
tasks, while requiring only 17% of the production
cost. Furthermore, compared to previous special-
ized models for data synthesis, e.g., Bonito (Nayak
et al., 2024), which performs well but is limited
to generating data for English tasks requiring unla-
beled data, our method demonstrates superior per-
formance across these same tasks. Further analysis
confirms the effectiveness of incorporating logic
and inspection, as well as the higher relevance of
our synthetic data to downstream tasks, which fur-
ther contributes to the model’s high performance.

Our contributions are as follows:

* We propose AQuilt, a framework for synthe-
sizing high-relevance data for any task from
any unlabeled dataset at a low cost. By in-
corporating logic and inspection, we enhance
model reasoning and improve data quality.

» Experiment results show that AQuilt is com-
parable to DeepSeek-V3 with 17% of the pro-

duction cost.

* Further analysis shows that logic and self-
inspection contribute to better performance
and more relevant generated data.

* We will publicly release our data synthesis
model, training data, and code, contributing to
developing more powerful specialized LLMs
and data synthesis models.

2 Related Works

Domain Data Synthesis without Unlabeled Data.
Recent works leverage the parametric knowledge of
general LLMs for domain-specific data synthesis,
avoiding domain unlabeled data (Bao et al., 2023;
Deng et al., 2025a; Luo et al., 2025). Domain-
oriented innovations include Zhou et al. (2024c) us-
ing Self-Instruct (Wang et al., 2023b) to synthesize
legal question-answer pairs, and Li et al. (2024b)
employing GPT-4 to generate scientific questions
through knowledge distillation (Peng et al., 2023;
Rao et al., 2023). Eldan and Li (2023) demonstrates
constrained domain adaptation by generating chil-
dren’s stories with controlled vocabulary. While
existing methods leverage strong LLMs to synthe-
size training data directly (Gilardi et al., 2023; Xie
et al., 2024; Hwang et al., 2024), which mainly rely
on preexisting domain knowledge of commercial
LLMs (Achiam et al., 2023; Yang et al., 2023), their
efficiency of domain data synthesis remains limited
(Palepu et al., 2024). However, small models strug-
gle to synthesize data with domain-specific knowl-
edge without external input (Deng et al., 2024; Har-
bola and Purwar, 2025), spurring research on data
synthesis by combining small models with domain-
specific unlabeled data.

Domain Data Synthesis with Unlabeled Data.
Thus, we focus on domain data synthesis based on
unlabeled data, which better balances performance
and efficiency. Recently, specialized methods have
been proposed to integrate unlabeled data to ad-
dress domain gaps (Bartz et al., 2022; Deng et al.,
2023, 2025b; Upadhyay et al., 2025). For instance,
Nayak et al. (2024) train models on datasets with
unlabeled data (e.g., summary, reading compre-
hension) for task-specific synthesis. Ziegler et al.
(2024) combines retrieval with in-context learning
to generate data requiring specialized knowledge.
Iterative refinement techniques, such as reinforced
self-training (Dou et al., 2024) and back-translation
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Figure 2: Overview of the proposed AQuilt framework. The left side illustrates the training process of our data
synthesis model, while the right side demonstrates how the trained model automatically synthesizes high-quality
domain-specific data. The synthesized data is subsequently used to train Specialist LLMs.

(Li et al., 2024c), further improve synthetic data us-
ing domain resources. However, existing solutions
face two key challenges: (1) high costs and ineffi-
ciency when relying on commercial LLMs (Bansal
et al., 2024), and (2) poor generalization of special-
ized models to out-of-distribution tasks. For ex-
ample, models like Chen et al. (2024b), trained on
GPT-generated seeds, lack the ability to define task
types explicitly. These limitations underscore the
urgent demand for frameworks capable of reconcil-
ing cost efficiency, domain specificity, and task gen-
eralization. In response, we present a 7B-parameter
data synthesis model that integrates open-domain
QA for task generalization while balancing effi-
ciency and quality without expensive LLMs.

3  Our Proposed AQuilt Framework

To develop a low-cost, high-relevance data synthe-
sis model with cross-task generalization capabili-
ties for multiple domains, we propose the frame-
work illustrated in Figure 2. It starts with building
a large source data corpus (§3.1). Next, we dis-
till AQULT quintuplets to enhance the model’s
data synthesis ability (§3.2). We then evaluate the
generated data to obtain Inspection data, which fur-
ther improves the model’s self-inspection capabil-
ity (§3.3). Finally, using this synthesized data, we
train a robust data synthesis model, AQuilt, which
is applied to generate high-quality domain-specific
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Figure 3: Overview of the sources of the unlabeled data
we collect, which covers 33 different kinds of datasets,
ensuring the diversity of the data we construct.

data for training specialist LLMs (§3.4).

3.1 Unlabeled Data Construction

Task Definition. To enable our data synthesis
model to synthesize various types of tasks, we fol-
low Nayak et al. (2024) and cover a wide range of
tasks, including extractive QA, natural language
inference, multi-choice QA (single-answer / multi-
answer), text generation, text summarization, text
classification, and natural language understand-
ing. Furthermore, to enhance generalization across
downstream tasks, we introduce two additional
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task types: open-book QA and closed-book QA.
Because of the customizable questions, these two
tasks are not confined to specific categories. When
synthesizing data for a new task type, we designate
it as either closed-book QA or open-book QA, de-
pending on whether it requires unlabeled data as
input. Additionally, we prepend the instruction of
the new task as a prefix to the question. This effec-
tively enhances the data synthesis generalization
for novel domain-specific task types.

Data Type. To facilitate multi-domain general-
ization in data synthesis, we aggregate diverse unla-
beled data spanning 33 Chinese-English bilingual
datasets covering news, encyclopedias, reviews,
and multiple specialized domains, illustrated in
Figure 3 and detailed in Appendix A.

3.2 Logic-Aware Model Training

Logic-Aware Data Generation. The incorpora-
tion of intermediate thought rationales has been
shown to enhance LLM performance (Zelikman
et al., 2022). Motivated by this, we incorporate
the model’s intermediate reasoning process, i.e.,
logic, into the data synthesis procedure, fostering a
more structured reasoning process and improving
the overall data quality. Specifically, for each task
type ¢, we randomly associate it with unlabeled
data u and employ a strong commercial LLM, i.e.,
DeepSeek-V3, to generate distilled data, including
the question g, logic [, and answer a. Formally,

(a,q,1) = LLMGERDA (u, 1). (1)

Furthermore, we collect original datasets, includ-
ing extractive question answering, natural language
inference, multichoice question answering (single
answer), and summarization datasets from labeled
data to enhance the diversity of QA pairs and ad-
dress LLMSs’ challenges in generating extractive
QA data. We prompt the model to supplement the
missing logic [ for these collected datasets. For-
mally:

GenLogi
1= LLMsggngglC(a, q,u,t). )

Collecting all synthesized data, we obtain the
dataset Dy, = {(a, q, u,l,t)}n, which comprehen-
sively covers all the task types defined in AQuilt.

Relevence-Aware Data Filtering. Existing
methods, e.g., Bonito, often heavily rely on unla-
beled data u to generate (g, a) pairs, introducing
the risk of synthesizing low-relevance data for
certain tasks that do not depend on unlabeled data.

In contrast, we ensure that our synthesized (¢, a)
pairs remain meaningful without  in multi-choice
or closed-book QA tasks that usually do not
require « as input. To achieve this, we explicitly
guide the model’s preferences through prompt
engineering. We also filter out cases not meeting
this criterion by identifying prohibited words,
such as “the context” and “the text”. This ensures
that the generated questions are applicable to
downstream tasks with or without unlabeled data.

Additionally, to mitigate potential biases in
LLMs (Zhou et al., 2024a; Guo et al., 2024), we
analyze word frequency statistics. For each task,
we identify the most frequent words, excluding
stopwords. If any word appears in more than 10%
of the data, it may indicate stylistic bias. In such
cases, we eliminate questions containing these key-
words, reducing their prevalence and ensuring a
diverse and unbiased final training set.

After filtering, we obtain the refined dataset
D,L = {(a,q,u,l,t)} . The total dataset size
is summarized in Table 1.

Model Training. Using the large-scale dataset
D/L obtained above, we train the data synthesis
model. To enable the model to synthesize task-
specific data from unlabeled data, we use v and ¢
as inputs and train the model to generate ¢, a, and
[. Formally:

J

L aquilt = — Zlogpe(aj7Qjalj [ujst) (3
Dy

Using the above loss function £, we obtain the

data synthesis model, LLMaQuilt-

3.3 Inspection Model Training

The above model is capable of generating data for
any task from domain-specific texts. However, the
generated data may still be low-quality in some
situations. To mitigate this, we train the model to
acquire self-inspection capabilities.

Inspection Data Generation. To train the self-
inspection capability, we need to collect training
data with varying quality levels. However, since
the data synthesized by strong commercial LLMs is
generally of high quality, we utilize our previously
trained LLM, LLMaQuilt, to generate new data. This
ensures that the synthesized data aligns with the
distribution of our final generation process, which
is beneficial for model training. Specifically, for
each task ¢, we randomly sample u and input it into
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Task Type English  Chinese
Extractive QA 16k 16k
Natural Language Inference 49k 33k
Multi-Choice QA (Single Answer) 49k 49k
Multi-Choice QA (Multiple Answers) 28k 31k
Text Generation 33k 33k
Text Summarization 49k 43k
Text Classification 33k 33k
Natural Language Understanding 32k 32k
Open-Book QA 33k 31k
Closed-Book QA 33k 33k
Self-Inspection 7k 7k
Total 362k 341k

Table 1: The number of generated training data from
different tasks. A total of 703k data is collected, cover-
ing both English and Chinese.

our trained model, LLMaquii, to synthesize data.
Subsequently, we use DeepSeek-V3 to score these
samples. Formally,

((l,, q/a l,) :LLMAQuilt(u; t)7
7 :LLMGenInSp(a’, q,u,l't). “)

Strong
As a result, we obtain the dataset
DII = {(d,q,u,i,l',t)}p for training the

self-inspection capability of AQuilt.

Self-Inspection Model Training. For training,
we continue fine-tuning the previously trained
model, LLMaQuilt, by incorporating a LoRA adapter
(Hu et al., 2022), formally denoted as LLMEXG.
This modification enables the model to score its
own instruction-tuning dataset (a’, ¢’, "), which is
generated based on (u, t). Formally, we optimize
the LoRA-augmented model using the following
loss function:

j
LoRA __ - /A /
LEouh = — > 108 Poyy, (i | d, dfyuy, U ).
/

Dy (5)

3.4 Data Synthesis for Specialist LLMs

We use the constructed AQuilt model to generate
high-quality domain-specific instruct-tuning data
from unlabeled data. Then, we could train the
specialist model on the generated data to enhance
its domain-specific task performance.

Domain Data Synthesis. When conducting
downstream task learning for LLMs, we synthe-
size high-quality domain-specific data using only
the specified task type ¢ and the relevant domain
unlabeled data u. Leveraging our data synthesis

model, we can efficiently generate training data
tailored to the given domain and task. Formally,

(a',¢',1") =LLMaquin(u, t). (6)

Notably, if the task type ¢ has not been observed
in the training set, we designate ¢ as either closed-
book QA or open-book QA, depending on whether it
requires the unlabeled data as input. Additionally,
we prepend the instruction of the new task as a
prefix to the question.

Data Self-Inspection. To ensure the quality of
the generated data, we apply filtering based on
self-inspection. Specifically, we first generate an
inspection score using the trained model:

i =LLMA (' u, U ). (7

Subsequently, we filter out low-quality data. By
default, we remove data with an inspection score
of 2 or lower (on a 5-point scale). If more than
20% of the data receives a score of 2, which sug-
gests that the task is inherently simpler, we only
remove data with a score of 1. As a result, we ob-
tain high-quality training data, facilitating efficient
adaptation of the model to specific domains.

Training Specialist LLM We train the target
model on high-quality domain-specific data synthe-
sized by AQuilt model to enhance its performance
on domain-specific tasks.

4 Experiment

4.1 Training Setup of AQuilt

Data. As summarized in Table 1, we construct a
bilingual data set (EN / ZH) that covers 10 types
of tasks, with the aim of improving model gener-
alization through diversified coverage. To prevent
task dominance and ensure balanced distributions,
we apply downsampling: logic training data are
capped at 50k samples per (task, language) pair,
while self-inspection data contain no more than 2k
samples per score for each language, with scores
ranging from 1 to 5. The final aggregated dataset
comprises 703k samples, with full prompts detailed
in Appendix D.

Training. The experiments are conducted on
Qwen2.5-7B-Base with 8 NVIDIA 4090 24GB
GPUs. For both training procedures described
above, we use the AdamW optimizer, with a learn-
ing rate of le-4, batch size of 32, and LoRA r and
alpha both set to 64, training for 2 epochs.
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Model Source SquadQA PubMedQA CEVAL Translation EssayQA Avg.
Score Cost Score Cost Score Cost Score Cost Score Cost Score Cost
None 3.12 0 56.60 0 87.46 0 3223 0 19.21 0 39.72 0
g TAPT 316 090 5640 1.13 87.72 232 3300 1.88 19.11 1.61 39.88 1.57
v Bonito 2278 1.19 7140 142 NA NA NA NA NA NA NA NA
Q DeepSeeek-V3 w/ Self-Instruct NA NA 7400 1040 87.81 16.73 36.95 20.31 24.07 26.02 NA NA
H DeepSeeek-V3 w/ Unlabeled Data  16.09 391 7580 4.65 8855 721 36.89 9.14 20.73 1296 47.61 7.57
4 DeepSeeek-V3 w/ SI+UD 30.20 633 76.80 7.55 8834 12.88 36.81 18.32 23.22 2447 5147 1391
AQuilt 34.69 148 7400 1.75 8844 290 38.00 244 22.11 225 5145 2.16
None 3.68 0 73.60 0 5832 0 27.79 0 1537 0 3575 0
@ TAPT 367 122 73.60 156 5850 3.73 28.13 3.07 1520 2.38 3582 239
2 Bonito 23.05 1.51 7220 1.85 NA NA NA NA NA NA NA NA
g DeepSeeek-V3 w/ Self-Instruct NA NA 7480 10.75 6196 1795 34.07 21.50 2126 26.57 NA NA
é‘ DeepSeeek-V3 w/ Unlabeled Data  16.69 4.23 7580 491 59.25 843 34.67 1033 19.27 13.52 41.14 8.28
DeepSeeek-V3 w/ SI+UD 32.01 6.65 7640 7.81 64.16 14.10 3557 19.51 21.93 2503 46.01 14.62
AQuilt 40.89 1.79 7520 2.10 63.16 391 3450 335 19.65 277 46.68 2.78

Table 2: Main results for downstream task learning. “Model” indicates the base models used for training, all of
which are the instruction versions. “Source” represents the source of the training data synthesis, detailed in §4.2.
“Cost” represents the total expense for data synthesis and training. “Avg.” represents the average scores across all
tasks. Bold indicates the best performance, while underline indicates the second-best for each task.

4.2 Evaluation Setup of AQuilt

Benchmark. In this work, we conduct experi-
ments across distinct downstream tasks, covering
various task types. For extractive QA, we use
SquadQA (Rajpurkar et al., 2018) and follow the
online adaptation setting (Hu et al., 2023), which
teaches LLM domain knowledge contained in unla-
beled data. For yes/no QA, we select PubMedQA
(Jin et al., 2019), an English natural language infer-
ence task related to medical research papers. For
multi-choice QA, we choose eight subjects from
CEVAL (Huang et al., 2023), covering compulsory
courses from middle school to university in China.
For translation and open-ended QA, we utilize the
Legal Translation and Legal EssayQA tasks from
LexEval (Li et al., 2024a). These tasks span dif-
ferent domains, validating the cross-domain and
cross-task capabilities of our data synthesis model.

We evaluate PubMedQA and CEVAL using ac-
curacy. Following Rajpurkar et al. (2018), we use
the SQuAD F1 score to evaluate the SquadQA test
dataset. For the Translation and EssayQA tasks,
as in LexEval (Li et al., 2024a), we compute the
Rouge-L score on the generated output. Also, we
compute the BERTScore for the Translation and
EssayQA tasks, listed in the Appendix B, to ensure
the robustness of the evaluation metrics.

Domain Data Generation. AQuilt requires
domain-specific unlabeled data, which we source
as follows: SquadQA uses test set data (Hu
et al., 2023), PubMedQA uses its original train-
ing set, CEVAL collects textbooks, while legal
tasks (Translation and EssayQA) use Chinese

CAIL (china-ai-law challenge, 2024) and English
MAUD/UK-Absp (Wang et al., 2023a; Shukla
et al., 2022) datasets. Task-specific data is gen-
erated following §3.4, with unseen tasks like Trans-
lation and EssayQA framed as closed-book QA via
question prefixes. With vLLM (Kwon et al., 2023)
(temperature=0.7, top_p=0.95, max_length=1024),
we synthesize 20k training samples per task.

Baselines. We compare different baselines based
on the source of synthetic training data. For the
“None” baseline, we directly prompt the model for
evaluation without any training. For the “TAPT”
baseline, we follow Gururangan et al. (2020) to
use task-adaptive pretraining, training the model
only on unlabeled data. For the “Bonito” and
“DeepSeek-V3 (w/ unlabeled data)” baselines, we
use these models to synthesize data based on
domain-specific texts and tasks, then fine-tune the
models on the synthesized data. For the “DeepSeek-
V3 (w/ Self-Instruct)” baseline, we generate data
by applying Self-Instruct (Wang et al., 2023b) (a
method enabling model to autonomously create
training instructions) to DeepSeek-V3 and adapt
the prompt from SELF-GUIDE (Zhao et al., 2024)
for the synthesis of domain-specific task data.
For the “DeepSeek-V3 (w/ Self-Instruct + Unla-
beled Data)” baseline, which is abbreviated as
“DeepSeek-V3 (w/ SI + UD)” in Table 2, we incor-
porate unlabeled data into the Self-Instruct data syn-
thesis process (Specific prompts in Appendix D).

Training Details for Specialist LLMs. To val-
idate the effect of the synthetic data, we per-
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form experiments based on instruct models, includ-
ing Qwen2.5-7B-Instruct (Yang et al., 2024a) and
Llama3-8B-Instruct (Dubey et al., 2024). We fine-
tune these models with LoRA on different super-
vision sources for 3 epochs per task. All other set-
tings are consistent with those in Section 4.1. Note
that we use a lower LR of le-7 and single-epoch
training for CEVAL based on Qwen2.5 (prone to
overfitting given Qwen2.5’s strong baseline) and
TAPT (to preserve instruction-following capabil-
ity). For TAPT specifically, we reformat tasks into
tuning prompts like “Please output [Domain] text
in English: [Sentence]” to maintain alignment.

4.3 Main Results

Superior Performance. As shown in Table 2,
AQuilt outperforms most baselines on average and
is comparable to the best setting using DeepSeek-
V3 (w/ SI + UD). Besides, TAPT, which relies
solely on unlabeled data, shows no significant im-
provement across tasks, highlighting the value of
labeled data synthesis. SquadQA tests whether
synthetic data enables effective learning of domain-
specific knowledge from unlabeled data. Since
DeepSeek-V3 (w/ Self-Instruct) lacks unlabeled
data, it cannot follow this setup, hence its results
are marked as NA. In contrast, AQuilt significantly
improves results on this task, confirming LLMs’
poor performance on extractive QA tasks and jus-
tifying the use of original QA from labeled data
(introduced in §3.2) for such tasks.

Low-Cost Generation. We compute the cost of
different data synthesis and training methods in
dollars. Given the DeepSeek-V3 model’s 671B
size makes local deployment impractical, we use
its official API and base the cost calculation on
total data synthesis expenditure. For other sources,
we instead use local NVIDIA 4090 24GB GPUs,
calculating costs via Vast AI'’s GPU rental prices.
For production costs, we calculate the total cost
based on the GPU Hours used.

AQuilt matches DeepSeek-V3 (w/ SI + UD) in
performance at 17% of its cost, and achieves bet-
ter results than DeepSeek-V3 (w/ Unlabeled Data)
using 31% of the cost, demonstrating AQuilt’s sig-
nificant efficiency advantages in data synthesis.

Cross-Task Generalization. Bonito is unable to
generate data for three tasks (results are marked
as NA) due to its support for only English tasks

"https://vast.ai/

Model SquadQA CEVAL Translation Avg.
AQuilt 40.89 63.16 34.50 46.18
w/o Logic 40.68 59.64 33.61 44.64
w/o Self-Inspection 40.00 60.95 3422 45.06
w/ Low-Quality 39.81 59.22 33.15 44.06

Table 3: Ablation results for logic and self-inspection.
We independently remove logic and self-inspection to
observe performance changes. w/ Low-Quality refers
to using self-inspection to select low-quality data, in
contrast to the main experiment settings.

that rely on unlabeled data. In contrast, AQuilt
achieves better task generalization by incorporat-
ing Chinese data and defining more flexible task
types. Specifically, AQuilt assigns the task type as
closed/open-book QA and uses task requirements
as question prefixes. Experimental results demon-
strate that AQuilt consistently outperforms various
baselines on these tasks, highlighting its strong
ability to generalize across different tasks.

Effectiveness of Unlabeled Data. By comparing
DeepSeek-V3 (w/ SI + UD) with DeepSeek-V3 (w/
Self-Instruct), it’s evident that even on the strong
DeepSeek-V3 model foundation, incorporating un-
labeled data during domain data synthesis can fur-
ther improve synthetic data quality. This highlights
the effectiveness of using domain-specific unla-
beled data for data synthesis.

5 Analysis

We provide a comprehensive analysis to demon-
strate the effect of our method and the underlying
reasons for its success. Given the implementa-
tion cost, unless otherwise specified, the experi-
ments are based solely on the results obtained from
Llama3-8B-Instruct as the base model and focus
on SquadQA, CEVAL, and Translation.

5.1 Analysis on Logic and Self-Inspection

To evaluate the effects of logic and self-inspection,
we independently remove each component during
the training process. Results are in Table 3.

Effect of Logic. To validate the effect of logic,
we remove the logic component from the entire
training pipeline (w/o Logic) and retrain AQuilt us-
ing data without logic, while maintaining all other
settings and experimental setups. In subsequent
data synthesis, no logic is incorporated. The results
show a significant drop in model performance af-
ter removing logic, demonstrating its critical role
within the entire data synthesis framework.
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Figure 4: Relevance analysis of synthesized domain
data. We convert generated questions into sentence vec-
tors and analyze the distribution across CEVAL (Red),
Translation (Green), and SquadQA (Purple).

Effect of Self-Inspection. To assess the im-
pact of self-inspection, we conduct the following
evaluation: the optimal setting for filtering low-
quality data (AQuilt), a no-filtering setup (w/o Self-
Inspection), and the use of only low-quality data
identified by self-inspection (w/ Low-Quality). To
ensure comparability, consistent data volumes are
applied across all settings. The results confirm the
significant effect of self-inspection. Further, under
w/ Low-Quality, we observe a slight decrease in
performance, indicating that the presence of low-
quality data negatively impacts model performance.
Fortunately, when logic is applied, overall perfor-
mance remains at a relatively high level.

5.2 Domain Relevance of Generated Data

We demonstrate that our method achieves supe-
rior performance by generating data with higher
relevance to the target domain and lower noise.
To demonstrate this, we select CEVAL, Transla-
tion, and SquadQA as three distinct domain tasks,
each with 2k synthetic data samples. Using the
Qwen2.5-7B, we compute sentence embeddings
for the synthetic questions generated by DeepSeek-
V3 (w/ Unlabeled Data) and AQuilt, which are both
created based on unlabeled data.

As shown in Figure 4, we apply t-SNE for di-
mensionality reduction and plot a 2D scatter plot.
The results show that the generated data of AQuilt
is more concentrated and contains fewer noises. To
confirm this quantitatively, we compute the Silhou-
ette Score, which reflects consistency and relevance
within data clusters, with higher values indicating
stronger domain relevance. The results align with
the scatter plot, demonstrating that our method gen-
erates more concentrated data with reduced noise
and increased relevance.

Model SquadQA CEVAL Translation Avg.
DeepSeek-V3 6.90% 8.18% 0.00% 5.23%
AQuilt 0.40% 5.15% 0.00% 1.85%

Table 4: Independence analysis of synthetic data with
unlabeled data. We assess the percentage of synthetic
questions generated by DeepSeek-V3 and AQuilt that
are highly dependent on unlabeled data, revealing their
low relevance to downstream tasks.

Source SquadQA CEVAL Translation L

Score Cost
Qwen2.5-72B 21.19 59.06 34.82 3836 19.92x
AQuilt 40.89 63.16 34.50 46.18 1x

Table 5: Comparison with Qwen2.5-72B-Instruct. All
abbreviations are consistent with those in Table 2.

5.3 Analysis of Relevance-Aware Filtering

For multi-choice and closed-book QA tasks, the
synthetic labeled data must remain independent of
the unlabeled data; otherwise, introducing false cor-
relations during training may lead to low relevance
to these tasks. To address this, we apply relevance-
aware data filtering (introduced in Section 3.2).

In the unlabeled data-based synthetic generation
setting (Table 2), while AQuilt demonstrates con-
sistent advantages across tasks, DeepSeek-V3 (w/
Unlabeled Data) shows curiously limited gains on
CEVAL. To analyze the underlying cause, we ex-
amine the proportion of generated questions that
rely on unlabeled data to generate answers, which
may contribute to hallucinations. We sample 2,000
instances from the generated dataset and use GPT-
40 to evaluate. As shown in Table 4, the results
indicate that even when explicitly instructed in the
prompt, strong models like DeepSeek-V3 still tend
to generate questions with spurious correlations,
resulting in low relevance to downstream tasks and
consequently reducing overall performance.

5.4 Ablation of Base Model

To ensure a fair comparison of improvement
sources, we conduct controlled experiments un-
der identical settings (based on the same unlabeled
data) between AQuilt (trained on Qwen2.5-7B)
and the Qwen family’s larger 72B model, confirm-
ing our enhancements originate from methodology
rather than base model capacity.

As shown in Table 5, our method outperforms
the 72B model on average, while requiring only
about 1/20 GPU hours on NVIDIA A800 80G. The
overall experimental results align with the main
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Model SquadQA CEVAL Translation Avg.
Bonito 2.43 NA NA NA
AQuilt 2.98 4.16 3.58 3.57

Table 6: Using GPT-40 to evaluate 1,000 samples ran-
domly drawn from the training data synthesized by
AQuilt and Bonito for the three test tasks.

Model 1 2 3 4 5
Bonito 28.75% 40.60% 2490% 4.20% 1.55%
AQuilt 397% 592% 19.67% 27.60% 22.84%

Table 7: Probability distribution of GPT-40’s 1-5 scores
for 1,000 randomly drawn samples from the AQuilt and
Bonito synthesized training data.

experimental trends, further validating the effect
of our method and confirming that the superior
performance is not due to a stronger base model.

5.5 GPT-40 Evaluation

To validate the quality of the questions generated
by AQuilt and to compare its performance with
models of comparable scale, Bonito, we present
the scoring results (without Self-Inspection filter-
ing) obtained in Table 6 by using GPT-40 (temper-
ature=0.7, top_p=0.95) to evaluate 1,000 samples
randomly drawn from the training data synthesized
by AQuilt and Bonito for each task. The prompts
used by GPT-40 are completely consistent with
those shown in the Appendix D, with a scoring
scale ranging from 1 to 5 points.

Based on the prompt we provide to GPT-4o, a
score of 2 points meets the basic quality require-
ment. As seen in Table 6, the average score for
AQuilt-synthesized data across most tasks exceed
3 points. However, Bonito-synthesized data re-
ceive lower score. Meanwhile, since Bonito could
not synthesize data for the CEVAL and Transla-
tion tasks, these are marked as NA. This indicates
that the majority of data synthesized by AQuilt is
relatively high-quality. For comparatively simpler
tasks such as SquadQA and Translation, GPT-40
tends to assign slightly lower scores, demonstrat-
ing that the difficulty of domain-specific tasks can
influence the final evaluation results to some extent.

Meanwhile, Table 7 shows the distribution of
GPT-40’s scores for the synthesized data of the
aforementioned five tasks generated by AQuilt and
Bonito (note that Bonito can only synthesize data
for two of these tasks).

Based on the score distribution from GPT-40

above, across all five tasks, nearly half of the data
received a score of 4 points. Only 3.97% of the
data fail to meet the basic quality requirements (as-
signed a score of 1 point), and this portion will be
filtered out by AQuilt’s subsequent Self-Inspection
module.

6 Conclusion

In this paper, we present AQuilt, a framework
for generating data that incorporates Inspection,
Question, Unlabeled data, Answer, Logic, and
Task type from unlabeled data. Specifically, AQuilt
enhances data synthesis quality through the intro-
duction of Logic and Inspection. The inclusion of
Task type, encompassing both open-book QA and
closed-book QA, enables cross-task generalization
for downstream data synthesis. Experimental re-
sults demonstrate that AQuilt outperforms Bonito,
a widely used data synthesis model, in both task
generalization and performance. Our synthetic data
is even comparable to that of DeepSeek-V3, while
requiring less than 17% of the production cost. Fur-
ther analysis reveals that while the use of open-
source LLMs yields generally favorable results, it
shows drawbacks in format adherence and down-
stream task relevance. This underscores the ne-
cessity of dedicated data synthesis models. We
will release all the training details and models to
encourage further research.

Limitations

Additional Data Synthesis Sources. In this
work, we used only DeepSeek-V3 as a source of
distilled data. Expanding the data sources to in-
clude human-curated existing training datasets and
data synthesized by more powerful models could
provide a diverse mix of training data. This ex-
pansion may further enhance the diversity of the
synthesized data styles, as well as improve down-
stream model performance and robustness.

Data Synthesis for Various Languages. In this
work, we extend the language capabilities of the
data synthesis model to two high-resource lan-
guages. In future work, we are interested in ex-
ploring the model’s performance on mid- to low-
resource languages, where the model may have
poorer performance and less data availability. Ad-
ditionally, we will investigate whether the model
exhibits zero-shot generalization capabilities when
encountering languages not seen during training.
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Advanced Data Synthesis Frameworks. With
the introduction of DeepSeek-R1 (Guo et al., 2025)
and Kimi-K1.5 (Du et al., 2025), more advanced
data synthesis frameworks have emerged, which
use iterative data synthesis, high-quality evaluation,
and reinforcement learning to generate progres-
sively stronger data. Our self-inspection training
framework has the potential to generalize to these
frameworks. It is a future work in this setting.

Ethics Statement

Our work adheres to the ACL Ethics Policy and
publicly released the code for reproducibility.
LLMs may exhibit racial and gender biases, so we
strongly recommend users assess potential biases
before applying the models in specific contexts.
Additionally, due to the difficulty of controlling
LLM outputs, users should be cautious of issues
arising from hallucinations.
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A Unlabeled Data Construction Details

We introduce the sources of the collected datasets,
including unlabeled data and labeled data dataset,
in which we collect (u,q,a,t) tuples to ensure
higher quality.

Sources of Unlabeled Data. We collect un-
labeled data from the following 33 datasets:
CMRC2018 (Cui et al., 2019), ChineseSquad
(Junzeng, 2020), CHIP2020 (Tianchi, 2020),
CAIL2019 (china-ai-law challenge, 2019), DRCD
(Shao et al., 2018), Covid19QA (DataFountain,
2020), WebQA (Jianlin, 2017), CMQG (Tianchi,
2024), HaihuaAl (Haihua and Tsinghua, 2021),
C3 (Sun et al., 2020), NLPCC (NLPCC, 2017),
Dureader (He et al., 2018), LCSTS (Hu et al.,
2015), AdversarialDbidaf, AdversarialDroberta,
AdversarialDbert (Bartolo et al., 2020), ANLI (Nie
et al., 2020), APPReviews (Grano et al., 2017),
CosmaQA (Huang et al., 2019), Dream (Sun et al.,
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Sources of Labeled Data. We collect labeled
data from the following 22 datasets: CMRC2018
(Cui et al., 2019), ChineseSquad (Junzeng, 2020),
CHIP2020 (Tianchi, 2020), CAIL2019 (china-ai-
law challenge, 2019), HaihuaAl (Haihua and Ts-
inghua, 2021), C3 (Sun et al., 2020), DRCD (Shao
et al., 2018), Covid19QA (DataFountain, 2020),
WebQA (Jianlin, 2017), CMQG (Tianchi, 2024),
Dureader (He et al., 2018), LCSTS (Hu et al.,
2015), AdversarialDbidaf, AdversarialDroberta,
AdversarialDbert (Bartolo et al., 2020), Para-
phraseRC, SelfRC (Saha et al., 2018), Quoref
(Dasigi et al., 2019), Ropes (Lin et al., 2019),
Squad (Rajpurkar et al., 2016), Record (Zhang
et al., 2018), ANLI (Nie et al., 2020).

B Translation and EssayQA Task
Evaluation Results

In the Table 8, we show the results of Transla-
tion and EssayQA tasks evaluated by Rouge-L and
BERTScore. It can be seen that the data synthe-
sized by AQuilt significantly improves the perfor-
mance of the Instruct model on these tasks, with
improvements comparable to DeepSeek-V3.

C Case Study

We present a synthetic data example generated by
AQuilt in the table below.

D Prompts

We present all the prompts used in our paper in the
following tables, including:

* Prompts for Synthetic Training Dataset:
The prompt is used by the training dataset
constructed in §3.2. The same prompt format
is adhered to when generating downstream
domain data with our dataset.

* Logic Generation Prompts For Extractive
QA: The prompt is used when generating
Logic for extractive QA tasks.

* Prompts for Synthetic Inspection Training
Dataset: The prompt is used when generating
inspection data with DeepSeek-V3.

* Different Task Prompts and Self-Inspection
Prompts for AQuilt: The prompt is used
when generating downstream task data with
AQuilt, covering all tasks we defined.

* Prompts for General LLM Downstream
Task Generation Based on Unlabeled Data:
The prompt is used when generating data
based on unlabeled data with a general-
purpose LLM.

* Prompts for General LLM Downstream
Task Generation using SelfInstuct: The
prompt is used when generating data with a
general-purpose LLM using SelfInstuct.

* Prompts for Evaluation on Downstream
Tasks: The prompt is used during the eval-
uation of downstream tasks.

* GPT-40 Prompts for Independence Anal-
ysis in Synthetic Data: The prompt is used
when analyzing the independence of synthetic
data with unlabeled data.
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Translation EssayQA

Model Source
Rouge-. BERTScore Rouge-. BERTScore
None 3223 91.53 19.21 86.27
TAPT 33.00 91.52 19.11 86.27
Bonito NA NA NA NA
Qwen2.5-7B 1, epSeek-V3 w/ Self-Instruct 36.95 93.10 24.07 87.30
DeepSeek-V3 w/ Unlabeled Data 36.89 92.95 20.73 86.52
DeepSeek-V3 w/ SI + UD 36.81 93.15 21.93 86.96
AQuilt 38.00 93.46 22.11 86.52
None 27.79 89.94 15.37 82.51
TAPT 28.13 91.62 15.20 82.46
Llama3-SB Bonito NA NA NA NA
DeepSeek-V3 w/ Self-Instruct 34.07 92.94 21.26 86.96
DeepSeek-V3 w/ Unlabeled Data 34.67 93.06 19.27 86.29
DeepSeek-V3 w/ SI + UD 35.57 93.13 23.22 87.02
AQuilt 34.50 92.97 19.65 86.18

Table 8: The evaluation results of Translation and EssayQA tasks using Rouge-L and BERTScore as evaluation
metrics respectively. Bold indicates the best performance, while underline indicates the second-best for each task.
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AQuilt Synthetic Data Sample (from the PubMedQA Task)

Context:

Direct pressure applied on the inner ear cannot ... ... the other group.
Task Type:

natural language inference

Question Generated by AQuilt:

Does direct pressure applied on the inner ear during scuba diving induce
hearing loss, based on the findings that perforating the eardrums of guinea
pigs before diving resulted in no variation in auditory threshold and cochlear
spontaneous activity, even during extreme diving conditions?

Logic Generated by AQuilt:

1. Understand the Question: The question asks whether direct pressure on
the inner ear during scuba diving causes hearing loss, based on experimental
findings with guinea pigs. 2. Analyze the Text: The text describes an
experiment where guinea pigs with perforated eardrums were subjected to diving
conditions, including extreme depths and durations. No changes in auditory
threshold or cochlear spontaneous activity were observed in this group. 3.
Logical Reasoning: Since the experiment did not observe any hearing loss or
changes in auditory function in the group with perforated eardrums, it suggests
that direct pressure on the inner ear does not induce hearing loss. 4. Choose
the Best Answer: The text supports the conclusion that direct pressure on the
inner ear does not induce hearing loss, as evidenced by the lack of variation
in auditory parameters in the experimental group.

Answer Generated by AQuilt:

No.

Quality Analysis Generated by AQuilt:

1. The question is clear and specific, asking whether direct pressure on
the inner ear during scuba diving induces hearing loss based on experimental
findings. 2. The response is relevant and directly addresses the question
by referencing the experimental findings with guinea pigs. 3. The response
provides a logical reasoning process, explaining how the lack of observed
changes in auditory parameters supports the conclusion that direct pressure
does not induce hearing loss. 4. The grammar and expression in the response
are fluent and clear, with no spelling errors. 5. The response provides a
comprehensive solution by not only answering the question but also explaining
the reasoning behind the conclusion, which helps the user understand the
context and implications of the findings.

Quality Score Generated by AQuilt:

4

5781




Prompts for Synthetic Training Dataset (Meta Prompts)

You are a professional Q&A pair generation assistant. Your responsibility is
to create complete, clear, accurate, and useful {Task Type} Q&A pairs based
on the provided text content. You need to deeply analyze the text to create
reasonable questions and provide appropriate, detailed answers, ensuring that
each Q&A pair is relevant and useful.

I. The {Task Type} questions you create should meet the following requirements:
Requirement 1: {Question Requirement}

Requirement 2: The {Task Type} questions generated can be answered without
<text>, and the question provides comprehensive information, complete context,
including the core content or key information of <text>. Specifically: The
question must explicitly contain the key information of <text> to ensure that
the question itself is self-contained. - Do not rely on external context or
assume that the user already understands the content of <text>. Avoid using
phrases such as according to the above text, in the context, above content, or
based on the information provided;

Requirement 3: The {Task Type} questions generated should be as complex as
possible, requiring multi-step reasoning to determine the final answer;
Requirement 4: The generated answer is accurate and error-free, based on
credible facts and data from the provided text;

Requirement 5: The generated answer is complete, not only selecting the correct
option but also providing explanation and thinking steps to exclude other
distractors;

Requirement 6: {Thought Process Requirement}

Requirement 7: When generating Q&A pairs and thought process, assume there is
no text as a reference, which means do not include phrases like the text, the
context, or the information provided in the Q&A pairs and thought process you
create.

II. Please generate a Q&A pair in the following format:

JSON

{

question:{{The question you create}},

thought process:{{The thought process you create}},

answer:{{The answer you create}}

}

III. Please study the above requirements carefully and create a {Task
Type} Q&A pair:
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Prompts for Synthetic Training Dataset (Specific Task Content 1/3)

Multi-Choice QA (single answer):

Task Type: single-choice

Question Requirement: The intent of the single-choice questions generated is
clear and the semantics are explicit, including the question and necessary
answers as well as distractors;

Thought Process Requirement: The thinking process should include the following
steps: 1. Read the question: Understand the provided question. 2. Analyze the
options: Assess the relationship and correctness of each candidate with the
provided question. 3. Choose the best answer: Select the most accurate and
contextually relevant option;

Multi-Choice QA (multi answer):

Task Type: multi-choice

Question Requirement: The intent of the generated multiple-choice question is
clear and the semantics are explicit, including the question and necessary
answers (there can be multiple answers that meet the requirements of the
question) as well as distractors;

Thought Process Requirement: The thought process should include the following
steps: 1. Read the question: Understand the question provided and clarify
what is required. 2. Analyze the options: Assess each candidate option’s
relationship and correctness in relation to the provided question. 3. Choose
reasonable answers: Based on the analysis of each option, select all reasonable
answers;

Closed-Book QA:

Task Type: closed-book

Question Requirement: The generated questions should be answerable without
external knowledge and should provide comprehensive information, complete
context, and contain relevant background information; do not generate questions
about specific small events, as such questions are meaningless;

Thought Process Requirement: The thought process should include the following
steps: 1. Understanding the question: Understand the question and clarify its
requirements. 2. Analyzing the question: Analyze relevant information based
on your own knowledge without relying on external resources. 3. Formulating a
response: Construct a reasonable and accurate answer.

Open-Book QA:

Task Type: open-book

Question Requirement: Open Q&A refers to identifying and extracting specific
information segments from the given text to answer the question. The generated
question should explicitly include the text needed to answer the question and
should not directly use the text provided by the user.

Thought Process Requirement: The generation of the thought chain should include
the following steps: 1. Read the text: fully understand the problem and
the provided text or paragraph. 2. Identify the relevant parts: locate the
specific text segments that contain the answer to the question. 3. Construct
the final reply: summarize the answer to the question.
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Prompts for Synthetic Training Dataset (Specific Task Content 2/3)

Text Classification:

Task Type: text classification

Question Requirement: The generated classification question should have a clear
intent and unambiguous semantics, including the text content and predefined
categories.

Thought Process Requirement: The generated thought process should include
the following steps: 1. Analyze the content: Examine the content of the
<text>, identifying themes, keywords, or other indicative features.2. Map
to labels: Match the analyzed features to predefined labels or categories.3.
Confirm classification: Verify that the assigned label accurately reflects the
content.4. Record the result: Record or output the classification result.

Natural Language Inference:

Task Type: natural language inference

Question Requirement:The question generated can be answered with Yes/No/Maybe.
Thought Process Requirement: The generated thought process should include
the following steps:1.Understand the question: Understand the provided
question. 2. Analyze the question: Identify which specific parts of the text
the question is related to. 3. Logic Reasoning: provide logic reasoning to
answer. 4. Provide the best answer: Select yes/no/maybe to answer the question.

Text Generation:

Task Type: text generation

Question Requirement: The text generation problem should have a clear intent
and be semantically clear. It must include the user’s instructions and the
conditions for generation.

Thought Process Requirement: The thought process for generation should include
the following steps: 1. Understand the input conditions: Review the user’s
instructions and conditions to grasp the required scope, tone, and structure.
2. Brainstorm content: Develop key ideas or themes consistent with the input
conditions. 3. Generate output: Create a well-structured and coherent response
that follows the user’s instructions.

Text Summarization:

Task Type: text summarization

Question Requirement: The text summarization problem should have a clear
intent and be semantically clear, including the text content and summarization
requirements.

Thought Process Requirement: 1. Identify key points: Extract the most important
information that represents the overall content of the source material. 2.
Organize information: Logically arrange the extracted key points to ensure
clarity and coherence. 3. Generate summary: Condense the key points into a
concise and clear summary.
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Prompts for Synthetic Training Dataset (Specific Task Content 3/3)

Natural Languaga Understanding:

Task Type: natural language understanding

Question Requirement: The generated natural language understanding tasks
can specifically include sentiment analysis, intent recognition, entity
recognition, part-of-speech tagging, semantic analysis, etc.

Thought Process Requirement: The generated thinking steps should include the
following steps: 1. Read the task: Understand the provided task. 2. Analyze
the problem: Evaluate the relationship and correctness of the input text in
relation to the task. 3. Provide the best answer: Respond with the most
accurate and contextually relevant answer.

Logic Generation Prompts for Extractive QA

You are a professional assistant for generating thought process. Your
responsibility is to synthesize useful thought process data based on the provided
text content and question-answer pairs. You need to deeply analyze the text
and construct a logical connection between the question and the answer.

1. The thought process you create should meet the following requirements:
Requirement 1: The generated thought process should be rich in content and
logically clear, demonstrating how to infer the <Answer> from the <Question>.

Requirement 2: The thought process should include the following steps: (1).
Read the question: Understand the provided question. (2). Analyze the question:
Identify which specific parts of the text the question is related to. (3).
Provide the best answer: Select the most relevant content from the text to
answer the question.

2. Please generate the thought process in the following format:

JSON

{

“thought_process”: “{{The thought process you created}}”

}

3. Please carefully study the above requirements and then create a thought
process based on the following <text>, <question>, and <answer> provided by the
user:
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Prompts for Synthetic Inspection Training Dataset (1/2)

You are an AI instruction and response quality assessment assistant, please
score the quality of the user’s instruction and response according to the
following scoring criteria, and you can refer to the <text> provided by the
user to evaluate the correctness of the question and answer pair:

1. The scoring criteria are as follows:

1 point - Low quality, minimal requirements met (Low Level):

- The response is only partially relevant to the question and lacks depth or
detail.

- The response contains noticeable grammatical errors, spelling mistakes, or
awkward phrasing.

- The response fails to address the user’s questions or needs adequately.

- The response provides no additional explanation, context, or background
information, leaving the user with limited understanding.

2 points - Basic requirements met (Qualified Level):

- The response is relevant and can basically meet the user’s needs.

- The response has correct grammar and no obvious spelling errors.

- The response can solve the user’s problem, but the solution may not be
comprehensive or in-depth enough.

- The response provides basic explanations and background information, but not
in detail.

3 points - Good quality, meeting most requirements (Good Level):

- The response is highly relevant and can well meet the user’s needs.

- The response is fluent in grammar, without spelling errors, and clearly
expressed.

- The response provides a comprehensive solution that can solve the user’s
problem and considers possible follow-up issues.

- The response provides detailed explanations and background information, which
helps users understand.

4 points - High quality, meeting all requirements and exceeding expectations
(Excellent Level):

- The response is highly relevant, not only meeting user needs but also
anticipating and resolving potential issues.

- The response has perfect grammar, precise expression, and well-chosen words.
- The response provides an in-depth solution that can comprehensively solve
the problem from multiple angles and provides additional useful information or
suggestions.

- The response provides in-depth explanations and background information, which
helps users gain a deeper understanding of the problem and solution.

5 points - Excellent quality, exceeding all requirements with professional
contributions (Outstanding Level):

- The response is highly relevant, not only meeting user needs but also providing
solutions beyond expectations.

- The response has impeccable grammar, elegant expression, and precise, impactful
wording.

- The response provides an in-depth and professional solution that can solve the
problem from a unique perspective and provides extremely valuable additional
information or suggestions.
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Prompts for Synthetic Inspection Training Dataset (2/2)

- The response provides in-depth explanations and background information,
demonstrating a high level of professionalism and profound understanding of
the issue.

2. Please analysis the quality in the following format:
JSON

{

analysis_steps: {{your analysis for the quality}},
score: {{your rate to the qa_pair}}

b

3. Please carefully study the above scoring criteria and strictly follow the
scoring criteria above to score the following <qa_pair> based on the following
<text> provided by the user:

Different Task Prompts for AQuilt (1/5)

single choice question answering: “““Please generate a single-choice question
from the provided reference materials to help students better grasp the
relevant knowledge: The single-choice question should include a question, four
options labeled A, B, C, and D, one of which is the answer to the question;
At the same time, you also need to generate the thinking steps for solving the
question, as well as the answer to this question.
And output in the following JSON format:

JSON
{“question”: “xxx”, “thinking_steps”: “xxx”, “answer”: “xxx”}
nnn
’
multi choice question answering: “““Please generate a multiple-choice question

from the references provided to help students better grasp the knowledge:

The multiple-choice question should include a question with multiple options
tags A, B, C, D, E (and so on), one or more of which are the answers to the
questions; At the same time, you also need to generate the thinking steps for
solving the question, as well as the answer to this question.

And output in the following JSON format:

JSON

{“question”: “xxx”, “thinking_steps”: “xxx”, “answer”: “xxx”}

nnn
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Different Task Prompts for AQuilt (2/5)

close-book question answering: “““Please generate a closed-book question and
answer pair from the provided reference materials that do not require reference
text to answer to help students better grasp the relevant knowledge:

This Q&A pair should include a question, and you also need to generate the
thinking steps for solving the question, as well as the answer to this question.
And output in the following JSON format:

JSON

{“question”: “xxx”, “thinking_steps”: “xxx”, “answer”: “xxx”}

nnn ,

open-book question answering: “““Please generate an open-book Q&A pair from

the provided reference materials to help students better grasp the relevant
knowledge: This Q&A pair should include a question, and you also need to
generate the thinking steps for solving the question, as well as the answer to
this question. And output in the following JSON format:

JSON

{“question”: “xxx”,

nnn

”»

“thinking_steps”: “xxx”, “answer”: “xxx”}

Different Task Prompts for AQuilt (3/5)

text summarization: “““Please generate a concise summary Q&A pairs of the
provided text to help students better understand the main points:

The summary should capture the key ideas and essential information from the
text. The content you generate should include a question, and you also need to
generate the thinking steps for solving the question, as well as the answer to
this question. And output in the following JSON format:

JSON
{“question”: “xxx”, “thinking_steps”: “xxx”, “answer”: “xxx”}
text generation: “““Please generate a text-generated Q&A pair based on the

text provided to help students learn:

The resulting text should be well-structured and relevant to the given text.
The content you generate should include a question, and you also need to
generate the thinking steps for solving the question, as well as the answer to
this question. And output in the following JSON format:

JSON

{“question”: “xxx”, “thinking_steps”: “xxx”, “answer”: “xxx”}

nnn
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Different Task Prompts for AQuilt (4/5)

natural language inference: “““Please generate a logical inference question
from the provided reference materials to help students better grasp the
relevant knowledge:

Logical inference questions generally ask whether a judgment or piece of
knowledge is correct, with answers including “yes, no, maybe” three options.
The content you generate should include a question, and you also need to
generate the thinking steps for solving the question, as well as the answer to
this question.

And output in the following JSON format:

JSON

{“question”: “xxx”, “thinking_steps”: “xxx”, “answer”: “xxx”}

nnn ,

text classification: “““Generate a text classification task based on the text

provided to help students understand the content of the text:

Classifications should be accurate and relevant to the given text.

The content you generate should include a question, and you also need to
generate the thinking steps for solving the question, as well as the answer to
this question.

And output in the following JSON format:

JSON
{“question”:

nnn

43 ”»” 4 ”»

xxx”, “thinking_steps”: “xxx”, “answer”: “xxx”}

Different Task Prompts for AQuilt (5/5)

extractive question answering: “““Please generate an extractive question
answering task based on the provided reference materials to help students
better understand the main points:

The content you generate should include a question, and you also need to
generate the thinking steps for solving the question, as well as the answer to
this question. And output in the following JSON format:

JSON

{“question”: “xxx”, “thinking_steps”: “xxx”, “answer”: “xxx”}

nnn ,

natural 1language understanding: “““Please generate a natural language

understanding question (such as sentiment analysis, semantic analysis, entity
recognition, etc.) based on the provided reference materials to help students
better grasp the relevant knowledge:

The content you generate should include a question, and you also need to
provide the thinking steps to solve the question, as well as the answer to the
question. Please output in the following JSON format:

JSON

{“question”: “xxx”,

nnn

”

“thinking_steps”: “xxx”, “answer”: “xxx”}
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Self-Inspection Prompts for AQuilt

Please score the quality of the user’s instruction and response to help
students understand the quality of the question and response based on the
provided text. There are 5 levels of quality, which are: 1 point, 2 points, 3
points, 4 points, 5 points. The higher the score, the better the quality.
You’ll first need to analyze the quality of the question and response before
grading it. And output in the following JSON format:

JSON

{“analysis_steps”: “xxx”, “score”: “xxx”}

Prompts for General LLM Downstream Task Generation Based on Unlabeled Data (SquadQA)

You are a professional Q&A pair generation assistant. Your responsibility is
to create complete, clear, accurate, and useful extractive Q&A pairs based on
the provided text.

I. The Q&A pairs you create should meet the following requirements:
Requirement 1: The generated questions should have clear intentions and
semantics;

Requirement 2: The generated questions should be answerable without external
knowledge; Do not rely on external context or assume that the user already
understands the content of <text>.

Requirement 3: The question generated can be answered with the provided
reference material.

Requirement 4: The generated answers should be accurate and based on credible
facts and data;

Requirement 5: The generated answer can be found in the reference materials.
II. Please generate a Q&A pair in the following format:

JSON

{

“question”: “{{The question you create}}”,

“answer”: “{{The answer you create(Extracted from reference materials)}}”
}

III. Please study the above requirements carefully and create a extractive Q&A
pair based on the <text> provided by the user below:
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Prompts for General LLM Downstream Task Generation Based on Unlabeled Data (PubMedQA)

You are a professional Q&A pair generation assistant. Your responsibility is
to create complete, clear, accurate, and useful Yes/No Q&A pairs based on the
provided text.

I. The Q&A pairs you create should meet the following requirements:
Requirement 1: The generated questions should have clear intentions and
semantics;

Requirement 2: The generated questions should be answerable without external
knowledge;

Requirement 3: The question generated can be answered with either Yes or No.
Requirement 4: The generated answers should be accurate and based on credible
facts and data;

Requirement 5: The generated answer has only two options: Yes/No.

ITI. Please generate a Q&A pair in the following format:

JSON

{

“question”: “{{The question you create}}”,
“answer”: “{{The answer you create(Yes/No)}}”
}

III. Please study the above requirements carefully and create a Yes/No Q&A
pair based on the <text> provided by the user below:
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Prompts for General LLM Downstream Task Generation Based on Unlabeled Data (CEVAL)

You are a professional question-answer pair generation assistant. Your
responsibility is to create complete, clear, accurate, and useful single-choice
guestion-answer pairs based on the provided text content. You need to analyze
the text in-depth, create reasonable questions, and provide appropriate and
detailed answers to ensure that each question-answer pair is relevant and
useful.

I. The single-choice questions you create should meet the following requirements:
Requirement 1: The single-choice questions should have clear intentions and
be semantically clear, including the question and necessary options as well as
distractors;

Requirement 2: The single-choice questions should be answerable without the
<text> and the information provided in the question should be comprehensive,
with complete context and relevant background information;

Requirement 3: The answers generated should be accurate and based on credible
facts and data from the provided text;

Requirement 4: The answers generated should be complete and not omit any
necessary information;

II. Please generate the question-answer pairs in the following format:

JSON

{

“question”:“{{The question you create and the options}}”,

“answer”: “{{The correct answer you create}}”

}

III. After carefully studying the above requirements, please create a
single-choice question-answer pair based on the <text> provided below:
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Prompts for General LLM Downstream Task Generation Based on Unlabeled Data (Translation)

You are an expert in generating question-and-answer pairs. Your task is to
create complete, clear, accurate, and useful closed-book question-and-answer
pairs based on the provided text content. You need to analyze the text in
depth, formulate reasonable questions, and provide appropriate and detailed
answers, ensuring that each question-and-answer pair is relevant and useful.
I. The question-and-answer pairs you create should meet the following
requirements:

Requirement 1 The questions should have clear intentions and be semantically
clear.

Requirement 2 The questions should be answerable without external knowledge,
and the information provided in the question should be comprehensive and
contextually complete.

Requirement 3 The questions should be legal translation questions. You need
to first determine the language of the given text. If it is in Chinese, the
guestion should be of the Chinese-to-English type. Conversely, if the given
text is in English, the question should be of the English-to-Chinese type.
Requirement 4 The type of question you generate can be randomly selected
from the following four options: “Please translate the following sentence
from the contract into Chinese/English:”, “Please translate the following
legal term into Chinese/English:”, “Please translate the following sentence
into Chinese/English:”, “Please translate the following legal provision into
Chinese/English:”

Requirement 5: The answers you generate should be accurate and based on
reliable facts and data.

II. Please generate the question-and-answer pairs in the following format:
JSON

{

“question”:“{{the question you create}}”,

“answer”: “{{the answer you create}}”

}

ITI. After carefully studying the above requirements, please create a
question-and-answer pair based on the <text> provided by the user below:

5793




Prompts for General LLM Downstream Task Generation Based on Unlabeled Data (EassyQA)

You are a professional question-and-answer pair generation assistant.
Your responsibility is to create complete, clear, accurate, and useful
question-and-answer pairs based on the provided text content. You need to
analyze the text in depth, create reasonable questions, and provide appropriate
and detailed answers to ensure that each question-and-answer pair is relevant
and useful.

I. The question-and-answer pairs you create should meet the following
requirements:

Requirement 1: The generated questions should have clear intentions and be
semantically clear.

Requirement 2: The questions should be answerable without external knowledge,
and the information provided in the questions should be comprehensive and
contextually complete.

Requirement 3: The questions should be legal essay questions, starting with:
“Please analyze the following essay question, elaborate on your views, and cite
relevant legal provisions and principles. Ensure that you provide sufficient
arguments and analysis for each question to clearly demonstrate your deep
understanding and flexible application of legal issues.”

Requirement 4: The answers generated should be accurate and based on reliable
facts and data.

II. Please generate the question-and-answer pairs in the following format:
JSON

{

“question”: “{{the question you create}}”,

“answer”: “{{the answer you create}}”

}

III. Please carefully study the above requirements and then create a Q&A pair
based on the <text> provided by the user.

Prompts for General LLM Downstream Task Generation using Self-Instruct (Input Generation w/o

context)

As an InputGenerator , your task is to generate a new [input] based on the
[instruction] and some example [input].

Try your best to ensure that the new [input] you generate is distinct from the
provided [input] while maintaining a diverse, detailed, precise, comprehensive,
and high-quality response. Avoid generating a new [input] that is the same as
the provided [input].

Start of instruction

{{instruction}}

End of instruction

Here are some high-quality [input] for the [instruction]. These [input] can
provide you with very strict format requirements .

Below are [N] [input] examples:

{{Input Examples}}

Please generate 1 [input] based on the examples and requirements:
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Prompts for General LLM Downstream Task Generation using Self-Instruct (Input Generation w/

context)

As an InputGenerator , your task is to generate a new [input] based on the
[instruction], [context] and some example [input].

Try your best to ensure that the new [input] you generate is distinct from the
provided [input] while maintaining a diverse, detailed, precise, comprehensive,
and high-quality response. Avoid generating a new [input] that is the same as
the provided [input].

Start of instruction

{{instruction}}

End of instruction

Here are some high-quality [input] and provided [context] for the [instruction].
These [input] can provide you with very strict format requirements .

Below are [N] [input] examples:

{{Input Examples}}

The provided context content is: {{context}}

Please generate 1 [input] based on the examples, requirements, and the provided
above context:

Prompts for General LLM Downstream Task Generation using Self-Instruct (Output Generation)

You are an AI question-answering bot, acting as an expert in the field of
{{domain}}. Please refer to the question provided by the user and answer the
question carefully.

User:Please answer the following question:

{{question}}
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Prompts For evaluation on Downstream Tasks

SquadQA
Input: {question}

PubMedQA

Input: Context:{context} Based on the context above, please answer the
following question:{question}

CEVAL

Input: Below is a multiple-choice question from a Chinese {subject} exam.
Please select the correct answer.

{question}

A. {A} B. {B} C. {C} D. {D}

What is the answer?

Translation

Input: Please complete the following legal translation task and provide the

translation directly. Translate the following {text type} into Chinese/English:
{legal text}.

EssayQA

Input: Please analyze the following essay question. Elaborate on your
views in detail and may cite legal provisions and relevant legal principles.
Ensure that you provide sufficient arguments and analysis for each question

to clearly demonstrate your profound understanding and flexible application
ability of legal issues.

{material}
Question: {question}.
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GPT-40 Prompts for Independence Analysis in Synthetic Data

You are a professional question analysis assistant, responsible for determining
whether a question relies on a text for its answer based on the provided question.
Criteria for Judgment:

The question contains some obvious keywords that indicate reliance on a text,
such as “the above content,” “according to the text,” “the above text,” “in the
text,” “in the passage,” etc.

If the question is about understanding or inquiring about the content of a
certain text, then it is also considered a question that relies on a text for
its answer.

Formatting Requirements:

Please carefully review the above criteria.

Determine whether the question provided by the user has text dependency.

If it does, please answer directly with ’Yes.’

If it does not, please answer directly with ’No.
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