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Supplemental Material

A DNN Model Architecture

Here we provide a brief overview of the model
architectures for the deep neural network (DNN)
models used in our experiments. For additional
details we refer the reader to the original papers.

A.1 Long Short Term Memory

The Long Short Term Memory (LSTM) model used
here was provided by (Bowman et al., 2015) with
the release of the SNLI corpus. The model con-
sists of two LSTM sequence-embedding models
(Hochreiter and Schmidhuber, 1997), one to encode
the premise and another to encode the hypothesis.
The two sentence encodings are then concatenated
and passed through three tanh layers. Finally, the
output is passed to a softmax classifier layer to out-
put probabilities over the task classes. For SA, we
kept the same architecture but used a single LSTM
layer to encode the input text.

A.2 Convolutional Neural Network

We used the convolutional neural network (CNN)
model of (Kim, 2014) in our experiments. For
each input, the word vector representation of the
input tokens were concatenated together to form a
matrix. A series of convolutional operations were
applied, followed by a max-pooling operation and
a fully connected softmax classifier layer. More
concretely, for an input sentence x, let xi be the
word vector representation of the i-th word in x.
The convolution operation of filter w over a win-
dow of length h starting with word xi results in a
context vector ci:

ci = f(w · xi:i+h−1 + b) (1)

where b is a bias term (Kim, 2014). The fil-
ter is applied over all windows in the sentence to
generate a feature-map, and max-pooling is used to

identify the feature for this particular filter. The pro-
cess is repeated with multiple filters, and the output
features are then passed to a softmax classification
layer to output probabilities over the class labels
(Kim, 2014). For NLI, the premise and hypothesis
sentences were concatenated before encoding.

A.3 Neural Semantic Encoder
Neural Semantic Encoder (NSE) is a memory-
augmented neural network that uses read, compose,
and write operations to evolve and maintain an ex-
ternal memory (Munkhdalai and Yu, 2017):

ot = fLSTM
r (xt) (2)

zt = softmax(o>t Mt−1) (3)

mr,t = z>t Mt−1 (4)

ct = fMLP
c (ot,mr,t) (5)

ht = fLSTM
w (ct) (6)

Mt = Mt−1(1− (zt ⊗ ek)
>) + (ht ⊗ el)(zt ⊗ ek)

>

(7)

where fLSTM
r is the read function, fMLP

c is the
composition function, fLSTM

w is the write function,
Mt is the external memory at time t, and el ∈ Rl

and ek ∈ Rk are vectors of ones (Munkhdalai and
Yu, 2017).

For NLI, the premise and hypothesis sentences
were each encoded with an NSE module. The out-
puts were combined and passed through a softmax
classifier layer to output probabilities. For SA, we
kept the same architecture but used a single NSE
layer to encode the input text.
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