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1 Qualitative Results001

In this section, we present few success and fail-002

ure cases for SHNet model on variety of image-003

expression pairs.004

In Figure 1, we present results where SHNet005

successfully grounded the referring expression in006

the image. SHNet is able to identify fine grained007

distinctive information about the referent from the008

referring expression, and utilize it to correctly local-009

ize the referent in complex visual scenes in (c), (d),010

(f) and (j). Specifically in (c), (d) and (j), SHNet011

is able to identify the correct person from large012

group of people based on the combination of per-013

son’s attribute (“dark hair"), attributes of person’s014

clothing (“green sleeves", “no shirt" etc) and its015

location with respect to other objects in the image016

(“by the wall"). Additionally, SHNet localizes ob-017

jects which are out of focus and are partially visible,018

ex: (b), (e), (g) and (h). We would like to point out019

that in these cases, rather than merely picking the020

most prominent objects, our network effectively021

incorporates the information from textual expres-022

sion in visual domain to identify the less prominent023

correct object. In (a) and (i), the referring expres-024

sions refer to unstructured regions in image, our025

network predicts these regions with refined bound-026

aries. In (k) and (l) of Figure 1, the referred objects027

occupy extremely small region in the image space028

and SHNet is able to accurately locate them.029

In Figure 2, we present some failure cases of our030

approach. Our approach mostly fails in cases when031

either the referring expression or the visual scene032

is ambiguous in (a), (c) and (e), the visual scene is033

heavily cluttered in (b) and (d), or when common034

sense reasoning is required like (f). For example:035

the expression in (a), “chair at the end of table on036

the left" is itself ambiguous and non-specific, as037

there are two chairs at the end of table on left side.038

Similarly, in (b) their are multiple keyboards with039

a mouse on top and our method predicts one of the040

keyboards on the left with a partial black mouse 041

on the top. In (d), the plant branch on the left is 042

barely visible and also a lot of clutter is present. 043

It is noteworthy, that in each case, SHNet predicts 044

a well segmented and refined output and the class 045

predictions are also correct (an umbrella, a chair, a 046

bottle, a keyboard etc.). 047
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(a) “the wall behind the second boy from left" (b) “the blurry image of a person walking behind a man eating a hotdog"

(c) “guy wearing green long sleeves and blue denim pants" (d) “guy with blue shirt and red shorts with dark hair standing by wall"

(e) “next to the baby eating is a person wearing pants and boots" (f) “monitor that does not have black sticker but still has stickers everywhere else"

(g) “elephant that you can see most of its back" (h) “the reflection in the mirror of the person taking a picture of the donut"

(i) “court not net" (j) “person without a shirt on, sitting down by the old man in blue"

(k) “the towel on the counter to the right of the man’s head" (l) “tiny spot, plant hanging from the ceiling"

Image Prediction Ground Truth Image Prediction Ground Truth

Figure 1: Qualitative examples where SHNet successfully localized the referred object.
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(a) “chair at the end of table on the left" (b) “the keyboard on left with the black mouse on top"

(c) “the umbrella over the man wearing glasses on his head" (d) “most visible bottle closest to the little piece of plant"

(e) “yellow cake with chocolate triangle out of it, not closest to edge" (f) “chair that the person at the computer would be sitting at"

Image Prediction Ground Truth Image Prediction Ground Truth

Figure 2: Qualitative examples where SHNet failed to localize the referred object.
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