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Preface

Welcome to the 10th International Conference on ‘“Recent Advances in Natural Language Processing”
(RANLP 2015) in Hissar, Bulgaria, 7-9 September 2015. The main objective of the conference is to
give researchers the opportunity to present new results in Natural Language Processing (NLP) based on
modern theories and methodologies.

The conference is preceded by two days of tutorials (5—6 September 2015) and the lecturers are:

Leon Derczynski (University of Sheffield, UK)

Constantin Orasan (University of Wolverhampton, UK)

Paolo Rosso (University of Valencia, Spain)

Hiracio Saggion (Universitat Pompeu Fabra, Spain)

The conference keynote speakers are:

Marcello Federico (Fondazione Bruno Kessler, Italy)

Khalil Sima’an (University of Amsterdam, the Netherlands)

Idan Szpektor (Yahoo! Research, Israel)

Piek Vossen (VU University Amsterdam, The Netherlands)
e Bonnie Webber (University of Edinburgh, UK)

e Michael Zock (CNRS-LIF, France)

This year 14 regular papers, 43 short papers, and 38 posters have been accepted for presentation at the
conference. In 2015 RANLP hosts 5 workshops on influential NLP topics, such as Linked Open Data
(LOD) for NLP, Balto-Slavic NLP, NLP for the legal domain, NLP for translation memories, and LT for
closely related languages.

The proceedings cover a wide variety of NLP topics, including but not limited to: opinion mining and
sentiment analysis; textual entailment, NLP for e-learning and healthcare; machine translation; part-of-
speech tagging; lexicons and ontologies; named entity recognition; NLP for social media; temporal and
semantic processing; word sense disambiguation; parsing.

We would like to thank all members of the Programme Committee and all reviewers. Together they have
ensured that the best papers were included in the proceedings and have provided invaluable comments
for the authors.

Finally, special thanks go to the University of Wolverhampton, the Bulgarian Academy of Sciences, the
AComlIn European project, and Ontotext for their generous support for RANLP.

Welcome to Hissar and we hope that you enjoy the conference!

The RANLP 2015 Organisers
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POS Tagging for Arabic Tweets

Fahad Albogamy
School of Computer Science,
University of Manchester,
Manchester, M13 9PL, UK
albogamf@cs.man.ac.uk

Abstract

Part-of-Speech (POS) tagging is a key step
in many NLP algorithms. However, tweets
are difficult to POS tag because there are
many phenomena that frequently appear in
Twitter that are not as common, or are en-
tirely absent, in other domains: tweets are
short, are not always written maintaining
formal grammar and proper spelling, and
abbreviations are often used to overcome
their restricted lengths. Arabic tweets also
show a further range of linguistic phenom-
ena such as usage of different dialects,
romanised Arabic and borrowing foreign
words. In this paper, we present an evalu-
ation and a detailed error analysis of state-
of-the-art POS taggers for Arabic when
applied to Arabic tweets. The accuracy of
standard Arabic taggers is typically excel-
lent (96-97%) on Modern Standard Arabic
(MSA) text; however, their accuracy de-
clines to 49-65% on Arabic tweets. Fur-
ther, we present our initial approach to im-
prove the taggers’ performance. By doing
some improvements based on observed er-
rors, we are able to reach 79% tagging ac-
curacy.

1 Introduction

The last few years have seen an enormous growth
in the use of social networking platforms such as
Twitter in the Arab World. A study prepared and
published by Semiocast in 2012 has revealed that
Arabic was the fastest growing language on Twit-
ter in 2011. People post about their lives, share
opinions on a variety of topics and discuss current
issues. There are millions of tweets daily, yielding
a corpus which is noisy and informal, but which
is sometimes informative. As a result, Twitter has
become one of the most important social informa-
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Allan Ramsay
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University of Manchester,
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tion mutual platforms. The nature of the text con-
tent of microblogs differs from traditional blogs.
In Twitter, for example, a tweet is short and con-
tains a maximum of 140 characters. Tweets also
are not always written maintaining formal gram-
mar and proper spelling. They are ambiguous and
rich in acronyms. Slang and abbreviations are of-
ten used to overcome their restricted lengths (Java
et al., 2007).

POS tagging is an essential processing step in
a wide range of high level text processing appli-
cations such as information extraction, machine
translation and sentiment analysis (Barbosa and
Feng, 2010). However, people working on Ara-
bic tweets have tended to concentrate on low level
lexical relations which were used for shallow pars-
ing and sentiment analysis such as (Mourad and
Darwish, 2013; El-Fishawy et al., 2014). They do
not use the standard linguistic pipeline tools such
as POS tagging which might enable a richer lin-
guistic analysis (Gimpel et al., 2011). The prop-
erties listed above of the microblogging domain
make POS tagging on Twitter very different from
their counterparts in more formal texts. It is an
open question how well the features and tech-
niques of NLP used on more well-formed data
(e.g. in newswire domain) will transfer to Twitter
in order to understand and exploit tweets. There-
fore, we experimentally evaluate the performance
of state-of-the-art POS taggers for MSA on Arabic
tweets. POS tagging accuracy drops from about
97% on MSA to 49-65% on Arabic tweets. We
also analyse their limitations and errors they made.
Finally, we propose an approach to boost their per-
formance and we are able to reach 79% tagging
accuracy.
Our contributions in this paper are as follows:
1. Evaluating how robust state-of-the-art POS
taggers for MSA are on Arabic tweets.
2. Identifying problem areas in tagging Arabic
tweets and what caused the majority of er-
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rorS.

3. Boosting the taggers’ performance on Ara-
bic tweets by using pre- and post-processing
techniques to address Arabic tweets’ noisi-
ness.

2 Related Work

POS tagging is a well-studied problem in compu-
tational linguistics and NLP over the past decades.
This can be inferred from high accuracy of state-
of-the-art POS tagging not only for English, but
also most other languages such as Arabic, which
reaches 97% for Arabic and English being at
97.32% (Gadde et al., 2011). However, the per-
formance of standard POS taggers for English is
severely degraded on Tweets due to their noisiness
and sparseness (Ritter et al., 2011). Therefore,
POS taggers for English tweets have been devel-
oped such as ARK, T-Pos and GATE TwitIE which
reaches 92.8%, 88.4% and 89.37% accuracy re-
spectively (Derczynski et al., 2013).

People working on Arabic tweets have tended
to concentrate on lexical relations because a tagger
that can actually work on this domain with an ac-
ceptance degree of accuracy, is yet to be developed
(Elsahar and El-Beltagy, 2014). There has been
relatively little work on building POS tools for
Arabic tweets or similar text styles. (Al-Sabbagh
and Girju, 2012; Abdul-Mageed et al., 2012) are
strictly supervised approaches for tagging Arabic
social media and they have assumed labelled train-
ing data. Their weakness is that they need a high
quantity and quality of training data and this la-
belled data quickly becomes unrepresentative of
what people post on Twitter. They also have been
built specifically for dialectal Arabic and subjec-
tivity and sentiment analysis.

Our work is, to best of our knowledge, the first
step towards developing a POS tagger for Arabic
tweets which can benefit a wide range of down-
stream NLP applications such as information ex-
traction and machine translation. We evaluate the
existing state-of-the-art POS tagging tools on Ara-
bic tweets, with an intention of developing a POS
tagger for Arabic tweets by utilising the existing
standard POS taggers for MSA instead of building
a separate tagger. We use pre- and post-processing
modules to improve their accuracy. Then, we will
use agreement-based bootstrapping on unlabelled
data to create a sufficient amount of labelled train-
ing tweets that we can retrain our augmented ver-

sion of Stanford on it.

3 Data Collection

There is a growing interest within the NLP com-
munity to build Arabic social media corpora by
harvesting the web such as (Refaee and Rieser,
2014; Abdul-Mageed et al., 2012). However, none
of these resources are publicly available yet. They
also do not contain all phenomena of tweets as
they appear in their original forms in Twitter and
they have been built to be used mainly in senti-
ment analysis. Hence, we built our own corpus
which preserves all phenomena of Arabic tweets.
We used Twitter Stream API to crawl Twitter by
setting a query to retrieve tweets from the Arabian
Peninsula and Egypt by using latitude and longi-
tude coordinates of these regions since Arabic di-
alects in these regions share similar characteristics
and they are the closest Arabic dialects to MSA.
We did not restrict tweets language to ”Arabic” in
the query since users may use other character sets
such as English to write their Arabic tweets (Ro-
manisation) or they may mix Arabic script with
another language in the same tweets. Next, we ex-
cluded all tweets which were written completely
in English. Then, we sampled 390 tweets (5454
words) from the collected set to be used in our ex-
periments (similar studies for English tweets use a
few hundred of tweets e.g. (Gimpel et al., 2011)).

4 Evaluating Existing POS Taggers

We evaluate three state-of-the-art publicly avail-
able POS taggers for Arabic, namely AMIRA
(Diab, 2009), MADA (Habash et al., 2009) and
Stanford Log-linear (Toutanova et al., 2003).

4.1 Gold Standard

A set of correctly annotated tweets (gold stan-
dard) is required in order to be able to appraise
the outputs of POS taggers. Once we have this,
we can compare the outputs of the POS taggers
with this gold standard. Since there is no publicly
available annotated corpus for Arabic tweets, we
have created POS tags for Twitter phenomena (i.e.
REP, MEN, HASH, LINK, USERN and RET for
replies, mentions, hashtags, links, usernames and
retweets respectively) and we manually annotated
our dataset. To speed up manual annotation, we
tagged tweets by using the taggers, and then we
corrected the output of the taggers to construct a
gold standard.



4.2 POS Tagging Performance Comparison

We compare three taggers on 390 tweets (5454
words) from our corpus. The performance of these
taggers are computed by comparing the output of
each tagger against the manually corrected gold
standard. We use standard precision, recall and F-
score as evaluation measures. The results for the
AMIRA, MADA and Stanford which were trained
on newswire text present poor success rates, for
example, the precision (P) for AMIRA, MADA
and Stanford on Arabic tweets are 60.2%, 65.8%
and 49.0% respectively (see Table 1). These fig-
ures are far below the performance of the same
taggers on well-formed genres such as PATB,
where accuracy is around 96% for AMIRA and
Stanford whereas MADA achieves over 97% ac-
curacy. This huge drop in the accuracy of these
taggers when applied to Arabic tweets warrants
some analysis of the problem and of mistagged
cases.

Tagger  Newswire Arabic Tweets
AMIRA 96.0% 60.2%
MADA 97.0% 65.8%
Stanford 96.5% 49.0%

Table 1: POS tagging performance comparison

4.3 Error Analysis

We noticed that most of the mistagged tokens are
unknown words. In this case, the taggers rely on
contextual clues such as the word’s morphology
and its sentential context to assign them the most
appropriate POS tags (Foster et al., 2011). We
identified the unknown words that were mistagged
and classified them into two groups: Arabic words
and non-Arabic tokens (see Table 2 for more de-
tails).

Arabic words These are words which are writ-
ten in Arabic, but which were assigned incorrect
POS tags by the taggers. This category represents
73.5%, 68.1% and 79.2% of the total of mistagged
items by AMIRA, MADA and Stanford respec-
tively. We observed that words in this category
have different characteristics and most of them are
twitter phenomena. So, we classify them into sub-
categories as follows:

MSA words These are proper words which are
used in well-formed text and part of MSA vocab-
ulary, but which were assigned incorrect POS tags
by the taggers. We observed that the accuracy
of MSA words which are not noisy dropped from

96% for AMIRA, 96.5% for Stanford and 97% for
MADA on newswire domain to 71.8%, 55% and
79.3% respectively on Arabic tweets. There are
three possible reasons for that: 1) the context of
MSA words being noisy, 2) text structure has been
changed, for example, many function words are
omitted in tweets and 3) the domain change be-
tween the Arabic Treebank corpus on which they
were trained and tested and the Arabic tweets. For
example, the word ’w..” (disobey) was tagged NN
by AMIRA noun by MADA and NNP by Stanford
but, in fact, it is a verb.

Concatenation In this classification, two or
more words were connected to each other to form
one token. So, the taggers struggled to label them.
Users may connect words deliberately to over-
come tweets restricted length or accidentally. In
this experiment, the taggers mistagged all con-
nected words in the subset. For example, the word
” st was labelled NN by AMIRA, labelled noun
by MADA and tagged NNP by Stanford. But, in
fact, it 1s two words ”ust” and . connected to-
gether which are a verb and a conjunction respec-
tively.

Repeated letters Words in this classification
have one or more letters repeated. Users repeat
letters deliberately to express subjectivity and sen-
timent. For example, the word ”cuui s,
(standing) was labelled NNS by AMIRA and Stan-
ford and noun by MADA but , in fact, it is an ad-
jective.

Named entities All of these words should be
labelled proper noun by the taggers because they
refer to person, place or organization, but they
mistagged them since these words were not part of
their training data. For example, the proper noun
” " was tagged NN by AMIRA and Stanford and
labelled noun by MADA.

Spelling mistakes It is not easy to know the in-
tent of the user, but some words seem likely to
have been accidentally misspelled. Most words
belonging to this category were mistagged by
the taggers. For example, the word s was
misspelled and it should be written as "o
(abounded). AMIRA and Stanford tagged it NN
and MADA labelled it noun but , in fact, it is a
verb.

Slang It is one of Twitter phenomena. The
words in this category are regarded as informal
and are typically restricted to a particular context
or group of people. They are often mistagged by



Arabic Words Non-Arabic Tokens
. | 8 g | § 3
- o = 2 = = 2] Q
5% | Bl E|3 |_.| =g g B2 | ¢ |,
28 = < < = b = 2 S 5 = g R3] .= 52
8 =2 < 8 SZ| 2z | =8 on o= 2 E 3 k) 2 |2E
szt | 8 | £ | 52| E2|22| 5 |E2| E | & el E| 5 B2
Tagger = g £ = O | 2| Z@d| g 17 O3 = ~ 5 M o= &
AMIRA % of Errors 53.3% | 1.8% | 0.8% 8.7% 0.6% 6.2% 0.9% 1.2% 1.0% 0.5% | 2.8% | 2.6% | 19.6%
Accuracy 71.8% | 0.0% | 40.0% | 49.2% | 35.0% | 30.4% | 16.7% | 61.8% | 21.4% | 0.0% | 0.0% | 35.6% | 0.0%
MADA % of Errors 455% | 2.1% | 0.8% 8.5% 0.6% 7.1% | 1.0% 2.4% 1.4% 0.5% | 3.3% | 3.9% | 22.8%
Accuracy 79.3% | 0.0% | 50.0% | 57.0% | 40.0% | 32.0% | 20.8% | 35.3% 7.1% 0.0% | 0.0% | 17.2% | 0.0%
Stanford % of Errors 65.5% | 1.4% | 0.9% 3.2% 0.6% 6.4% 0.5% 0.8% 0.7% 0.4% | 2.2% | 2.4% | 15.1%
Accuracy 55.0% | 0.0% | 20.0% | 75.7% | 20.0% | 7.2% | 45.8% | 67.6% | 25.0% | 0.0% | 0.0% | 21.8% | 0.0%

Table 2: Errors percentage of each mistagged class and its accuracy

the taggers. For example, the slang word ”s,-” is
the counterpart of MSA word ” w” which means
look!.

Characters deletion Arabic users delete letters
from words deliberately to overcome tweets re-
stricted length or because they do not have enough
time to write complete words. For example, the
word 7’ (at) was shorten to only one letter ”.”.
This word was tagged PUNC by AMIRA, conj by
MADA and CC by Stanford but , in fact, it is a
preposition.

Transliteration Arabic users borrow some
words and multiwords abbreviations from En-
glish. They use their Arabic transliteration in
Arabic tweets. For example, LOL in English
(Laugh Out Loud) is written in Arabic as ”j,” and
“mix” in English is written in Arabic as ” <.” .
AMIRA and Stanford tagged the translated form
of mix as NN whereas MADA labelled them all
as noun but, in fact, it is a verb.

Twitter-specific They are elements that are
unique to Twitter such as reply, mention, retweet,
hashtag and url. They represent 19.6%, 22.8% and
15.1% of the total of mistagged items by AMIRA,
MADA and Stanford respectively. In fact, taggers
mistagged all Twitter-specific elements in the
experiment and they tokenised them in different
ways. AMIRA uses punctuation as an indicator
for a new token so replies, mentions, retweets and
hashtags in tweets are broken into the indicator
part (@ for replies, mentions and retweets and #
for hashtags) and the remainder of them. More-
over, if the remainder part contains punctuation
marks, AMIRA will split it further into parts.
AMIRA also breaks urls into parts since they
contain punctuation marks. In contrast, MADA
and Stanford do not break all Twitter-specific
elements into parts since they use the space as

an indicator for a new token. MADA has one
exception to this rule. If a hashtag started with
an Arabic letter, then MADA breaks it into parts
when punctuation is found. We notice that MADA
always labels unsplitted Twitter-specific elements
as nouns noun (see Table 3).

AMIRA MADA/Stanford
Twitter element | Token Tag Token Tag
@Moh_Ali @ PUNC | @Moh_Ali | noun

Moh NN

_ PUNC

Ali NN

Table 3: Twitter element tokenised and tagged by
taggers

Non-Arabic tokens This group contains the
remaining twitter phenomena which are appear
in Arabic tweets, but which are not written by
using the Arabic alphabet. They represent 6.9%,
9.1% and 5.7% of the total of mistagged items by
AMIRA, MADA and Stanford respectively. We
classify them into subcategories based on their
shared characteristics as follows:

Romanisation Arabic users tend to use Latin
letters and Arabic numerals to write Arabic tweets
because the actual Arabic alphabet is unavailable
for technical reasons, difficult to use or they speak
Arabic but they cannot write Arabic script. For
example, the word 3ala which is the Romanised
form of the Arabic word ” 4 was tagged NN by
AMIRA, labelled noun by MADA and CD by
Stanford but, in fact, it is a preposition.

Emoticons They are constructed by using tra-
ditional alphabetics or punctuation, usually a face
expression. They are used by users to express
their feelings or emotions in tweets. AMIRA and
MADA break emoticons into parts during tokeni-
sation processes and they deal with each part as
punctuation so all emoticons lost their meaning.



For example, the emoticon (= was broken into
two parts: ”(” (labelled PUNC) and =" (labelled
PUNC). In contrast, Stanford does not break them
into parts but it mistagged all of them.

Untagged emoji Emoji means symbols pro-
vided in software as small pictures in line with the
text which are used by users to express their feel-
ings or emotions in tweets. AMIRA and MADA
omitted these symbols in the tokenisation stage
and they did not tag them. For example, the
heart symbol ¢ was omitted when tweets were to-
kenised by the taggers. In contrast, Stanford does
not omit them but it mistagged all of them.

Foreign words Some Arabic tweets contain
foreign words especially from English. These
words may refer to events, locations, English
hashtags or retweet of English tweets with com-
ments written in Arabic. “I'm at Arab Bank
a0 e’ this tweet is an example of this category.
AMIRA and Stanford tagged foreign words in this
tweet as 'I'm’ is a VBD, ’at’ is a PUNC, ’Arab’ is
a NN and ’Bank’ as NN whereas MADA labelled
them all as noun.

S Improving POS Tagging Performance

Our experiments show that the taggers present
poor success rates since they were trained on
newswire text and designed to deal with MSA text.
They fail to deal with Twitter phenomena. As a re-
sult, their outcomes are not useful to be used in lin-
guistics downstream processing applications such
as information extraction and machine translation
in microblogging domain. Therefore, there is a
need for a POS tagger which should take into con-
sideration the characteristics of Arabic tweets and
yield acceptable results.

Our goal is not to build a new POS tagger for
Arabic tweets. The goal is to make existing POS
taggers for MSA robust towards noise. There are
two ways to do so, one is to retrain POS taggers
on Arabic tweets and alter their implementation
if needed, the other is to overcome noise through
pre- and post-processing to the tagging. Our ap-
proach is based on both approaches. We combine
normalisation and external knowledge to boost the
taggers’ performance. Then, we will retrain Stan-
ford tagger on Arabic tweets since its speed is
ideal for tweets domain and it is only the retrain-
able tagger. However, we do not have suitable la-
belled training data to do so. Therefore, we will
use bootstrapping on unlabelled data to create a

sufficient amount of labelled training tweets.

5.1 Pre- and Post-processing

As seen in error analysis, unknown words (out-of-
vocabulary tokens or OOV) represent a large pro-
portion of mistagged tokens. We argue that nor-
malisation and external knowledge will reduce this
proportion which will improve the performance of
the proposed tagger. Normalisation is the process
of providing in-vocabulary (IV) versions of OOV
words (Han and Baldwin, 2011). We create a map-
ping from OOV tokens to their IV equivalents by
using suitable dictionaries and the original token
is replaced with its equivalent IV token. External
sources of knowledge such as regular expression
rules, gazetteer lists and an output of English tag-
ger are also used. The combination of normalisa-
tion and external knowledge is applied to text as
pre- and post-processing steps.
Handling Concatenation Users may connect
words deliberately to overcome tweets restricted
length or accidentally. This forms tokens which
all taggers struggle to tag them correctly. One ap-
proach to deal with these cases is to use a MSA
dictionary. We constructed a MSA dictionary from
250k Arabic words which were extracted from
news website!. We handle concatenation for a
word in the corpus W as follows:
1. If the length of W is <=5, then it is left as it
is, since the average length of Arabic words
is five letters (Mustafa, 2012).
2. Else, if W exists in the MSA dictionary, then
it is left as it is, since it is a valid MSA word.
3. Else, if a part P of W exists in the MSA dic-
tionary, then W is split into two parts P and
the remainder and the same steps are applied
to the remainder.
We apply the above algorithm on ist”. The
length of this token is six characters, it is larger
than the average length of Arabic words, so we
check if it exists in the MSA dictionary, but it does
not exist in the dictionary. Then we check if any
part of it exists in the dictionary, we find ”.t” in
the dictionary so we split the token into two parts
” st and the remaining characters and then we ap-
ply the algorithm on the second part. Because the
length of the second part ”.” is two characters, it
is left as it is and the algorithm stops.
Handling Elongated Words We handle these

"http://sourceforge.net/projects/ar-text-
mining/files/Arabic-Corpora/



cases by using the same MSA dictionary men-
tioned above. Given a word in the corpus W, we
do the following steps:

1. If a word W exists in the MSA dictionary,
then it is left as it is, even it contains repeated
letters.

2. Else, a compressed form of it is constructed
by removing any repetition in letters.

Handling Characters Deletion We have no-

ticed that users tend to shorten closed-class lexical
items more than other speech classes to overcome
tweets restricted length since it is easy for recipi-
ents of tweets to recognise them. We handle these
cases by detecting and replacing them by their IV
equivalents.

Handling Slang We handle these cases by map-
ping slangs to their IV equivalents, but slang is an
open class and it is difficult to detect all slangs in
tweets domain. Therefore, we select the most fre-
quent twenty slang words from 17k types in our
corpus (10 million tokens) and map them to their
IV equivalents.

Handling Twitter-specific Items We use regular
expression rules to detect and tag Twitter-specific
elements such as mentions, hashtags, urls and
etc. by doing some pre-processing and then tag-
ging and finally doing post-processing. Due to
the space limit, we present the way we deal with
hashtags: all the remaining Twitter elements are
tagged in similar ways. First, we detected hashtags
by using regular expression rules. Then, we re-
moved the hashtag signs and underscores from raw
tweets. Next, we tagged them by using AMIRA,
MADA and Satnford. Finally, we inserted hashtag
signs in their original place in tweets to indicate
the beginning and the end of hashtags content as
shown in Table 4.

Raw Tweet SV oVl Noa )l Loy b e

e ! ! # jAlAksy,noun _
,punc !,punc #,punc j Y, )

MADA noun 1A,verb_,noun tkimny,verb

Preprocessing | o ¥ o5Vl 1 ool i Lrd cudls L
... punc !,punc jAlAksy,noun

MADA 1A,part_neg tkimny,verb

Postpr in ... punc !,punc <hash> jAlAksy,noun

ostprocessing 1A part_neg tklmny,verb </hash>

Table 4: Pre- and post-processing (tag hashtag’s
words)

In fact, the taggers not just mistagged Twitter el-
ements, but they also mistagged some MSA words
in the same tweets because the text is noisy and
the taggers rely on contextual clues. By using the

above approach, we are not just able to tag Twit-
ter elements correctly but we also make the con-
text less noisy so the taggers are more likely to tag
MSA words correctly as "IA” word in Table 4.
Handling Named Entities These can be recog-
nised by using gazetteer lists. We use AN-
ERGazet?> which a collection of three Gazetteers,
(1) Locations: it contains names of continents,
countries, cities, etc.; (ii) People: it has names of
people recollected manually from different Arabic
websites; and finally (iii) Organizations: it con-
tains names of organizations like companies, foot-
ball teams, etc..

Handling English Words Our focus is on Arabic
tweets, but some of them contain English words.
These words may refer to events, locations, En-
glish hashtags or retweet of English tweets with
comments written in Arabic and they are part of
the syntactic structure of Arabic tweets. So, they
need to be tagged correctly. In this case, we use
Stanford for English (Toutanova et al., 2003) to
tag English words as a post-processing step.

5.2 Agreement-based Bootstrapping

Bootstrapping is used to create a labelled training
data from large amounts of unlabelled data
(Cucerzan and Yarowsky, 2002; Zavrel and
Daelemans, 2000). There are different ways to
select the labelled data from the taggers’ outputs.
We will follow (Clark et al., 2003) in using
agreement-based training method. We will use
the augmented versions of AMIRA, MADA and
Stanford taggers to tag a large amount of Arabic
tweets and add the tokens which they are agreed
on to the training data. The taggers use different
tagsets. Therefore, we will map these tagsets
to a unified tagset consisting of main POS tags.
Finally, we will retrain Stanford tagger on the
selected labelled data.

Results for Pre- and Post-processing

In our experiments, the taggers were adapted to
handle Twitter phenomena. The experiments were
run using three off-the-shelf taggers trained on
PATB and our augmented approach to address
Arabic tweets noisiness as described in Section
5. Table 5 shows the overall performance of
the augmented versions of the taggers compared
with their baseline performance in Table 1. By
combining normalisation and external knowledge,

Zhttp://users.dsic.upv.es/grupos/nle/?file=kop4.php



we are able to reduce unknown tokens in each
category which boosts the taggers’ performance.
The overall performance of the three taggers
increases by absolute twelve percent accuracy for
AMIRA, by absolute thirteen percent for MADA
and by absolute sixteen percent for Stanford.
This improvement in accuracy will reduce the
propagation of POS tagging errors to downstream
applications on Arabic tweets such as information
extraction.

Tagger Tweets  Processed Tweets
AMIRA  60.2% 72.6%
MADA 65.8% 79.0%
Stanford  49.0% 65.2%
Table 5: Impact of applying pre- and post-

processing on POS tagging accuracy

6 Conclusion and Future Work

We have examined the consequences of apply-
ing MSA-trained POS tagging to Arabic tweets.
The combination of normalisation and external
knowledge was applied to text as pre- and post-
processing steps. These steps go some of the way
towards improving the taggers’ accuracy over the
MSA baseline. Our next step is to use bootstrap-
ping and taggers agreement on unlabelled data
to create a sufficient amount of labelled training
tweets in order to retrain Stanford on it since it is
only the retrainable tagger.
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Abstract

The vast information related to products
and services available online, of both ob-
jective and subjective nature, can be used
to provide contextualized suggestions and
guidance to possible new customers. User
feedback and comments left on differ-
ent shopping websites, portals and social
media have become a valuable resource,
and text analysis methods have become
an invaluable tool to process this kind of
data. A lot of business use-cases have ap-
plied sentiment analysis in order to gauge
people’s response to a service or prod-
uct, or to support customers with reach-
ing a decision when choosing such a prod-
uct. Although methods and techniques in
this area abound, the majority only ad-
dress a handful of natural languages at
best. In this paper, we describe a lexicon-
based sentiment analysis method designed
around the Persian language. An eval-
uation of the developed GATE pipeline
shows an encouraging overall accuracy of
up to 69%.

1 Introduction

In comparison to other more popular and
widespread language, few research efforts have
sought to provide text analytics services targeting
Persian text documents on the Web. As the offi-
cial language of Iran, Afghanistan, and Tajikistan
and an estimated 110 million people, we feel that
the Persian language has not been given the at-
tention it deserves. Besides attaining merit from
a purely linguistic point of view, providing tech-
nologies for Persian text analysis has also busi-
ness implications in the regions where the lan-
guage remains a preferred working language. In
particular, sentiment analysis has a high poten-
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tial in providing insights for several Persian on-
line communities and social media. Most of the
limited available techniques have employed Ma-
chine Learning (ML) algorithms, such as Sup-
port Vector Machine-based (SVM) methods. In
contrast, our approach is based on a manually-
created lexicon enriched with sentiment scores;
coupled with hand-coded grammar rules. In tack-
ling our objective, we are faced with language-
specific challenges and constraints. In the Persian
language there is typically a large difference be-
tween formal and informal writing styles. There
is also a high level of complexity due to the fre-
quent morphological operations. Besides a com-
plex morphology, Persian has some other distinc-
tive features, such as lexicon intricacy, a high con-
text sensitivity of the script, and a free words or-
der due to independent case-marking (Hajmoham-
madi and Ibrahim, 2013). Therefore models used
in approaches behind other languages, or even as-
pects of which, can hardly be used in Persian text
analytics methods.

In this paper, we describe how we approached
the language-specific challenges when designing
and implementing a lexicon-based sentiment anal-
ysis method for Persian text. An evaluation of this
method is also presented. But before we provide
an overview of related work in this area.

2 Related Work

As a technique, sentiment analysis has improved
significantly in recent years, especially for main-
stream languages such as English. The technique
has an especially important role in business and
financial circles. Efforts such as (Feldman et
al., 2011) have specifically focused on stock mar-
kets and market predictions, whereas others fo-
cused on deriving changing opinions and percep-
tions from subjective information shared on so-
cial networks (Pak and Paroubek, 2010). Many
studies have been performed to try and identify a

Proceedings of Recent Advances in Natural Language Processing, pages 9-16,
Hissar, Bulgaria, Sep 7-9 2015.



superior approach in the many techniques avail-
able (Feldman, 2013), in order to attain better
results and higher accuracies. Different surveys
have been carried out, with different viewpoints
and results (Liu, 2012) (Liu, 2010). A large share
of sentiment analysis techniques employ learning-
based approaches (Pang et al., 2002) (Jo and Oh,
2011). Of these the most promising are SVM-
and Nave Bayes-based methods. Using a super-
vised classification task, these methods attain up
to 82.9% accuracy (Hajmohammadi and Ibrahim,
2013). However, various drawbacks have been
noted, such as their strict reliance on a corpus of
human-coded texts for training, and their domain
dependency (Basiri et al., 2014) (Taboada et al.,
2011).

A contrasting approach is the use of lexicon-
based methods (Ding et al., 2008) (Thelwall et al.,
2010), which calculate a documents orientation
from the semantic orientation of words or phrases
within that document (Turney, 2002). Sentiment-
bearing words and phrases forming a sentiment
lexicon (Liu, 2012) can be derived from differ-
ent resources. Some have employed seed words
to expand the final list of words (Hatzivassiloglou
and McKeown, 1997), or use existing linguistic re-
sources like the ANEW words (Bradley and Lang,
1999), SentiWordNet (Baccianella et al., 2010)
and WordNet Affect (Strapparava et al., 2004).

Some research efforts have satisfactorily mixed
the two above approaches to gain a better re-
sponse (Mudinas et al., 2012). Although fu-
ture work will consider extending our method
with aspects from the first of the two approaches,
for the moment we have opted to investigate a
technique based solely on the second approach.
Other surveyed research efforts, including the ones
cited above, have already provided similar tech-
niques that identify the orientation of a document
based on the polarity of adjectives in a dictionary.
However, they addressed either English (Hatzivas-
siloglou and McKeown, 1997) or other languages
such as Urdu (Syed et al., 2010), Chinese (Zag-
ibalov and Carroll, 2008), French (Ghorbel and Ja-
cot, 2011) or Arabic (Abdul-Mageed et al., 2011).

Of the surveyed efforts which tackle the Persian
language, a majority also utilized machine learn-
ing approaches. Bagheri and Saraee (Saraee and
Bagheri, 2013) devised a learning-based approach
that employs Nave-Bayes text classification. They
proposed a new feature selected method (MMI)
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and reported a performance of 70%. Hajmoham-
madi and Ibrahim (Hajmohammadi and Ibrahim,
2013) used standard machine learning techniques
incorporated into the domain of online Persian-
written movie reviews to automatically classify re-
views as either positive or negative. They also
combined Nave-Bayes and SVM, in conjunction
with six feature presentations concerning n-gram
presence/frequency in order to examine the effects
of the classifiers and the feature options on Persian
sentiment classification.

More recently, a lexicon-based unsupervised
approach (Basiri et al., 2014) addressed specific
Persian text processing difficulties, such as dif-
ferent forms of writing styles and ignoring short
spaces between words in texts. The approach
utilises the SentiStrength library, which applies
a combined method to detect the polarity and
strength of short informal social texts. However,
as this library was designed around the English
language, the authors rely on the translation of the
core resulting list to Persian. The reported results
indicate an F-measure of around 90%.

The major difference between our approach
and the above-mentioned effort is that we use an
own-constructed lexicon and involve a number of
human annotators to provide multiple sentiment
scores. In resolving any resulting conflicts, we
also address the issue of subjectivity. Therefore,
our approach is in theory more appropriate as the
generated lexicon and polarity pairs are Persian
language-specific, whereas language translations
such as the method used in the above-mentioned
approach are problematic since languages are in-
trinsically different.

Our final aim is to outperform existing ML-
based methods and achieve an acceptable F-
measure. The evaluation results of this approach
will then indicate whether our approach has any
value, so that a more comprehensive effort at col-
lecting key-word/phrase and polarity pairs will re-
sult in an improved approach that has the potential
to rival the results reported by Basiri et. al.

3 Approach

3.1 Data Collection

For our lexicon-based sentiment analysis tech-
nique we needed a wide range of Persian vocab-
ulary entries, and their sentiment. As no Persian
API was available for achieving this requirement,
we opted to manually gather a number of Persian



adjectives, words and expressions (7179) from two
online Persian language resources' . The criteria
for selecting these gazetteer entries, as followed by
the two native speakers authoring this paper, were
the following:

e Terms (words or multi-word expressions)
that can alter or influence the sentiment of a
given statement in any conceivable context.

e Gathered lexicons are used in either formal
or informal communication between Persian
people.

e Gathered lexicons correspond to either stan-
dard Persian or obsolete Persian as used by
certain sections of native speakers.

As already mentioned the formal and informal
styles of Persian writing has a huge impact on
the semantics. In many cases one cannot under-
stand the meaning of an informal textual comment
unless they are a native speaker. So the need to
enrich the lexicon with as many informal expres-
sions and comments was as necessary, if not more
pressing than, gathering all the formal forms. In
addition, some of the collected words and adjec-
tives correspond to the old usage of the language
among older native speakers. Although these are
not used regularly in daily speech or text, they are
still important to make our gazetteer as varied and
as broad as possible. The resulting terms have
been saved in a personal database in preparation
for the sentiment annotation phase described be-
low.

3.2 Sentiment Annotation

The results of the collection process were stored
in a database, and in order to achieve the required
lexicon we then required to annotate each entry
with a sentiment score. To support with this task,
we set up a Web interface’ that enables native
Speakers to manually assign a score to random en-
tries. At each click, the interface presented a new
adjective which could then be voted either as hav-
ing either a positive, negative or neutral sentiment
expression. A five-tier scoring spectrum was con-
sidered but eventually discarded in favour of the
three-tier option above, for the sole reason that it

'"We collected Persian adjectives from the Wik-
tionary open source dictionary:  http://goo.gl/o0J8KO
and from a reference database for the Persian lanaguage at:

http://dadegan.ir/
2http://www.computerssl.com/sentiment/
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was cognitively easier for the volunteers to decide
on an outcome, and as a result, more votes were
expected.

The exercise was shared between a number of
volunteers , following requests via own and ex-
tended social networks of a personal and academic
nature. Half of the targeted volunteers were Per-
sian students. As a result, the annotation was per-
formed by people having different levels of edu-
cation, age groups and sectors corresponding to
the Persian society. For the 7179 adjectives in
the database, we received a total of 8278 votes.
This discrepancy is intended and is due to the de-
cision to allow multiple voting by different volun-
teers. In cases where the opinion expressed con-
trasted, manual conflict resolution was performed
following a discussion, or the inconclusive entry
was marked as neutral. Future work can focus on
these entries and flag their polarity as highly con-
textual.

3.3 A lexicon-based Sentiment Analysis
Pipeline

Following the establishment of an annotated Per-
sian sentiment lexicon, we designed and devel-
oped a linguistic pipeline based on the GATE
framework (Cunningham et al., 2002). The
pipeline utilizes existing components that were al-
ready available?, namely a Persian tokenizer, sen-
tence splitter and POS tagger. In addition, our lexi-
con was provided as the basis for the gazetteer, and
JAPE (Cunningham et al., 1999) grammar rules
were then manually coded to address the most
general features of the Persian language in its writ-
ten form. The pipeline and its components is de-
picted in Fig. 1. A breakdown of all these compo-
nents is provided below.

3.3.1 Tokenizer

The imported tokenizer splits the text into very
simple tokens like words, numbers, spaces and
punctuation. As the Persian script is not case-
sensitive like most Latin scripts, the employed to-
kenizer excludes similar checks.

3.3.2 Sentence Splitter

The imported sentence splitter fragments the text
into sentences. It uses a list of abbreviations to

3 Although the library and components imported in our
pipeline have not been made available online, they were
kindly supplied by the author: http://sazvar.student.um.ac.ir/



Word-level Rules

L(Ba) + Noun => Positive
adjectives
#(Bi) + Noun =>
Negative adjectives

Input Persian II
Documents

Tokenizer
U(Na) + Noun =>
Negative adjectives Sentence Persian
Splitter Sentiment

&(Ne) + verb => Lexicon
Negative verb POS tagger .

Gazetteer
Sentence-level Rules

i) Average sentiment =>
Sentence sentiment

N
ii) Positive average +
Main Negative verb =>
Negative sentiment

Jape Rules

Groovy

Annotated
Documents

Figure 1: The Sentiment Analysis Pipeline

or
ii) Negative average +
Main Negative verb =>
Positive sentiment

help distinguish sentence-marking full stops from
other kind of splits.

3.3.3 POS Tagger

The imported tagger produces a part-of-speech tag
as an annotation for each word or symbol. It uses a
default lexicon and rule set which can be manually
modied.

3.3.4 Gazetteer

The gazetteer includes all information resulting
from the data collection and sentiment analysis ex-
ercises. In short, the employed gazetter is the ba-
sis for our lexicon-based approach. Whenever a
gazetteer entry appears in the text, it is marked and
assigned a sentiment score accordingly.

3.3.5 Hand-coded Persian grammar patterns

JAPE provides finite state transduction over an-
notations based on regular expressions. In our
pipeline, we utilize JAPE rules to identify reg-
ular expressions we have formulated as a gram-
mar base for Persian. Therefore, together with the
gazetteer, this is one of the main contributions pre-
sented in this paper. We designed rules in two
phases:

1. Phase I: patterns are focussed on and around
each individual text-based token (i.e. words)
in an input text segment.

2. Phase II: we address the sentiment of the en-
tire text segment, based on the computed sen-
timent of each individual word.

Both phases are also depicted in Fig. 1. To
identify the sentiment at the word-level, we cre-
ated rules to consider an alternate sentiment to that
otherwise identified by the gazetteer due to a spe-
cial prefix and postfix. For example, in Persian,
in a majority of cases a “Ba” prefix before a noun
alters the polarity to positive, whereas a “Bi” or
“Na” prefix alters it to negative. Some examples
of the above alterations are shown in the table be-
low. Similarly, we have catered for the linguistic
alternative of verbs. Most notably, in Persian the
verbs can be given a negative connotation by using
“n” as a prefix (equivalent to the effect of having
a do not before a verb in English). Examples are
also shown in the below table.

Persian Persian | English English

(before) | (after) (before) (after)

@l @) | Moral Immoral

<l <l o Politeness | Impolite

e byl Wisdom Wise

Cu Cu b8 Correct Incorrect
2l Don’t understand
egdaad Don’t have

In many cases, in order to calculate the senti-
ment of an entire sentence or text segment it is not
simply a case of averaging or combining the sen-
timent of each word as identified in Phase 1. Some
adjectives or phrases have a direct effect on the en-
tire sentence, e.g., the presence of just one special
negative verb in a sentence that otherwise consists
of mostly positive words, alters the entire polarity
of the sentence to negative (irony). Therefore, in
this second phase the JAPE rules follow this se-
quence:

1. Step 1: the number of positive and negative
words in a sentence are counted and the av-
erage is used to identify the polarity of the
sentence

2. Step 2: the main verb of the sentence is iden-
tified, and if it matches one of the known ex-
ceptional negative verbs, the polarity of the
pre-computed sentence is reversed

Examples of cases which are addressed by step
2 above are in the table below, with their English
language equivalent.



Persian English Equivalent
“Ofk ad o | “That film had a lot of
s Cuih by Gy | famous  actors  but it
Gl 1) e BiCwdl | coyldn’t attract people’s
K7 attention.”
“asa ash ali” “It wasn’t a good film!”
“Cuy a&e g nal” | “Heis not a liar”

3.3.6 Groovy scripting processing resource

The result of the two JAPE phases are then for-
warded to the Groovy scripting processing re-
source, for which GATE also provides support.
The Groovy plugin is used to count the number
of positive and negative annotations in a given
piece of text and determine an overall polarity
score. Therefore, this can also be considered a
third phase in the sentiment analysis, which takes
place at the paragraph or entire document level. It
must be noted that at the moment, the final senti-
ment score determined is either positive, negative
or neutral.

4 Evaluation

In order to evaluate the performance of our ap-
proach, we performed two experiments. In the ini-
tial one, we relied on a pre-existing corpus of an-
notated text, based on the availability of reviews
related to accommodation online. However, the
information available here was not in a form to
enable us to confidently reach conclusive results.
Therefore, in a second experiment, we again in-
structed native speakers to rate a large amount of
Persian news items and compared their judgment
against the ones determined by our pipeline. De-
tails and results are presented below.

4.1 Corpus-based Evaluation

In this experiment we choose customer reviews
that are available online for a website* specializ-
ing in hotel reservation and accommodation in dif-
ferent cities of Iran. Although its popularity has
recently seen a downturn®, the site has been used
for 15 years and therefore there are a lot of valu-
able reviews that can be used for this kind of ex-

*www.iran-booking.com

At the time of submission, Alexa lists the web-
site as only the 7,063rd most popular in the country:
http://www.alexa.com/siteinfo/www.iran-booking.com
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periment. Website visitors are able to leave their
opinions about their previous experience in a ho-
tel (including references to price, quality and lo-
cal sightseeing) by filling verifiable identification
fields, thus meaning that the expressed opinions
are probably genuine and reliable. The main prob-
lem with this corpus is that the reviews are star
base, on a scale of 1 (poor) to 5 (excellent) stars.
Therefore, in order to be able to compare to the re-
sults generated by the developed pipeline we were
required to map this expression of sentiment as
follows:

e 1 and 2 stars: Negative
e 3 stars: Neutral
e 4 and 5 stars: Positive

From the above, we generated a corpus of test
and evaluation data. The reviews were each passed
on to the pipeline, and the calculated sentiment
score was directly compared to the ones derived
from the rating system. Based on this comparison,
we calculated two measures:

1. Class-specific accuracy
2. Multi-class F-measure

We first calculated the accuracy for positive and
negative sentiment, i.e., the proportion of positive
and negative reviews rated correctly to all positive
and negative reviews respectively. The results,
grouped by rating, is shown in Fig. 2. At a value
of between 50 - 80%, this result indicated that
there was potential in our approach. Given that
the classes are only three, it can be argued that a
tool that randomly assigns one of the three classes
can achieve up to 33.33% accuracy. For this pur-
pose, we include a baseline for a better interpre-
tation of the result. Also, accuracy calculated in
this manner is not ideal and does not provide a re-
liable result since each calculation only factors in
true positives and true negatives per class.

In a second experiment, we calculated the
multi-class F-measure (weighing precision and re-
call equally), with equal weighting for precision
and recall. Thus, recall identified the proportion
of neutral, positive and negative reviews correctly
identified against respectively all the neutral, posi-
tive and negative reviews, whereas precision iden-
tified the proportion of correctly classified (neu-
tral, positive, negative) reviews against all reviews.
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Figure 2: Overall accuracy for each rating

The resulting confusion matrix contained compar-
isons for the three classes and precision and recall
was computed for each. The result of the three f-
measures is shown in Fig. 3, again compared to
the baseline. In this result, we note that although
the top-performing class (positive) has gone down
to just under 70%, the other two classes are not far
from the 60% mark. Averaging the f-measures for
the two most important classes (positive and neg-
ative), yields an average score of 68.5%.

100
80

M Precision
60

M Recall
40 - i F-value
20 | M Baseline

0 -
Positive  Negative  Neutral

Figure 3: Multi-class F-measure

4.2 User-based Evaluation

Due to the limitations discussed above, we per-
formed a second evaluation. In this experi-
ment, we considered around 5100 news items
from the four most popular Persian news portals
(www.farsnews.com, www.tabnak.ir, www.yjc.ir
www.varzesh3.com). The news items were ob-
tained from different categories, including sport,

14

social, politics, economic and international. For
the user-based evaluation, we randomly retrieved
1170 of these items and copied them on to our
website®. In a similar effort to the sentiment anno-
tation phase, we circulated a request for volunteers
to rate each news item. Although for the same rea-
son as explained earlier, an exact count of volun-
teers is not available, website visitor IP tracking
during the two weeks when the experiment was
run suggests that a total of between 35-50 people
have participated. This is also consistent with the
appeal to rate at least 20 news items. The exercise
resulted in 1116 votes for a total of 897 distinct
news items. Once again, conflicting results for
items with more than one vote were either resolved
upon discussion (majority rule) or set to neutral.
The results of manual user rating were then com-
pared to the automatic ratings. In this case, we
only focused on accuracy, starting with the user-
based evaluation as the authoritative score. The
results, shown in Fig. 4, show the following accu-
racy levels:

e positives: 67%,

negatives: 61.8%

neutrals: 52.5%

overall accuracy: 60.4%

overall accuracy (exc. neutrals): 64.4%

B TotalNews H Correct Prediction
350

Neutral

Positive

Negative

Figure 4: Performance in User-based Evaluation

5 Conclusions and Future Work

The presented approach is unique for the Persian
language, since it relies on a list of entries (lexi-
con) paired with sentiment scores that was gener-
ated by a large number of native speakers. The ap-
proach addresses subjectivity by marking entries

Shttp://www.computerssl.com/sentiment/news.php



with conflicting scores and attempting to manu-
ally resolve said conflicts. Our experiments yield
between 60-69% accuracy rates for the initial ver-
sion of the lexicon-based Persian Sentiment Anal-
ysis API. Although it is still not as precise as
the ML-based approach described in (Basiri et
al., 2014), this compares fairly well with related
work and the experiments confirm that there is
value in our approach. In particular, an accept-
ably accurate lexicon-based approach can be used
to bootstrap an ML-based system that does not
require a large training set to start achieving re-
sults. Alternatively, the gazetteer could also be
semi-automatically enhanced through the correc-
tion of incorrectly rated entries in a process in-
volving human supervision. The combination of
our lexicon-based approach with the most promis-
ing Persian-language ML approach to achieve a
hybrid system is therefore one of the top priori-
ties for future work. A Persian sentiment analysis
API that can effectively avoid the cold-start prob-
lem when applied to a new domain can be of great
value to future business use-cases. Sentiment anal-
ysis is still a highly-challenging requirement at the
core of many attempts to gauge people’s response
or opinion about a service or product, with many
use-cases in the stock market, marketing and cus-
tomer care domains, as well as online customer ad-
vice. By addressing the lack of diversity in Persian
sentiment analysis approaches, we want to con-
tribute to the advancement of techniques bound to
a language which remains the working language
of a relatively large population. As in other lan-
guages, written Persian also faces high ambiguity
in terms of context and polarity, with a high com-
plexity also arising from mixed use of formal and
informal text. In the presented research we have
tried to cover both formal and informal cases in
our lexicon. The evaluation indicates that there is
value in our language-specific lexicon driven ap-
proach. However, a lot more remains to be done
to outperform ML-based techniques and rival the
list-translation (English to Persian) approach in-
troduced by Basiri et. al. Primarily, we intend to
encourage more native speakers to add and rate ad-
jectives and phrases for the construction of a more
flexible and comprehensive lexicon. In addition
we also intend to improve the grammar rules to
cover more of the exceptions and characteristics of
the Persian language. In particular, we want to ad-
dress rules centered around notorious Persian con-
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junctions, such as ‘but and ‘although. Last but not
least, we also want to address abbreviated forms
of writing, which is also rather common-place and
which has not been addressed by the literature so
far.
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Abstract

The automatic development of termino-
logical databases, especially in a standard-
ized format, has a crucial aspect for mul-
tiple applications related to technical and
scientific knowledge that requires seman-
tic and terminological descriptions cover-
ing multiple domains. In this context, we
have, in this paper, two challenges: the
first is the automatic extraction of terms in
order to build a terminological database,
and the second challenge is their normal-
ization into a standardized format. To deal
with these challenges, we propose an ap-
proach based on a cascade of transducers
performed using CasSys tool of the Uni-
tex linguistic platform that benefits from
both: the success of the rule-based ap-
proach for the extraction of terms, and the
performance of the TMF standard for the
representation of terms. We have tested
and evaluated our approach on an Arabic
scientific and technical corpus for the El-
evator domain and the results are very en-
couraging.

1 Introduction

The automation of terminology will reduce the
time and cost that usually takes terminological
database construction. It will also help us to con-
struct terminological databases with broad cover-
age, especially for recent concepts and poor lan-
guage coverage (Arabic for example). On the
other side, the representation of terminological
data in a standard format allows the integration
and merging of terminological data from multi-
ple source systems, while improving terminolog-
ical data quality and maintaining maximum inter-
operability between different applications.

One of the very rich in terminology working
area are the scientific and technical documents.

Kais Haddar
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They cover several scientific and technical fields,
so, we will need several terminological databases,
one for each field. For this reason, we decided to
work on a specific domain: the elevators.

To automate any process, we need a framework.
The choice of this framework is not an easy task.
In fact, many frameworks exist, based on: formal
grammars, logical formalism, discrete mathemat-
ics, etc. The rule-based approach requires: a thor-
ough study of the characteristics of terms and con-
struction of necessary resources such as dictionar-
ies, trigger words and extraction rules.

Finite automata and in particularly transducers
are often used in the Natural Language Process-
ing (NLP). The general idea is to replace the rules
of formal grammars with representation forms.
Transducers offer a particularly nice and simple
formulation, and prove their capability of repre-
senting complex grammars due to their graphic
representation. They have a success for the extrac-
tion of named entities (NE) and terms. In fact, pre-
cision is more important for rule-based systems.

Another issue is to decide which standard will
we choose to model our terminological databases,
which standard will best represent scientific and
technical terms and which model to use, onomasi-
ological or semasiological?

Our main objective is to create a standardized
terminological resource from a corpus of Ara-
bic scientific and technical documents (patents,
manuals, scientific papers) able to support auto-
matic text processing applications. Our approach
is based on a cascade of transducers performed
using CasSys tool of Unitex. It aims to extract
and annotate under standardized TMF (Termino-
logical Markup Framework) form technical terms
of elevator field. The first step is a pre-treatment
to resolve some problems of the Arabic language
(e.g. agglutination). The second step is to extract
and annotate terms. And the final one is a post-
treatment consisting of cleaning documents.

Proceedings of Recent Advances in Natural Language Processing, pages 17-23,
Hissar, Bulgaria, Sep 7-9 2015.



This paper is organized as follows. Section 2 is
devoted to the presentation of the previous work.
We present, in section 3, the characteristics of Ara-
bic scientific and technical terms. In section 4, we
argue the choice of terminology model. In section
5, we present our approach. Section 6 is devoted to
experimentation and evaluation and we conclude
and enunciate some perspectives in section 7.

2 Previous Work

Three methods for building a terminological
knowledge base exist: manual, semi-automatic
and automatic. In the literature, there are some ter-
minological databases for scientific and technical
fields, most of them were constructed manually or
semi-automatically.

For instance, the multilingual terminology of
the European Union, IATE'!, contains 8,4 mil-
lion terms in 23 languages covering EU specific
terminology as well as multiple fields such as
agriculture or information technology. The mul-
tilingual terminology portal of the World Intel-
lectual Property Office, WIPO Pearl?, gives ac-
cess to scientific and technical terms in ten lan-
guages, including Arabic, derived from patent
documents. It contains 15,000 concepts and
90,000 terms. Since WIPO has not a collection of
Arabic patents, Arabic terms are often translations
from the WIPO translation service. In (Lopez and
Romary, 2010b), the authors developed a multi-
lingual terminological database called GRISP cov-
ering multiple technical and scientific fields from
various open resources.

Three main approaches are generally followed
for extraction: rule-based (or linguistic) approach,
training based (or statistic) approach and hybrid
approach. What distinguishes the approaches
mentioned, is not the type of information consid-
ered, but their acquisition and handling. The lin-
guistic approach is based on human intuition, with
the manual construction of analysis models, usu-
ally in the form of contextual rules. It requires a
thorough study of the types of terms, but it has a
success for the extraction of NE and terms. In fact,
precision is more important for symbolic systems.

In previous work on non scientific and tech-
nical documents, there are those who used lin-
guistic methods based on syntactic analysis (see
for instance (Bourigault, 1992) and (Bourigault,

Uhttp://iate.europa.eu
“http://www.wipo.int/wipopearl/search/home.html
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1994)). But the most used approach is the hybrid
approach combining statistical and linguistic tech-
niques (Dagan and Church, 1994).

The most recent work on scientific and technical
documents were mainly based on purely statistical
approaches. They used standard techniques of in-
formation retrieval and data extraction. Some of
them use machine learning tools to extract header
metadata using support vector machines (SVM)
(Do et al., 2013), hidden markov models (HMM)
(Binge, 2009), or conditional random fields (CRF)
(Lopez, 2009). Others use machine learning tools
to extract metadata of citations (Hetzner, 2008),
tables (Liu et al., 2007), figures (Choudhury et al.,
2013) or to identify concepts (Rao et al., 2013).
All these approaches rely on previous training and
natural language processing.

The need to allow exchanges between reference
formats (Geneter, DXLT, etc.) has brought to the
birth of the standard ISO 16642, TMF, specifying
the minimum structural requirements to be met by
every TML (terminological Markup Language).

3 Characteristics of Arabic Scientific and
Technical Terms

Our study corpus contains 60 Arabic documents:
50 patents, 5 scientific papers and 5 manuals and
installation documents of elevators collected from
multiple resources: manuals from the websites
of elevator manufacturers, patents from multiple
Arabic intellectual property offices and scientific
papers from some Arabic journals. All of these
documents are text files and contain a total num-
ber of 619k tokens.

This corpus will allow us to construct the neces-
sary resources such as dictionaries, trigger words
and extraction rules and to study the characteris-
tics of Arabic terms. Indeed, we noted the exis-
tence of some semantic relationships among terms
of our collection, such as synonymy.

In fact, some terms have the same signified and
different signifiers. For example, ()giy Inas
K 059 signifies Jolas Oy 09k Amaas
“elevator without counterweight”. Here, the two
terms have the same part (()j9 9o Asnwan
“elevator without weight”) and two synonymous
words (Jslxs “equivalent” and ’reverse”).
Another type of semantic relationships is the hi-

erarchical relationship in two ways. Firstly, from
the generic term to the specific term(s) (from hy-



peronym to hyponym). For example, hyperonym:

L5 » “vehicle”, hyponyms: Aaas “clevator”,
& & “car’. Secondly, from the all to the different
parts (from holonym to meronyms). For example,

holonym: Js.as “elevator”, meronyms: & <

b3

car”, o\, "door”, , ; ”button”, etc.

Some factors make the automatic analysis of
Arabic texts a painful task, such as: the agglutina-
tion of Arabic terms. In fact, the Arabic language
is a highly agglutinative language from the fact
that clitics stick to nouns, verbs, adjectives which
they relate. Therefore, we find particles that stick
to the radicals, preventing their detection. Indeed,
textual forms are made up of the agglutination of

prefixes (articles: definite article }! the”, preposi-
tions:J “for”, conjunctions: ¢ “and”), and suffixes
(linked pronouns) to the stems (inflected forms:

wly17its doors”, Llgs) "doors” + o "its™).

Another problem is the ambiguity which may
be caused by several factors. For example, Arabic
language is one of the Semitic languages that is
defined as a diacritized language. Unfortunately,
diacritics are rarely used in current Arabic writing
conventions. So two or more words in Arabic can
be homographic. Such as the word A= (without

diacritics) that could be (if we add diacritics): Ja

AT T P ERL)

return”, A= prepare” or Axg

count”.

Despite documents of our corpus are in Arabic
language, some of them have a literal translation
of key terms and technical words. These transla-
tions can be in English or French and are usually
of a very high quality because they are made by
professional human translators. They facilitate the
task of our terminological database implementa-
tion (Language Section and Term Section of the
TMF model) and make it multilingual.

4 TMF Terminological Model

The terminology is interested in what the terms
mean: notions, concepts, and words or phrases
that they nominate. This is the notional or con-

ceptual approach. Motivated from the terminology
industrial practice, the Terminological Markup
Framework (TMF?) (Romary, 2001) was devel-
oped as a standard for onomasiological (sense to
term) resources. In this paper, we need a generic
model able to cover a variety of terminological re-
sources. That is why we consider that the stan-
dard TMF is the most appropriate for our termino-
logical database. The meta-model of the standard
TMF is defined by logical hierarchical levels. It
thus represents a structural hierarchy of the rele-
vant nodes in a linguistic description. The meta-
model describes the main structural elements and
their internal connections.

It is combined with data categories (ISO
12620*) from a data category selection (DCS). Us-
ing the data model based on ISO 16642 allows
us to fulfill the requirements of standardization
and to exploit Data Category Registry (DCR) fol-
lowing the ISO 12620 standard for facilitating the
implementation of filters and converters between
different terminology instances and to produce a
Generic Mapping Tool (GMT) representation, i.e.
a canonical XML representation. The main role
of our terminological extractor is to automatically
generate terms in GMT format and create a nor-
malized terminological database of scientific and
technical terms.

Figure 1 shows an example of scientific termi-
nological entry (Multi-car elevator) in the form of
an XML document conforming GMT in three lan-
guages (Arabic, French and English).

5 Proposed Approach

The extraction method of Arabic terms that we
advocate is rule-based. In fact, the rules that are
manually built, express the structure of the infor-
mation to extract and take the form of transducers.
These transducers generally operate morphosyn-
tactic information, as well as those contained in
the resources (lexicons or dictionaries). Moreover,
they allow the description of possible sequences of
constituents of Arabic terms belonging to the field
of elevators. The approach that we propose to ex-
tract terms for the field of elevators is composed
of two steps (Figure. 2): (i) identifying the neces-

31SO 16642:2003. Computer Applications in Terminol-
ogy: Terminological Markup Framework

“ISO 12620:2009. Terminology and Other Language and
Content Resources — Specification of Data Categories and
Management of a Data Category Registry for Language Re-
sources



<?xml version="1.0" encoding="utf-8"?>
<tmf>
<struct type="TE">
<feat type="EntryIdentifier">32</feat>
<feat type="SubjectField">Elevator</feat>
<feat type="Definition">las lad & yliusy dras</feat>
<struct type="LS">
<feat type="Lang">Anglais</feat>
<struct type="TS">
<feat type="Term">multi-car elevator</feat>
<feat type="Synonym">multi-deck elevator</feat>
</struct>
</struct>
<struct type="LS">
<feat type="Lang">Arabe</feat>
<struct type="TS">
<feat type="Term">d|ygpaindl dixis drao</feat>
<feat type="Synonym">0Lydl dixis Lras</feat>
</struct>
</struct>
<struct type="LS">
<feat type="Lang">Francais</feat>
<struct type="TS">
<feat type="Term">ascenseur multi-voiture</feat>
</struct>
</struct>
</struct>
</tmf>

Figure 1: Terminological entry conforming GMT

sary resources to identify terms to extract, (ii) the
creation of a cascade of transducer each of which
has its own role.

In the following, we detail the different re-
sources and steps of our approach.

5.1 Necessary Linguistic Resources

For our approach, we construct linguistic resouces
from our study corpus, such as dictionaries, trigger
words and extraction rules (syntactic patterns). In
the following, we present these resources.

5.1.1 Dictionaries

For the domain of elevator, subject of our study,
we identified the following dictionaries: a dictio-
nary of inflected nouns and their canonical forms,
a dictionary of inflected verbs, a dictionary for ad-
jectives, a dictionary for trigger words of the do-
main and dictionaries of particles, possessive pro-
nouns, demonstrative pronouns and relative pro-
nouns. The structure of the various dictionary en-
tries is not the same. It can vary from one dic-
tionary to another. It must contain the grammati-
cal category of the entry (noun, adjective), but, ac-
cording to the dictionary, it may contain also: gen-
der (masculine, feminine or neutral) and number
(singular, dual, plural or broken plural), definition
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Figure 2: Proposed approach

(defined or undefined), case (accusative, nomina-
tive or genitive) or mode (indicative, subjunctive
or jussive), person (1st person, 2nd person or 3rd
person) and voice (active or passive).

5.1.2 Trigger Words

The extraction rules generally use morphosyntac-
tic information such as trigger words for the detec-
tion of the beginning of a term. We opted for in-
creasing the number of rules and triggers in order
to have as efficient as possible extraction system.
We identified 162 trigger words, some of them can
trigger the recognition of up to 5 terms. For this
reason we classified them in classes.

5.1.3 Extraction Rules

To facilitate the identification of the necessary
transducers for the extraction of terms, we have
built a set of extraction rules. Indeed, they give the
arrangement of the various constituents of terms
in a linear manner easily transferable as graphs.
We identified 12 extraction rules. Table 1 shows
some of them. Four grammatical features are at-
tribuated here: gender (masculine (m) or feminine
(f)), number (singular (s), dual (d) or plural (p)),
definition (defined (r) or undefined (n)) and case
(accusative (a), nominative (u) or genitive (i)).

Examples of trigger words are: ¢ <" "mobi-

lization” for the rules R1 and RS5, 4.:L..; “mainte-



Rule .
Extraction rules
number
Rl <Pattern 1>:=<Trigger word>
<N:nums><PREP>(<N:nums>)"
R2 <Pattern 2>:=<N:nums>
<PREP><N:nufs>[<Adj:nufs>]

R3 <Pattern 3>:=<Trigger word>

<N:nums><Adj:nums>
R4 <Pattern 4>:= <Trigger word >

<N:nufs><N:rums>

RS <Pattern 5>:= <Trigger word>

<N:mufp><N:rums>

Table 1: Some extraction rules of Arabic patent
terms

nance” for the rule R3 and «3, "lifting” for the rule
R4. Table 2 shows some extracted terms due to the
precedent extraction rules (here identified by their
number in Table 1).

Rul
e Extracted terms
number
“elevator without counterweight”
“elevator with splined roller”
R3 S Amae
”automatic elevator”

R4 elevator" car

(S:&J\ i>)

contor panel”

RS & Je=t

hoisting ropes”

Table 2: Terms extracted due to extraction rules

5.2 Implementation of Extraction Rules

We created three types of transducers. The first
one is the transducer of pre-treatment solving Ara-
bic prefixes and suffixes agglutination. To rec-
ognize the agglutinative character, we should en-
ter inside the token. As Unitex works on a to-
kenized version of the text, it is not possible to
make queries entering within the tokens, except
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with morphological filters or the morphological
mode which is more appropriate in our case. To do
this, we must define the whole portion of grammar
using the symbols < and > as presented in Fig-
ure. 3). The transducer annotate every part of the
agglutinated token with appropriate grammatical
category.

(AT
P

$Prep$
EP

{$PREPS,.$Prep.CODE$

{$Nom.INFLECTEDS$,$Nom.LEMMAS$.$Nom.CODE$}

Figure 3: Transducer of resolution of agglutina-
tion

The second transducer, as shown in Fig-
ure. 4, includes all subgraphs of term extraction
and annotation under the GMT format (“extrac-
tion_trasducers” box). In order to improve terms
extraction, trigger words are regrouped into the
“trigger_words” box.

_D_

Figure 4: The main extraction transducer

trigger_words ] extraction_ransducers

Figure. 5 shows one of the transducers that ex-
tract and annotate terms. It also recognizes the
French or English translation of terms (if avail-
able) thanks to the ”French_Translation” and ”En-
glish_Translation” subgraphs and annotate them in
a new Language Section (LS) in the GMT format
as shown in Figure. 1.

The final transducer is a post-treatment trans-
ducer consisting on document cleaning: its role is
to delete all text remains (which is not XML). Fig-
ure. 6 is an overview of this transducer. The sub-
graph ”XML” recognize all the XML element that
could be contained by the <struct type="TE”>
GMT element.



— [} <agimams> J— )

Term

I English_Translation ) )

English

Englsh (—)
(— e )

"¥<feat type="SubjectField">Elevator</f

$French.SET$ <strucjAype="TE"><feat type="SubjectField">Elevator</f

$French.UNSETS  <struct type="TE"><feat type="SubjectField">Elevator</fe

$English.UNSETS$

Figure 5: Example of extraction subgraph

6 Experimentation and Evaluation

Our test corpus contains 160 Arabic documents
from multiple resources: 100 patents, 50 scien-
tific papers and 10 manuals and installation doc-
uments of elevators, with a total number of 1.6m
tokens. Our transducers are called in a specific or-
der in a transducer cascade which is directly im-
plemented in the linguistic platform Unitex> us-
ing the CasSys tool (Friburger and Maurel, 2004).
Each graph adds its own annotations due to the
mode "Replace”. This mode provides, as output, a
recognized term surrounded by a GMT annotation
defined in the transducers.

In order to conduct an evaluation, we applied
the cascade implemented on the test corpus. We
manually evaluated the quality of our work on the
test corpus. The total number of terms is 852. Ta-
ble 3 gives an overview of the obtained results.

Erroneous terms
59

Extracted terms
827

Terms
852

Table 3: Overview of the obtained results

The obtained results are satisfactory, the trans-
ducers were able to cover the majority of terms
with a precision of 0.95 and a recall of 0.97 with
a F-score of 0.95. We therefore find that the pro-
posed method is effective.

>Unitex: http://www-igm.univ-mlv.fr/ unitex/
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$XMLTAGS

</tmf>

Figure 6: Post-treatment transducer

The noise can be caused by the absence of dia-
critics in our corpus and dictionaries, which could
create ambiguity problem. It may also be caused
by the absance of high granularity features of our
dictionary entries. For this reason, we will try to
add other semantic and grammatical features to
our dictionary entries to improve our results. De-
spite the good results, we were forced to spend
our terminological database to a terminologist to
correct erroneous terms and their definitions. We
believe that the automatic integration and merging
of our database with other existing databases can
help us to automatically correct errors.

7 Conclusion

In this paper, we built a set of transducers. Then
we generated a cascade allowing extraction of sci-
entific and technical terms. Extracted terms were
represented in a standardized format (GMT). The
generation of this cascade is performed using the
CasSys tool, built-in Unitex linguistic platform.
The operation of the transducer cascade required
the construction of resources such as dictionaries.

In the immediate future, we will create a trans-
ducer cascade to extract bibliographic data and
metadata of citations, tables, formulas and fig-
ures from scientific and technical documents and
patents. We will also extract terms using a satatis-
tic approach. Finally, we will try to combine the
two approaches in a hybrid one.
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Abstract

This paper presents a statistical model for
measuring structural similarity between
webpages from bilingual websites. Start-
ing from basic assumptions we derive the
model and propose an algorithm to esti-
mate its parameters in unsupervised man-
ner. Statistical approach appears to bene-
fit the structural similarity measure: in the
task of distinguishing parallel webpages
from bilingual websites our language-
independent model demonstrates an F-
score of 0.94—0.99 which is comparable to
the results of language-dependent methods
involving content similarity measures.

1 Introduction

A parallel corpus is a collection of text with trans-
lations into another language. Such corpora plays
an important role in machine translation and multi-
lingual language retrieval. Unfortunately, they are
not readily available in the necessary quantities:
some of them are subject to subscription or license
fee and thus are not freely available, while others
are domain-specific. However, there is the World
Wide Web, which can be considered as one of the
largest sources of parallel corpora, since there are
many websites which are available in two or more
languages. Many approaches have been therefore
proposed for trying to exploit the Web as a parallel
corpus: STRAND (Resnik and Smith, 2003), PT-
Miner (Chen and Nie, 2000), BITS (Ma and Liber-
man, 1999), WPDE (Zhang et al., 2006), Bitextor
(Espla-Gomis and Forcada, 2010), ILSP-FC (Pa-
pavassiliou et al., 2013), etc. For most of these
mining systems, there is a typical strategy for min-
ing parallel texts: (1) locate bilingual websites; (2)
identify parallel web pages; (3) extract bitexts. For
the step (2) three main strategies can be found in
the literature — they exploit:
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* similarities in URLs;
* structural similarity of HTML files;
* content-similarity of texts.

Measuring structural similarity of HTML files,
which is the “heart of STRAND” architecture
(Resnik and Smith, 2003), involves calculating
some quantitative features of candidate webpages
and then comparing them to manually chosen
threshold values or embedding those features into
machine learning algorithms. Such approaches do
not take into account the intrinsic stochastic na-
ture of the mentioned features, and they require su-
pervised learning of the parameters for each given
website/language. In this paper we develop a more
refined language-independent technique for mea-
suring structural similarity between HTML pages,
which uses the same amount of information as pre-
vious approaches, but is more accurate in distin-
guishing parallelism of webpages and can be ap-
plied in unsupervised manner.

2 Related Work

Measuring structural similarity between HTML
files was first introduced in (Resnik, 1998), where
a linearized HTML structure of candidate pairs
was used to confirm parallelism of texts. Shi
et al. (2006) used a file length ratio, an HTML
tag similarity and a sentence alignment score
to verify translational equivalence of candidate
pages. Zhang et al. (2006) used file length ratio,
HTML structure and content translation to train k-
nearest-neighbors classifier for parallel pairs ver-
ification. Espla-Gomis and Forcada (2010) used
text-language comparison, file size ratio, total text
length difference for preliminary filtering and then
HTML tag structure and text block length were
used for deeper filtering. In (San Vicente and
Manterola, 2012) the bitext detection module runs

Proceedings of Recent Advances in Natural Language Processing, pages 24-31,
Hissar, Bulgaria, Sep 7-9 2015.



three major filters: link follower filter, URL pat-
tern search, and a combination of an HTML struc-
ture filter and a content filter. In (Papavassiliou
et al., 2013) structural filtering is based on length
ratios and edit distances between linearized ver-
sions of candidate pairs. Liu et al. (2014) proposed
a link-based approach in conjuction with content-
based similarity and page structural similarity to
distinguish parallel web pages from bi-lingual web
sites.

To explain the essence of our work let us assume
that candidate pairs are linearized as in STRAND
and linearized sequences are aligned using a stan-
dard dynamic programming technique (Hunt and
Macllroy, 1976). For example, consider two doc-
uments that begin as follows:

<HTML>

<TITLE>The Republic of
Kazakhstan</TITLE>
<BODY>

<HI1>The Republic
Kazakhstan</H1>
The

khstan is a unitary state

of

Republic of Kaza-

<HTML>
<TITLE>Ka3zakcran
Pecnyonukacei</TITLE>
<BODY>

Kazakcran Pecmy6nuxacsl
— TPE3UICHTTIK Oackapy
HBICAHBIHIAFBl  OipTyTac

MCMIICKECT.

with a presidential form of

government.

The aligned linearized sequences would be as fol-
lows:

[START: HTML]
[START: TITLE]
[Chunk: 23]
[END: TITLE]
[START: BODY]
[START: H1]
[Chunk: 23]
[END: H1]
[Chunk: 72]

[START: HTML]
[START: TITLE]
[Chunk: 21]
[END: TITLE]
[START: BODY]

[Chunk: 69]

Let W denote the alignment cost, i.e. the to-
tal number of alignment tokens that are in one lin-
earized file but not the other, M denote the total
number of alignment tokens in one linearized file
and /N denote the total number of alignment tokens
in the other linearized file (in the example above,
W =3, M =9, N = 6). In all of the above-
mentioned works the behavior of W /(M + N) (or
of W itself) is a crucial factor in making decision
on parallelism of candidate pairs. However, the
intrinsic stochastic nature of these quantities was
never adressed before. In this paper we develop
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a statistical model for W, M and N, whose pa-
rameters can be estimated in unsupervised manner,
and we show how structural filtering benefits from
such model.

3 Statistical Model

3.1 Assumptions

Let random variables (r.v.) W, M, and N have the
same meaning as in Section 2. Suppose that we are
observing a pair of webpages for which M = m
and N = n. Then W is equal to the number of
alignment tokens out of total (m + n) tokens that
are missing in either of the linearized sequences,
which means that the r.v. W can be modeled by
the binomial distribution with parameters (m + n)
and g, i.e.

Pr(W =w|M =m,N =n) =
(m”)qwu —gmt (1)
w

It is important to notice here that the parameter
g = Pr(token is removed) should be different for
parallel and non-parallel pairs, since we expect sig-
nificantly higher proportion of misalignments in
non-parallel case than in parallel case. Thus, ob-
serving a small value of W /(M + N) is one of
the indicators in favor of parallelism of two pages.
Another indicator is the similarity of M and N,
which can be formalized in the following way:

N 1= kM + b+ e for aparallel pair,
indep. of M for a non-parallel pair,
2)
where k, b are constants and the r.v. € repre-

sents an error term of linear regression model, and
is assumed to be independent from M and N.
Our investigation shows that a Gaussian mixture
model (GMM) fits well the distribution of € (See
Appendix A). Therefore we assume that € is dis-
tributed according to the pdf

fe(JU; A 1,2, 01,2)

_(m—pp)? _
— i (Ae 20% + 1
01

Ver

The third indicator of parallelism that we are going
to exploit is the similarity between text lengths: if
L1 and Lo denote total lengths of text chunks in a



=ali +c+z0v/L; forapar pair,

candidate pair of webpages, then we assume that
indep. of L for a non-par. pair,

n
“4)

where a, c,o are constants, z is a standard nor-
mal random variable and the variance of the dif-
ference (Lo — aLj — c¢) is modeled proportional to
the length L; as in (Gale and Church, 1993). We
notice here, that the assumptions (1) and (2) were
made regardless of the text lengths L; and Lo: thus
knowing the values of L; and Ly does not affect
the distribution of W (when M and NN are given)
or the joint distribution of (M, N).

Hereinafter we use the following notation:
px (z) denotes an empirical pdf forar.v. X, calcu-
lated from a set of observations {z;}; the symbol
“||”” is used to denote that “pages under consider-
ation are parallel”; and the symbol “}f” is used to
denote that “pages under consideration are not par-
allel”. When there is no possibility for confusion,
we write Pr(x) for Pr(X = z), and use similar
shorthands throughout.

3.2 Derivation

Let us denote © = (w,m, n,li,lz). Our ultimate
goal is to be able to calculate Pr(|| |z) and Pr(}f
|z), and then to compare them in order to select
the most probable case. These probabilities can be
rewritten using Bayes’ rule:

() ) = LD P
Prikle) = )

Since the denominators in (5) are same, it is suffi-
cient to compare the numerators. Now, let us de-
rive a model for the distribution of W, M, N, Ly
and L in case of a parallel pair:
A :=Pr(w,m,n,li,ls] ||) =
=Pr(w, m,nl|l1,lo,||) Pr(ly,l2| ||) =
=Pr(w|m,n,ly,la, ||) Pr(m,n|li, o, ||) X
X Pl‘(ll,lg‘ H) =
={independence assumptions} =
= Pr(w|m, n, ||) Pr(m, n| ||) Pr(l1,lo] ) -
By

Q) Dy

(6)

From (1) and the remark after it, we can say that

S S L D
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where ¢ = Pr(token is removed| ||). Also, from
the assumption (2) we get

C|=Pr(M =m,kM +b+e=n)
=Pr(M =m)-Pr(kM +b+€=n|M =m)
~ {continuity correction for €}
~ py(m)Pr(e €en—km —b+ .5|M =m)
= {independence of M and €}
=pyu(m)-Pr(e en—km —b+.5)
n—km—>b+.5
) fe(zs A, 12, 012)dx,

n—km—b—.5

=pu(m

(8)

where fc(z; A\, 1,2, 01,2) is defined by (3). From
the assumption (4) we obtain

D” =Pr (Ll = ll,aLl +c+ zoy/ L1 = lg)
:Pr(L1 :ll)
X Pr (aLl +c+ zo/ L1 = 12|L1 = l1>

~{ continuity correction for z}

lo—alyj —c£.5
%ﬁLl(ll)'Pf<Z€2 i

oVl
1 lo—al{—c+.5 )
=pr, () - oo e2ho? dg.

lo—ali—c—.5

)

Combining (6), (7), (8) and (9) we obtain

An*( w >q (1—gq)™"

n—km—>b+.5

X prr(m) - Je(z; A\ p1,2,01,2)d

n—km—b—.5

lo—al{—c+.5 9
— T

e21o? d.

. 1
<)

lo—al{—c—.5

(10)

Similarly, let us derive a model for the distribu-
tion of W, M, N, L; and Lo in case of a non-



parallel pair:

Ay =Pr(w,m,n,l, 2| )
=Pr(w, m,nlly,l2, }f) Pr(ly, la| }) =
=Pr(w|m,n,l1,lo, }f) Pr(m, n|l1, la, ) x

x Pr(ly,la| }) =
={independence assumptions} =
=Pr(w|m,n }f) Pr(m, n| }f) Pr(ly, lo| k).
Cy

By Dy

(11)

As discussed earlier, under non-parallelism we
should assume probability of an alignment token
to be removed gy to be different from ¢ and thus:

m+n w mrTn—w
BH:< . >qH(1—qH) e (12)

Due to independence assumption between M and
N (2) under non-parallelism we have:

Cy =Pr(M = m| }f) - Pr(N = n| }f)
~ {marginal pdf’s do not depend on }}

~py(m)-py(n). (13)
And, similarly, from (4) we have
DH = PI‘(Ll = ll‘ H) . PI‘(LQ = lg‘ H)
~ pr, (1) - Pry(l2). (14)

Now, from (11), (12), (13) and (14) we obtain

AH ~ (m;— n) qu(l . qH)ernfw
x py(m) - py(n) - pr, () - pry(l2). (15)

Our model A”(w, m,n, ll, lQ; qH, k, b, )\, H1,2,
01,2, a, ¢, o) has 11 parameters (q|, k, b, A, 1,2,
012, a, ¢, 0), it receives the values of w, m, n,
l1, I as input, and outputs the probability to ob-
serve such values under parallelism. The model
Ay(w,m,n,l1,l2;qy) has one parameter (gy), it
also receives the values of w, m, n, [ and [5 as
input, and outputs the probability to observe such
values under non-parallelism. For the sake of sim-
plicity we will denote

0, = (q),k,b,\, p12,012,0,¢,0),
p|| = Pr([]).
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3.3 Parameters Estimation

In order to show how expectation maximization
(EM) algorithm (Dempster et al., 1977) can be
used to estimate the parameters of our models let
us assume that the set of candidate pairs consists of
s pairs. Let us introduce the variables (fori = 1, s)

. if i pair is parallel
otherwise.

Then the likelihood function for our data is given
by

L(q) s by 0, Ay p1,2, 012, 0,p)) =
= O ][4y (s 0))p)* x

i=1
x [Ap(ei qp) (1 —p]'™, (16)
where C' = [[;_; [Pr(z;)~'] is a constant w.r.t.

parameters 6, gy, and p. According to Lemma
B.1, the likelihood (16) is maximized w.r.t {«;} if

1, ifA”(:ci; OH)p” >

> Ay(zi; qp) (1 —py),
otherwise.

(17)
0,

The formula (17) is basically the decision rule for
our task of binary classification of candidate pairs
into parallel or non-parallel ones (assuming that
we know the parameters of A and Ay). Now the
essence of the EM algorithm (Algorithm 1) can be
described as follows.

We first initilize parameters on line 1 using the
following reasoning: g should be less than gy due
to the comment after (1); N should be approxi-
mately equal to M for parallel pairs, therefore we
take k = 1 and b = 0 as initial guesses; since
we know almost nothing about the components of
the Gaussian mixture in (3), we set A = 0.5 and
p1,2 = 0, however we can expect that one of the
components should be responsible for larger devi-
ations from the mean (i.e. for heavy tails), and thus
we set o9 > oq; we choose initial values fora = 1,
¢ = 0and 0 = /6.8 based on the suggestion in
(Gale and Church, 1993), and for p| = 2/3 based
on the experiments in (Resnik and Smith, 2003).

After such initial guesses on parameters, we per-
form an E-step on lines 3-10, i.e. the models 4
and Ay are applied to the data, and as a result we
obtain two sets of indexes: I keeps the indexes



Algorithm 1 EM algorithm for A and Ay

Input: set of values {(w;, m;, ni, l14,12,)}5_4

Output: indexes I C {1,..., s} of parallel pairs,
indexes J C {1,..., s} of non-parallel pairs,
estimates for q> g k, b, \, p1,2, 01,2, a, ¢, 0,
p

1: II!itialize q < 0.2, gy < 0.5, k—1,b<0,

A— 05,41 <0, u2 «— 0,01 «— 1,09 < 10,
a<—1,c<—0,a<—\/@,pu =2/3.

2: while not converged do
3 for i€ {1,...,s} do
.o Ay(xei;0 Ap(xq;
4: if ”1(_p” ) > “(p” % then
S: a; — 1
6: else
7: o; — 0
8: end if
9: end for
10: I — {ilo; =1}, J — {jloj =0}
icl Wi

—_—
—_—

9 — > ier(mitng)

. Zjerj
12: C_IH - Zjej(mj+nj)
13: (k,b) — argmian(ni — km; —b)
(k:b) er
14: for 1 € I do
15: e =mn; —km; —b
16: end for
17: (A, p1,2,012) «—
— argmax H fe(ei; A, p1,2,012)
(Ap1,2,01,2) 7
18: (a,c) < arg minz p(la; —aly; —c)
(@) g
19: for : € I do
20: 0; = 1271' — allﬂ- —C
21: end for
22: 0« arg minz p(6% — oly ;)
7 el
23: D~ ‘I’/S

24: end while

of parallel pairs, and J keeps the indexes of non-
parallel pairs. Then the M-step is performed on
lines 11-23, where we update the parameters as
follows: MLE for ¢ and gy are given by Lemma
B.2; the method of iteratively reweighted least
squares is used to estimate k£ and b on line 13 where
p is an Huber function (Huber, 2011). The ob-
tained values for (k, b) are then used to calculate
residuals {¢; };cr; then, the parameters of GMM,
A, 41,2, 01,2, are updated based on MLE (an ad-
ditional EM-procedure is usually needed for this
task); o is estimated using robust linear regression
(Huber, 2011) as suggested in (Gale and Church,
1993); finally, pj is estimated as the proportion of
parallel pairs.

An R-script, which implements the Algorithm
1, is available at https://svn.code.sf.net/
p/apertium/svn/branches/zaan/.

4 Experiments

We selected five different websites to test our
model: official site of the President of the Re-
public of Kazakhstan (http://akorda.kz), of-
ficial site of the Ministry of Foreign Affairs of
the Republic of Kazakhstan (http://mfa.kz),
electronic government of the Repuplic of Kaza-
khstan (http://egov.kz), official site of the
Presidency of the Portuguese Republic (http://
presidencia.pt), and official site of the Prime
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Minister of Canada (http://pm.gc.ca). We
downloaded all candidate pairs with the help of
wget tool, and then removed boilerplates, i.e. nav-
igational elements, templates, and advertisements
which are not related to the main content, using
simple Python scripts'. The details on the number
of mined pairs are given in Table 1. We applied Al-

Website Lang’s # 9f Sal.nple
pairs size
akorda.kz kk-en 4135 352
mfa.kz kk-en 180 180
egov.kz kk-en 1641 312
presidencia.pt pt-en 960 275
pm.gc.ca fr-en 1397 302

Table 1: Websites for experiments

gorithm 1 to all five websites (values of w, m, n,
11, and I, were obtained using a modified version”
of an open-source implementation of STRAND al-
gorithm®). Then for each website we extracted a
representative sample of candidate pairs and man-
ually checked them (sample sizes were calculated
based on Cochran’s formula (Cochran, 2007) for

'the scripts as well as archives of the mined web-
pages are available at https://svn.code.sf.net/p/
apertium/svn/branches/kaz-eng-corpora

*https://github.com/assulan/STRANDAligner

*https://github.com/jrs026/STRANDAligner



all websites except mfa.kz, for which we checked
all pairs due to small amount of them). The met-
rics used to evaluate our model have been precision
(prec), recall (rec), and F-score (F'). The results
of the experiments are given in Table 2.

Website prec  rec F

akorda.kz 0.941 0.971 0.956
mfa.kz 0.944 1.000 0.971
egov.kz 0.915 0.969 0.941
presidencia.pt 0.991 0.950 0.970
pm.gc.ca 0.990 1.000 0.995

Table 2: Results of the experiments

5 Discussion and Future Work

The experiments have shown that statistical mod-
eling of misalignments in linearized HTML files
allows us to get better results in the task of measur-
ing structural similarity between webpages from
bilingual websites. The previous approaches for
measuring structural similarity were based on find-
ing threshold values for the number of misalign-
ments (W) or the misalignments ratio (MLJFN), or
using these characterisics as features in machine
learning algorithms. Those approaches either led
to high precision but low recall, or required super-
vised learning of underlying models, or both. Our
approach has good recall and acceptable precision
rates; it is language-independent and the param-
eters of our model are estimated in unsupervised
manner through EM algorithm.

We have noticed that the suggested algorithm
demonstrates higher precision for websites, which
have good quality of translated texts in general
(e.g. presidencia.pt), than for websites, which
have worse quality of translation (e.g. egov.kz);
but it keeps recall at good level in all cases. This
means that the model tries not to throw away
parallel pairs, but it sometimes fails to recognize
non-parallelism for the websites with substantial
amount of medium or low quality of translated
texts.

We now address the typical errors made by the
model as well as possible directions for the future
work. Type II errors (false negatives) are mainly
caused by the pairs which have the same (or al-
most the same) content in two languages but there
is significant difference in HTML-formatting of
two pages (e.g. when <p> and </p> tags are
used in one version to surround paragraphs, while
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the other version uses a sequence of <br/><br/>
tags to separate paragraphs). This problem could
be handled by an appropriate pre-processing (nor-
malizing) of the HTML files before applying the
Algorithm 1. Type I errors (false positives) are
primarily caused by the pairs which are consis-
tent in HTML-formatting but have some differ-
ences in content (e.g. when one or few sen-
tences/short paragraphs are missing in one ver-
sion but are present in the other version). This
problem could be tackled by better alignment of
text-chunks and better exploitation of the similar-
ity in text lengths if we want to stay in a language-
independent framework, or by embedding content-
similarity measures, if we decide to switch to
language-dependent techniques. In the latter case
we could also use morphological segmentation as
in (Assylbekov and Nurkas, 2014) for preprocess-
ing texts in morphologically rich languages (like
Kazakh), in order to improve the existing methods
of measuring content-similarity.
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A Goodness-of-fit Tests for ¢

Let r.v.’s W, M, and N be defined as in Sec-
tion 2, and let w, m, and n denote values of these
r.v.’s. We downloaded candidate pairs from the
official website of the President of the Republic
of Kazakhstan located at http://akorda.kz and
then from each webpage we removed the boiler-
plate, i.e. navigational elements, templates, and
advertisements which are not related to the main
content*. For each candidate pair we obtained val-
ues of w, m, and n using a modified version® of
an open-source implementation of STRAND algo-
rithm®. The following heuristic rule was used to
keep seemingly parallel pairs:

v € (0,0.2]}0
N {M € [19,200]} N {N € [19,200]}. (18)

A threshold value of 0.2 for W /(M + N) is rec-
ommended by the authors of STRAND. Bound-
aries for M and N are selected based on 1! and

llel} ~
{pages are parallel} {M

“the scripts as well as the candidate pairs are avail-
able at https://svn.code.sf.net/p/apertium/svn/
branches/kaz-eng-corpora/akorda/

Shttps://github.com/assulan/STRANDAligner

https://github.com/jrs026/STRANDAligner
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Figure 2: Distribution of the residuals {¢; }

99" percentiles and they are used to remove out-
liers. Application of the rule (18) resulted in 1271
seemingly parallel pairs. We stress here that the
rule (18) is not used in our paper as the decision
rule regarding parallelism of pages. Instead, it al-
lows us to quickly identify pages which seem to
be parallel and to look at the behavior of their M
and N values. Figure 1 provides a scatter-plot of
{(mi,n;)} 127! for the filtered set of pages and it
shows that the rule (18) supports our assumption
on the linear relationship between M and N for
parallel pages (2).

Next, we fit a linear regression model N
kM + b + € to the data (m;,n;), and look at the
residuals ¢; = n; — km; — b (Figure 2). Outliers
among {¢;} are dropped based on 1% and 99" per-
centiles, which resulted in 1245 observations (in-
stead of 1271).

Further on we show that ¢ can be modeled us-
ing a Gaussian mixture model. A two-component

30

mixture of Gaussian distributions has a pdf

_(e—pp)?
71

i) 2
A _( g#é2)
e 2

famm (x5 X\, p, 01, pa, 02) =
+ )

1 (A 1—
(19)

=—|—e
V2 \ 01 02

We first find MLE A\, 1§, o, 1§, o5 for the param-

eters in (19) using EM-algorithm (Dempster et al.,

1977), and then test a hypothesis

Hy : f€<l‘) :fGMM<$; Mia Uf? :U'S7 US)

Hl : fe($) #fGM]VI(:B;M(ia O'T,,LLS, 05)7
using the chi-square goodness-of-fit test. The de-
tails are provided in the Table 3, from where we
decide not to reject Hy, i.e. there is no evidence
that the residuals are not distributed according to
(19). In other words, a Gaussian mixture model
does a good job in modelling {¢;}.

Interval Obs. Freq. Exp. Freq.
(—o00, —19] 5 5.26
(—19, —16] 10 6.92
(—16,—14] 9 8.03
(—14,—-12] 8 12.38

(12,14] 16 12.97

(14, 16] 8 8.62

(16,19] 10 7.55

(19, +00) 7 5.88
X2 =19.023, df = 19, p-value = 0.4554

Table 3: Fitting a Gaussian mixture model to {e; }

B Auxiliary Lemmas

Let  f(aq,...,an)
where o; € {0,1} an
1,n. Then f reaches its

Lemma B.l.

i 1=y
[T g,
pi,q; € [0,1], i
maximum at

1, if p; > ¢
a; = 1T p; .QZ (20)
0, otherwise
Proof. The proof is left as an excercise. O

Lemma B.2. Let X1, Xo,...,X,, be indepen-
dent binomial random variables with parameters
(n1,q), (n2,q), ..., (Nm, q) correspondingly. Then
the maximum likelihood estimator for q is

Zyil Xi

D ey M

Proof. The proof is left as an excercise.

q= 21

O]
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Abstract

Community Question Answering websites
(CQA) have a growing popularity as a way
of providing and searching of information.
CQA attract users as they provide a direct
and rapid way to find the desired informa-
tion. As recognizing good questions can
improve the CQA services and the user’s
experience, the current study focuses on
question quality instead. Specifically, we
predict question quality and investigate the
features which influence it. The influence
of the question tags, length of the question
title and body, presence of a code snippet,
the user reputation and terms used to for-
mulate the question are tested. For each
set of dependent variables, Ridge regres-
sion models are estimated. The results in-
dicate that the inclusion of terms in the
models improves their predictive power.
Additionally, we investigate which lexi-
cal terms determine high and low qual-
ity questions. The terms with the high-
est and lowest coefficients are semanti-
cally analyzed. The analysis shows that
terms predicting high quality are terms ex-
pressing, among others, excitement, nega-
tive experience or terms regarding excep-
tions. Terms predicting low quality ques-
tions are terms containing spelling errors
or indicating off-topic questions and inter-
jections.

1 Introduction

CQA websites provide an interface for users to
exchange and share knowledge. The user ask-
ing a question lacks knowledge of a specific topic
and searches for an expert to provide the desired
knowledge. In this way, the asker is querying a
topic and the experts are the source of informa-
tion, replacing other sources like documents or
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databases. However, the search results may not
provide an exact solution to the user’s problem.
Although the idea of receiving a direct response to
an information need sounds very appealing, CQA
websites also involve risk as the quality of the pro-
vided information is not guaranteed. An important
difference between user-generated content and tra-
ditional content is the range of the content qual-
ity: user-generated content shows a higher vari-
ance in quality (Agichtein et al., 2008) than tradi-
tional content (Anderson, 2006).

Stack Overflow (SO) is a CQA website in the
field of computer programming. Access is free
and answers are voted according to the asker’s sat-
isfaction!. The asker can tag a question to indicate
a specific subject. Users can vote questions, an-
swers and edits to indicate how helpful they were.
The votes determine the user’s reputation. In or-
der to create a high-quality library of questions
and their answers, SO allows users not only to post
questions or answers but also to edit them.

Despite the encouragement of SO and the of-
fered opportunities to maintain the content qual-
ity, a lot of questions on SO are not answered.
With the increase in popularity of SO, not only
the number of questions and the number of new
members increased, but also the number of unan-
swered questions. According to statistics from
2012, approximately 45 questions per month re-
mained unanswered (Asaduzzaman et al., 2013).
By March 20, 2014, the number of unanswered
questions was 752,533 out of 6,912,743 (approx-
imately 10.9%). Interestingly, the fact that those
questions are not answered is not caused by users
not having seen them. In fact, unanswered ques-
tions are seen 139 times on average (Asaduzza-
man et al., 2013). It is not obvious why a certain
question receives more answers than others. Also,
it is not clear whether the question characteristics

"http://stackoverflow.com/
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that determine the number of answers a question
receives also influence the question score. In this
paper, we evaluate the features of questions in SO,
how they influence the two above mentioned indi-
cators of question quality, and attempt to predict
these outcome measures for newly posted ques-
tions. Our main contributions are twofold. First,
unlike previous work, we study the influence of
specific individual terms, i.e. the words used to
construct the question title and body. More specif-
ically, we analyze the terms used in the posted
questions and explore to what extent they can pre-
dict the question score and the probability of re-
ceiving an answer. The results indicate that the
models have the best predictive power when the
terms are included. Second, we study their in-
fluence on two measures of question quality: the
number of answers and the question score.

1.1 Reserach Overview

In the current study, we investigate which fea-
tures influence question quality, as measured by
the number of answers and the question score a
question receives, in a programming CQA. Also,
we predict which lexical terms determine high and
low quality questions. We test the influence of
question tags, length of the question title and body,
presence of a code snippet and the user reputation
on question quality. In addition, we test the influ-
ence of terms used to formulate the question. For
each of the two dependent variables, we estimate
Ridge regression models with an increasing num-
ber of independent variables on a dataset of over
1.7 million questions posted on Stack Overflow,
dividing them into a training, validation and test
set. The results indicate that the inclusion of terms
in the models improves their predictive power. To
the best of my knowledge, this research is the first
to analyze the terms used in the posted questions
and to explore to what extent they can predict the
probability of receiving an answer. We rank the
significant terms based on their coefficient value.
The terms with the highest and lowest coefficients
were semantically analyzed and divided in sub-
groups to gain a better understanding of the se-
mantic nature of the terms. We find that terms pre-
dicting high quality are terms expressing excite-
ment, negative experience or frustration, and terms
regarding exceptions, or indicate that the questions
are posted by new members. The largest groups of
terms predicting low quality questions is the group
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containing spelling errors. Also words that mark
off-topic questions and interjections are an indica-
tion of low quality questions. The better under-
standing of the terms used in low and high qual-
ity questions would help to improve the question
formulation and herewith the content if CQA web-
sites.

2 Related Work

2.1 Question Quality

Due to the large number of CQA websites, the
importance of high-quality content in CQA web-
sites has been recognized and investigated in sev-
eral studies. Agichtein et al. (2008) found that
there is a correlation between the question qual-
ity and answer quality, i.e. question quality will
influence CQA service quality. According to Li
et al. (2012), high quality questions are ex-
pected to draw greater user attention and will make
users feel more compelling to answer the question
within a shorter period of time.

Different studies employ different definitions of
question quality. As measures of question quality
we consider the number of answers and the ques-
tion score as those are the response of the commu-
nity to the usefulness of the question (Anderson
et al., 2012). The number of answers is a direct
feedback on the usefulness of the question. Re-
search has shown it is the most significant feature
to predict the long term value of a question to-
gether with its answers set (Anderson et al., 2012).
Also the question score reflects the question qual-
ity. A question can be voted up or down by using
the up or respectively down arrow on the left side
of the question. In general, answered questions on
SO have higher scores compared to unanswered
questions (Saha et al., 2013).

Although the question score and the number of
answers are considered quality determinants, they
are not necessarily correlated. A question that ad-
dresses a new development which is interesting to
the community but difficult to answer may receive
no answers but a lot of upvotes. If however a ques-
tion was too easy or posted previously it may re-
ceive answers, but may not be evaluated high as it
does not contribute to the CQA. A number of other
measures of question quality have been used in the
literature. For a detailed overview of the existing
literature, see (Baltadzhieva and Chrupala, 2015).



2.2 Features Determining Question Quality

The features determining question quality are di-
vided in a question-related and an asker-related
group. The former is represented by the fea-
tures tags, terms, question title and question body
length, and the presence of a code snippet. Re-
garding asker-related features, the reputation of
the user is taken into consideration. This re-
searches focus on features that are available at
the moment a question is posted, because features
which are not available at the moment of the post-
ing cannot help the asker to improve her question
(Cheng et al., 2013; Correa and Sureka, 2014).

2.2.1 Question-related Features

In SO, askers can add tags to a question to indicate
which topic(s) they address. Saha et al. (2013)
analyzed the tags as topics and concluded that
the large number of unanswered questions cannot
be explained by a lack of sufficient experts for
certain topics. Furthermore, Correa and Sureka
(2014) observed that a high percentage of author-
deleted questions are marked as too localized and
off-topic, and that a high percentage of moderator-
deleted questions are marked as subjective and not
a real question. Asaduzzaman et al. (2013), state
that incorrect tagging is one of the characteristics
of unanswered questions. These results indicate
that question topics, i.e. tags, may either be in-
correct and/or may not be fully informative of the
likelihood of receiving an answer, the number of
answers, or question score. Therefore, a number
of recent studies tried to infer question topics from
the natural language used to formulate the ques-
tions. The current study uses both tags, as well as
information from the questions’ natural language
formulation, the ferms. In the term extraction pro-
cess, terms are analyzed as the number of occur-
rences in the question title or question body where
a term receives a value of 0 if it does not occur and
otherwise the value of the number of occurrences.

Yang et al. (2011) found that the shortest and
longest questions have the highest probability of
obtaining an answer - short questions can be read
and answered in a very short time, and long ques-
tions are mostly expertise-related, need more ex-
planation and are therefore appealing for users
with the same interest. In contrast, Asaduzzaman
et al. (2013) found that too short questions are
very likely to remain unanswered as they may miss
important information; and too time-consuming
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questions are not very attractive for answerers.
According to Saha et al. (2013) both classes have
the same probability of receiving an answer. Cor-
rea and Sureka (2014), finally, found that com-
pared to closed questions, deleted questions had
a slightly higher number of characters in the ques-
tion body. The existing literature is thus inconsis-
tent regarding whether and to what extent ques-
tion length influences question quality. Further,
question length and question body length are never
analyzed separately. Therefore, we explore the
effects of both question title and question body
length to see if the results point in the same di-
rection.

Several studies have found that question cate-
gories that contain a code snippet have a high an-
swer ratio and may have more than one possible
good answer (Treude et al., 2011; Asaduzzaman
et al., 2013). Also deleted questions have a lower
percentage of code blocks than closed questions
(Correa and Sureka, 2014). However, the pres-
ence of a code snippet may also have adverse ef-
fects as well if the code is hard to follow or if other
users cannot see the problem (Asaduzzaman et al.,
2013). Hence, it is unclear what the effect of the
presence of a code snippet is on question quality.

2.2.2 Asker-related Features

Regarding asker-related features, we consider the
asker’s reputation as a feature that influences ques-
tion quality metrics. The reputation scores are
built on users’ participation on the CQA website.
Users with high reputations do not only provide
an essential contribution to CQA websites in gen-
eral, but they also provide the most helpful an-
swers (Welser et al., 2007; Pal et al., 2012). SO
rewards upvotes on answers more than on ques-
tions and assigns high reputation users more priv-
ileges in site management and bonuses than reg-
ular users. The most reputation points are scored
when a user’s answer is accepted as the best an-
swer, when it is upvoted or when the answer has
received a bounty. Anderson et al. (2012) show
that users build their reputation mainly by receiv-
ing upvotes for their answers and not by asking
questions themselves. Saha et al. (2013) found
the asker’s reputation to be one of the most dom-
inant attributes to distinguish between answered
and unanswered questions, the former having a
max score of twice as much as unanswered ques-
tions. For a detailed overview, see (Baltadzhieva
and Chrupala, 2015).



3 Dataset Description

Our dataset consists of JSON files extracted from
SO using the Stack Exchange API (Application
Programming Interface). The dataset contains
questions in the period between 31 July 2008 and
9 June 2011. Within this time period, 1,713,400
questions were posted. Out of the total num-
ber of questions, 126,227 remained unanswered
(7.37%). Each question contains information
about the question itself, such as title, body, up-
votes, downvotes etc., and about the question
owner, e.g. registration status, reputation, name, id
etc. In this research we are only interested in the
variables as described below.

3.1 Data Overview

Tables 1 and 2 provide an overview of the data and
descriptive statistics of the key variables normal-
ized.

Data item Count
Questions total 1,713,400
Questions unanswered | 126,227

Code snippet 1/0 792,822/920,578
Terms 36,865

Tags 12 11,613

Table 1: Data overview

Mean SD Median
Nr. of answers 2.242 1.869 2
Q. score 1.331 2.446 1.00
Q. title length 8.27 3.71 8.00
Q. body length 91.74 87.43 72.00
User rep. 1600.40 5552.40  301.00

Table 2: Descriptive statistics

The independent variables title length, body
length and user reputation are normalized by the
logarithmic transformation using the natural log-
arithm, and for guestion score and number of an-
swers we use percentile normalization. Most ques-
tions receive a small number of answers. On av-
erage a question receives a relatively low score.
Question titles and bodies consisting of only one
word may be questions where only a code snippet
was posted. The high mean value of the user rep-
utation suggests that many SO users have a high
user reputation. As it has been shown that there is
a positive relationship between the user reputation
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and how fast the user replies to a question (An-
derson et al., 2012), it can be concluded that SO
askers are active community users.

To predict the number of answers and question
score, the independent variables are defined as fol-
lows: the tags and the presence of a code snippet
are represented as a Boolean value; the question
title and body length are measured by the number
of words; the user reputation is the user reputation
score; the terms are a count variable of how often
a term occurs in the question title or body. In order
to extract numerical information from text content,
first a tokenization process takes place (Manning
et al., 2008). Stop words are filtered out from the
vocabulary prior to natural language processing,
because they are of little value in finding docu-
ments matching a user’s information need (Man-
ning et al., 2008).

Only the tags are included that appear in at least
20 questions and terms that appear at least in 50
questions. Results based on tags and terms that
occur seldom are likely to be spurious and are not
expected to have strong predictive power.

3.2 Method of Analysis

For the prediction task we use multiple linear re-
gression models. The expected relationship is a
linear function of the independent variables (Field,
2009):

J
vi=PBo+ Y Bjwij +€i
j=1

Here, for question ¢, y; represents the dependent
variable question score or number of answers re-
ceived, 0 represents the coefficients of the predic-
tor variables x and e is the difference between the
predicted and the observed value of the outcome
variable, which is assumed normally distributed.

When predicting future responses and investi-
gating the relationship between the response vari-
able and the predictor variables regularized re-
gression models are preferred, because they solve
highly variable estimates of the regression coeffi-
cients when there is multicollinearity or when the
number of predictors is very large in connection
to the number of observations (Hartmann et al.,
2009). In programming languages a lot of terms
appear together what can lead to multicollinear-
ity. As the number of terms used in this study
is extremely large (36,865) and in order to avoid
overfitting, a regularized regression model, Ridge
regression (Hoerl and Kennard, 1970b; Hoerl and



Kennard, 1970a), is used. Ridge regression ap-
plies a penalty to the sum of the squared values of
the regression coefficients which shrink the coeffi-
cients towards zero, but never become zero, which
means that all predictors remain in the model. Ap-
plying a penalty results in lower expected predic-
tion error because it reduces the estimation vari-
ance (Hartmann et al., 2009).

We split the dataset in three subsets: a training
set - the first 60%, a validation set - the next 20%,
and a test set - the rest 20%. The sets are chrono-
logically partioned as the goal of this study is to
predict the quality of new questions. The valida-
tion set is used to optimize the regularization pa-
rameter for each model. To find the optimal ridge
parameters, several values are tried in increasing
order. The value that reduces the Mean Squared
Error of the validation set the most is chosen as
the optimal parameter. Finally, the obtained coeffi-
cients, given the optimal regularization parameter,
are applied on the test set to assess the predictive
validity of the models.

To investigate the question quality, two sets of
multiple linear regression models are applied —
one to predict the question score and the second
one to predict the number of answers. For each set,
four different regression models are applied and
compared in order to discover which independent
variables have the most predictive power. Model
0 is the baseline intercept-only model. In Model 1
only the tags are included, Model 2 contains ques-
tion title and body length, code snippet and tags,
Model 3 - the variables of Model 2 plus user repu-
tation, and Model 4 - the variables of Model 3 plus
terms. Each set uses the same dependent variable
and a different set of independent variables. To
compare the performance of the models in each
set, the R-squared, Mean Squared Error (MSE)
and Mean Absolute Error (MAE) are reported.

3.3 Results

As Model 4 has the best performance on the zest
set as presented in Table 3 and Table 4, only the
coefficients of Model 4 are discussed in this sec-
tion.

The results show that Model 1 performs better
than the baseline model for both question score
and number of answers, as the MSE has lower val-
ues. Compared to Model 2 however the perfor-
mance does not change drastically. The MSE of
Model 2 for predicting question score decreases
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MSE MAE R? F-statistic
Model 0 | 5.675 1.482
Model 1 | 5.138 1.375 0.088 3.768
Model 2 | 5.063 1.363 0.102 4.396
Model 3 | 4.869 1.323 0.136 6.124
Model 4 | 4.622 1.286 0.180 1.897

Table 3: Ridge regression question score

MSE MAE R? F-statistic
Model 0 | 3.199 1.353
Model 1 | 2.769 1.228 0.109 4771
Model 2 | 2.738 1.219 0.119 5.257
Model 3 | 2.630 1.192 0.154 7.079
Model 4 | 2.514 1.163 0.191 2.048

Table 4: Ridge regression number of answers

with only 0.075 and for number of answers with
only 0.031. These results indicate that the tags do
influence the question quality, whereas the inclu-
sion of the title length, body length and the pres-
ence of a code snippet gives a minor improvement.

For both model sets it applies that the more
complex the model is, the better it performs on
the training and test set: MSE and MAE decrease
with the increase of the number of independent
variables and all models outperform the baseline
Model 0. This implies that Model 4 for both ques-
tion score and number of answers fits the data best.
The same conclusion can be drawn from the R-
squared values. For number of answers, the R-
squared for the test set increases from 0.102 for
Model 2 to 0.180 for Model 4, meaning that Model
2 explains 10.2% of the variance in the question
score in the test set while Model 4 explains 18.0%.
Similarly, with regard to number of answers, the
R-squared values for Models 1 and 3 for the test
set are 0.119 and 0.191, respectively.

3.4 Coefficient Analysis

As Model 4 has the best performance, only the co-
efficients of Model 4 are presented and discussed.
The question title and body length and the pres-
ence of a code snippet have a significant negative
effect on the outcome variables, while reputation
has a positive effect. To better understand the ef-
fect size, we calculate the effect of a 10% increase
in body length, title length and user reputation,
while taking the natural logarithm into account.
A 10% increase in title length, body length and



user reputation results in a change in the ques-
tions score of -0.010, -0.019 and 0.015, respec-
tively. Including a code snippet reduces the ques-
tion score by -0.155. Hence, the effect of all vari-
ables is fairly small. In Model 4, for number of an-
swers, the title length effect is 5, = -0.058, which
implies that, taking the mean title length as base-
line and accounting for the logarithmic transfor-
mation, a 10% increase in title length results in a
0.006 reduction in the number of answers. Simi-
larly, a 10% increase in body length, 3yl = -0.132,
and user reputation, 3, =0.122, gives an increase
in the number of answers of -0.013 and 0.012 re-
spectively. Including a code snippet reduces the
expected number of answers by -0.050. The ef-
fects of the predictors are again fairly small.

3.4.1 Parts of Speech

Excessive use of (only) one part of speech might
also influence the question quality. For example,
too many verbs in a sentence can make it sound
heavy and wordy (Weber, 2007) and therefore un-
pleasant to read. The number of nouns, verbs and
adjectives are calculated using the Natural Lan-
guage Toolkit (NLTK)?. Most of the terms that
predict question score are nouns - 53.55%. This is
not surprising as nouns are used most frequently
in natural language. For number of answers, a
Chi-square test is used to show that the counts of
parts of speech differ significantly between high
and low quality questions (x? = 37.362, df = 3,
p = 0.01). Particularly, the percentage of nouns is
higher in the groups of terms predicting low ques-
tion quality — 65.04%. At the same time the per-
centage of used adjectives is higher for high ques-
tion quality — 13.55% vs. 8.98% for low ques-
tions quality. As adjectives are words that have
a descriptive character and are used to assign a
noun a specific property, it may be concluded, that
questions with a low number of answers are less
descriptive and maybe do not explain the infor-
mation need clearly enough. For question score,
the counts of parts of speech do not significantly
differ between the high and low quality groups
(x? =1.190, df = 3, p = 0.755).

3.4.2 Semantic Analysis

In the term analysis only terms were included
that have a statistically significant influence on the
question quality. Due to the large number of such
terms, we analyze only 10% of the terms with

2www.nltk.org
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the highest coefficient values as they contribute to
high question score and number of answers and
10% of the terms with lowest coefficient values
that determine questions with low score and low
number of answers. We assume that this percent-
age provides enough terms to discover patterns.

The extracted terms are analyzed and first di-
vided into two groups — professional/expertise
terms and generic terms. We assume that the ques-
tion subject is expressed by the tags and that pro-
fessional/expertise terms would overlap often with
the tags. Furthermore, the goal of the study is
not to explore the question topics, but the lexical
terms. Therefore, only the generic terms will be
considered and subdivided into several semantic
groups. To be able to make a distinction between
the two groups, in the programming/expertise term
set, we include strict programming/expertise terms
such as resig, dataframe, and words that are con-
sidered expertise words, not commonly used in
natural language conversation such as deprecate,
indention etc. We use the SO website for addi-
tional reference to recognize expertise terms, such
as mythical that refers to the Software Engineering
book The Mythical Man-Month by Fred Brooks
(1975) or girlfriend that refers to the programming
website Cocoa is my Girlfriend>. As proper nouns
are mostly used as a reference and link to a new in-
formation source, they are considered too general
and added to the group of generic terms.

The analysis shows that, for both high and low
quality questions, the generic terms dominate. The
terms having the most predictive power for num-
ber of answers are: pricey, tolerable, fascinated,
aspiring, believer, addicted, contenders, advo-
cates, argues, laughing, praise, religious, corey,
sniffed, motivations, analogies, techie, geeky, in-
ternationally, misconceptions. The twenty most
predictive terms for question score are: fascinated,
addicted, praise, mentality, camps, rage, lippert,
misconceptions, blatant, contenders, mandated,
analogies, coolest, speculate, thoughtful, newcom-
ers, picturing, stackers, replays, darned. For both
dependent variables, we test whether there is a
significant difference in the counts of generic and
professional/expertise terms between high and low
quality questions. Chi-square tests indicate that
the differences are significant: y? = 6.833, df =
1, p < 0.01 for question score and x? = 24.189, df
=1, p < 0.01 for number of answers. For both de-
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pendent variables we see the same pattern: in the
term group that contributes to low question qual-
ity, the number of programming/expertise terms is
larger. To have a better understanding of the na-
ture of the generic terms, a further distinction was
made based on the semantic nature of the terms.

The terms predicting a high question quality,
can be divided in subgroups where the following
subgroups are very similar across the two depen-
dent variables:

Category Examples

Excitement praise, compelling, thrilled
Neg. Experience | blatant, miserable, horrific
Discussion speculate, agree, misguided

Table 5: Semantic categories

The group of Excitement consists of terms
which describe a passionate attitude towards a pro-
gramming problem. These terms are assumed to
be used by users who express emotional commit-
ment to the subject in question. Terms of ex-
citement that predict high question score are fas-
cinated, compelling, praise, remarkably, aspiring
etc. Similarly, terms such as thrilled, believing,
passion, amazed, enjoyed account for a higher
number of answers. The group of Negative expe-
rience/Frustration group consists of terms which
express a negative emotion, mostly caused by lack
of success when trying to solve a specific prob-
lem, i.e. blatant, miserable, darned, disastrous,
insanity, dread etc. which, according to the model
results, indicate high question score. Examples of
terms of negative experience or frustration that ac-
count for high number of answers are horrific, mis-
erable, torn, scare, evil etc. Such high degree of
frustration may be the results of multiple attempts
to solve the problem which indicates that the user
is providing a serious question. The third group
lists terms that are used to start a discussions or
explanations of a particular problem: speculate,
agree, disagree, advocate, argumentative suggest
an attempt to discussion, and beware, misguided,
unambiguous assume that a user is trying to ex-
plain a specific issue. Although the words in this
group seem related, they are less distinct and fur-
ther research should perform a more in-depth anal-
ysis of this group.

We found two more subgroups that account for
a high question score:

The former determines questions posted by new
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Category Examples
New members | newbies, newcomers, freshman
Exceptions peculiarity, obscurity, surprises

Table 6: Semantic categories

members. Apparently, when users admit that they
are new in the programming world, their question
is appreciated by other new users or welcomed by
experienced users who remember their first pro-
gramming steps; or they are just easy to answer.
The terms in the Exceptions group are used to dis-
cuss exceptional programming issues - peculiar-
ity, obscurity, surprises, counterintuitive, uninten-
tional, nontrivial, contradicting, unintuitive. Such
cases seem to be intriguing and challenging for the
community and are therefore more likely to be ap-
preciated and highly graded.

The following categories have negative effect
on the question quality:

Category Examples

Spelling errors | workin, acessing, specifc
interjections hmmm, hay, aha
Off-topic terms | hiring, graduate, bosses

Table 7: Semantic categories

The terms that have a negative effect on the
question score and the number of answers have
one subgroup in common - the group of the mis-
spelled words. In the group of terms predicting a
low number of answers 8.31% is not spelled cor-
rectly. It can be assumed that questions contain-
ing typos are not considered professional and wor-
thy for the community. Such questions may not
be taken seriously and users may refuse to spend
time giving an answer. More importantly, terms
containing typos would not appear in the search
results. Apparently, SO users often ignore the in-
tegrated spelling checker. In the group of terms
having a negative effect on the number of answers,
also off-topic terms and interjections that express
sounds normally used in daily conversations and
more common in speaking than in writing were
found. To the off-topic group belong terms that are
used mostly in questions related to people search-
ing for or offering a job, students searching for an-
swers to problems for their bachelor thesis. Such
questions may be considered as off-topic and not
worthy to community users.



4 Discussion

The aim of this study is to investigate to what ex-
tent the discussed features influence the number
of answers and the question score a question re-
ceives, and whether it is possible to predict these
measures of question quality. The results from
both sets of models showed that the inclusion of
linguistic information improves the prediction ac-
curacy of the models. An analysis of the extracted
terms shows that they can be classified in sub-
groups based on their semantic nature. First, cer-
tain groups of generic terms have greater impact
on question quality. Second, questions that con-
tain terms regarding newcomers, attempts at dis-
cussion or explanation of a problem or strong com-
mitment to the problem are more likely to receive
a high question score and a large number of an-
swers. Finally, the questions that are considered
not worthy of a positive evaluation or receiving an
answer are questions that include typos or that are
found to be off-topic.

These findings are in line with Correa and
Sureka (2014) and Saha et al. (2013) who find that
deleted questions in SO are questions that are con-
sidered poor quality and off-topic. Also Saha et
al. (2013) found that homework and job-hunting
belong to the tags in deleted questions.

Another clear characteristic of low quality ques-
tions are misspellings and typos. Online social
media sources are often characterized by not fol-
lowing common writing rules (Agichtein et al.,
2008). Not taking them into account seems not
appreciated and considered unprofessional.

With regard to the terms predicting high quality
questions, the results of the current research re-
vealed more similarities. Nasehi et al. (2012) con-
sidered the following question types groups: de-
bug/corrective, need to know, how-to-do-it, seek-
ing different solution. Truede et al. (2011) distin-
guish similar groups — decision help, error, how-
to, discrepancy, review. All of these questions can
be seen as seeking an explanation. To present their
information need, askers use terms like speculate,
agree, disagree, argues which were found to have
a significant positive effect on the question quality.

Existing literature does not provide a consistent
explanation of whether a code snippet increases
the question score or the number of answers. Our
study showed that the effect of a code snippet is
negative which is in line with the statement of
Asaduzzaman et al. (2013) who explained that
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a code snippet may have a negative effect on the
number of answers if the code is hard to follow or
the problem is not clear.

There also is disagreement in previous work
about the influence of the question title and ques-
tion body length. Where some researchers stated
that very short and very long question are more
likely to obtain an answer (Yang et al., 2011), oth-
ers found that too short questions may miss impor-
tant information and may therefore remain unan-
swered (Asaduzzaman et al., 2013). Our study
indicates that the length variables negatively af-
fect question quality. The current results thus are
mostly in line with the findings of Correa and
Sureka (2014) who found that deleted questions
have a higher number of characters in the question
body than closed questions. Although, title length,
body length and the inclusion of a code snippet
all have significant negative effects on the ques-
tion quality, it must be noted, that all effects are
rather small.

Regarding the quality measure user reputation,
our results are in line with previous work. As Yang
et al. (2011) also showed, users with a high rep-
utation are more likely to receive an answer than
new users who logically have a lower reputation.
For both, question score and number of answers, it
was found that the higher the reputation, the higher
the value of the quality measure.

5 Future Research

In the current study lexical entities, the terms, are
included to predict question quality above the level
of the assigned tags. However, the terms were an-
alyzed manually, based on human judgment. This
is rather subjective and may result in a somewhat
arbitrary assessment. An automated way to ana-
lyze the extracted terms would be an improvement
and a good suggestion for future research. Another
matter for a future work is to include the part-of-
speech tagging in the predicting models and to use
the parts of speech as features to improve the pre-
dictive power of the models.
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Abstract

In this paper we present our approach to
automatically identify the subjectivity, po-
larity and irony of Italian Tweets. Our
system which reaches and outperforms the
state of the art in Italian is well adapted
for different domains since it uses abstract
word features instead of bag of words.
We also present experiments carried out to
study how Italian Sentiment Analysis sys-
tems react to domain changes. We show
that bag of words approaches commonly
used in Sentiment Analysis do not adapt
well to domain changes.

1 Introduction

The automatic identification of sentiments and
opinions expressed by users online is a signif-
icant and challenging research trend. The task
becomes even more difficult when dealing with
short and informal texts like Tweets and other
microblog texts. Sentiment Analysis of Tweets
has been already investigated by several research
studies (Jansen et al., 2009; Barbosa and Feng,
2010). Moreover, during the last few years, many
evaluation campaigns have been organised to dis-
cuss and compare Sentiment Analysis systems tai-
lored to Tweets. Among these campaigns, since
2013, in the context of SemEval (Nakov et al.,
2013), several tasks targeting Sentiment Analysis
of English Short Texts took place. In 2014, SEN-
TIPOLC (Basile et al., 2014), the SENTIment PO-
Larity Classification Task of Italian Tweets, was
organized in the context of EVALITA 2014, the
fourth evaluation campaign of Natural Language
Processing and Speech tools for Italian. SEN-
TIPOLC distributed a dataset of Italian Tweets an-
notated with respect to subjectivity, polarity and
irony. This dataset enabled training, evaluation
and comparison of the systems that participated to
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the three tasks of SENTIPOLC, respectively deal-
ing with Subjectivity, Polarity and Irony detection.
In the Subjectivity task participants were asked to
recognise whether a Tweet is objective or subjec-
tive, in the Polarity Task they were asked to clas-
sify Tweets as positive or negative, and finally, in
the Irony Task to detect whether the content of a
Tweet is ironic. The following Tweets include an
example of each SENTIPOLC class:

e Objective Tweet:
RT @user: Fine primo tempo: #Fiorentina-
Juve 0-2 (Tevez, Pogba). Quali sono i vostri
commenti sui primi 45 minuti?#ForzaJuve
(RT @user: First half: #FiorentinaJuve 0-2
(Tevez, Pogba). What are your comments on
the first 45 minutes? #GOJUVE)

Subjective / Positive / Non-Ironic Tweet:
io vorrei andare a votare, ma non penso sia il
momento di perder altro tempo e soprattutto
denaro.Un governo Monti potrebbe andare. E
X voi?

(I would like to vote, but I do not think
it is the moment to waste time and money.
Monti’s government might work. What do
you think?)

Subjective / Negative / Ironic Tweet:
Brunetta sostiene di tornare a fare
I’economista, Mario Monti terrorizzato
progetta di mollare tutto ed aprire un negozio
di pescheria

(Brunetta states he will work as an economist
again, a terrified Mario Monti plans to leave
everything and open a fish shop)

The first example is an objective Tweet as the
user only asks what are the opinions on the foot-
ball match Fiorentina against Juventus. The sec-
ond Tweet is subjective, positive and non-ironic
as the user is giving his positive opinion on
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the new government (“Monti’s government might
work™). The last Tweet is subjective, negative and
ironic since the user is making fun of the politi-
cian Brunetta (who stated he would work as an
economist again), saying that the prime minister
Monti is so worried that he is considering to open
a fish shop instead of working with Brunetta as an
economist.

In this paper we introduce an extended version
of the system reported in Barbieri et. al (2014)
adding new features that improve our previous re-
sults and outperform the best systems presented
at SENTIPOLC 2014. We explore the combina-
tion of domain independent features (like usage
frequency in a reference corpus, number of as-
sociated synsets, etc.) and word-based features
(like lemmas and bigrams). We employed the su-
pervised algorithm Support Vector Machine (Platt,
1999). Additionally we describe the experiments
performed in order to analyse the influence of the
topic (politic vs non-politic Tweets) on the results.

The paper is structured in six sections. In the
next Section we review the state of the art, in Sec-
tion 3 we describe dataset and tools used to pro-
cess Tweet contents, while in Section 4 we intro-
duce the features of our model. In Section 5 we
describe our experiments and the performances of
our model. In the last two Sections we discuss our
results and conclude the paper with future work.

2 Literature Review

The area of Sentiment Analysis includes all those
studies that aim to automatically mine opinions
and sentiments of the people. Sentiment Analy-
sis became recently the subject of several works,
many of them focused on short text (Jansen et al.,
2009; Barbosa and Feng, 2010; Bifet et al., 2011;
Tumasjan et al., 2010). Some of the best sys-
tems for Sentiment Analysis in English also par-
ticipated to the SemEval shared task (Nakov et al.,
2013; Rosenthal et al., 2014). The system that ob-
tained the best performance in the Sentiment Anal-
ysis at message level task of Semeval 2013 (Nakov
et al., 2013) and 2014 (Rosenthal et al., 2014)
mined Twitter to build big sentiment (Mohammad
et al., 2013) and emotion lexicons (Mohammad,
2012). Regarding Sentiment Analysis in Italian,
the best system (Basile and Novielli, 2014) pre-
sented at the 2014 SENTIPOLC shared task used
Distributional Semantics. This system took advan-
tage of ten million Tweets split into four classes:
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subjective, objective, positive and negative ones.
Word vectors were created by modelling the con-
tents of the Tweets of each class and exploited to
support the classification of new Tweets as belong-
ing to one of these classes.

Since 2010 researchers have been proposing
several models to detect irony automatically.
Veale and Hao (2010) suggested an algorithm for
separating ironic from non-ironic similes in En-
glish, detecting common terms used in this ironic
comparison, Reyes et. al (Reyes et al., 2013) pro-
posed a model to detect irony in English Tweets,
pointing out the relevance of skip-grams (word se-
quences that contain arbitrary gap) to carry out
this task. Barbieri and Saggion (2014) designed
an irony detection system that avoided the use of
word-based features, employing features like fre-
quency imbalance (rare words in a context of com-
mon words) and ambiguity (number of senses of a
word). However, irony has not been studied inten-
sively in languages other than English. A few re-
searches have been carried out on irony detection
on other languages like Portuguese (Carvalho et
al., 2009; de Freitas et al., 2014), Dutch (Liebrecht
et al., 2013), Spanish (Barbieri et al., 2015), and
Italian (Barbieri et al., 2014). Bosco et. al (2013)
collected and annotated tweets in Italian for Senti-
ment Analysis and Irony detection (the corpus was
used for EVALITA 2014).

3 Text Analysis and Tools

In order to process the text of Tweets so as to en-
able the feature extraction process, we used the
same methodology and tools as Barbieri et al.
(2014), the reader can find all the details on the
tools used in the said paper.

In our experiments we used the dataset em-
ployed in SENTIPOLC — the combination SENTI-
TUT (Bosco et al., 2013) and TWITA (Basile and
Nissim, 2013)). Each Tweet was annotated over
four dimensions: subjectivity/objectivity, positiv-
ity/negativity, irony/non-irony, and political/non-
political topic. SENTIPOLC dataset is made of a
collection of Tweet IDs, since the privacy policy of
Twitter does not allow to share the text of Tweets.
As a consequence we were able to retrieve by the
Twitter API the text of only a subset of the Tweets
included in the original SENTIPOLC dataset. In
particular, our training set included 3998 Tweets
(while the original dataset included 4513).



Our system Best of SENTIPOLC
subjective 0.866 0.828
Subjectivity objective 0.564 0.601
avg 0.715 0.714
positive 0.554 0.823
Polarity (POS) other 0.839 0.527
avg 0.697 0.675
negative 0.619 0.717
Polarity (NEG) other 0.741 0.641
avg 0.680 0.679
ironic 0.260 0.355
Irony non-ironic 0.916 0.796
avg 0.588 0.576

Table 1: Results of our system and best system of SENTIPOLC in the three Tasks subjectivity, polarity,
and irony. We show F-Measures scores for each class and the arithmetic average too.

4 The Model

We extract two kind of features from the Tweets:
domain dependent (Section 4.1 and 4.2) and do-
main independent which are the features proposed
in Barbieri et al. (2014). The domain dependent
group includes Word-Based and Synsets features
described in Section 4.1 and 4.2 often used in
text classifications and topic recognition tasks. On
the other hand, the domain independent features
are not strictly related to the topic of the message.
These features are five: Synonyms, Ambiguity,
Part Of Speech, Sentiments, Characters.

4.1 Word-Based

We designed this group of features to detect com-
mon word-patterns. With these features we are
able to capture common phrases used in certain
type of Tweet and grasp the common topics that
are more frequent in certain type of Tweet (pos-
itive/negative/ironic). We computed three word-
based features: lemma (lemmas of the Tweet), bi-
grams (combination of two lemmas in a sequence)
and skip one gram (combination of three lemmas
in a row, excluding the one in the middle).

4.2 Synsets

This group of features included features related to
WordNet Synsets. After removing stop words, we
disambiguated each word against Wordnet (UKB),
thus obtaining the most likely sense (Synset) asso-
ciated to the same word.

5 Experiments and Results

In this Section we show the performance of our
system with respect to the three Tasks of SEN-
TIPOLC 2014 (see Table 1). In order to compare
our system with the best ones of SENTIPOLC, be-
side using the same dataset, we adopted the same
experimental framework. Since each task was a bi-
nary decision (e.g. subjective vs objective), SEN-
TIPOLC organisers computed the arithmetic av-
erage of the F-measures of the two classes (e.g.
mean of F-Measures of subjective and objective).

We carried out a study of the features contri-
bution to the classification process performing six
classification experiments. In each experiment we
added to the baseline (domain dependent features)
one of the feature groups described in the previ-
ous Section. Thus we were able to measure the
effect that the addition of the features has on the
F-measure.

In Section 5.4 we present an experiment useful
to check if our classification features are effective
across different domains.

5.1 Task 1: Subjectivity Classification

SENTIPOL 2014 Task 1 was as follows: given a
message, decide whether the message is subjective
or objective.

As we can see in Table 1, in the subjectivity
Task our system scored a very similar F-Measure
score to the best of SENTIPOLC (0.715 vs 0.714).
However, the two systems behave in different
ways: our system scored less in the detection of
the objective class (0.564 vs 0.601), but it is more
accurate in subjective detection (0.866 vs 0.828).
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Subjectivity | Polarity (pos) | Polarity (neg) Irony
class 1 0.842 0.507 0.509 0.2

BL class 2 0.335 0.829 0.720 0.913

avg 0.589 0.668 0.6145 0.5565

class 1 0.843 0.515 0.529 0.196

. class 2 0.327 0.833 0.716 0914

BL + Ambig. ave 0.585 0.674 0.623 0.555
improvement -0.004 0.006 0.008 -0.002

class 1 0.835 0.514 0.520 0.239

BL + Synset class 2 0.542 0.82 0.716 0.903
avg 0.689 0.667 0.618 0.571

improvement 0.1 -0.001 0.004 0.015

class 1 0.847 0.522 0.578 0.192

. class 2 0.520 0.833 0.731 0911

BL + Senti. ave 0.684 0.678 0.655 0.552
improvement 0.095 0.010 0.040 -0.005

class 1 0.847 0.513 0.542 0.192

class 2 0.447 0.831 0.717 0.911

BL +POS ave 0.647 0.672 0.630 0.552
improvement 0.059 0.004 0.015 -0.005

class 1 0.843 0.506 0.515 0.195

BL + Syno. class 2 0.322 0.828 0.718 0913
avg 0.583 0.667 0.617 0.554
improvement -0.006 -0.001 0.002 -0.0025

class 1 0.832 0.532 0.559 0.212

class 2 0.463 0.834 0.722 0.914

BL + Char. ave 0.648 0.683 0.641 0.563
improvement 0.059 0.015 0.026 0.007

Table 2: Features Analysis of our system. We add to the baseline (BL) one feature group of our domain
independent model per time. We do it for all the four SENTIPOLC Tasks (Subj, Pol(pos), Pol(neg)
and irony). In each task, class 1 and 2 are respectively: subjective/objective, positive/non-positive,

negative/non-negative and ironic/non-ironic.

In Table 2 we can examine the F-Measure im-
provement of each feature group. We can note that
the greatest improvement is given by Synset and
Sentiment features (adding respectively 0.1 and
0.95 points to the baseline); POS and Characters
produce an increasing of 0.059, hence can be con-
sidered rich features as well. The groups Ambigu-
ity and Synonym do not increase the accuracy of
the classification.

5.2 Task 2: Polarity Classification

SENTIPOL 2014 task 2 required given a message,
to decide whether the message is of positive, neg-
ative, neutral or mixed sentiment (i.e. conveying
both a positive and negative sentiment).

SENTIPOLC annotators tagged each Tweet with
four tags related to polarity: positive, negative,
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mixed polarity, unspecified. As in SENTIPOLC
we split up the Polarity classification in two sub-
classifications. The first one is the binary clas-
sification of positive and mixed-polarity Tweets
versus negative and unspecified ones. The sec-
ond one is focused on the recognition of negative
Tweets being the binary decision between negative
and mixed polarity versus positive and unspecified
tags.

In the positive classification, our system
reached a F-Measure of 0.697, while the F-
Measure of the best SENTIPOLC system was
0.675 (see Table 1). As previously, the systems
behaved differently: ours lacked in detection of
the Positive + Mixed-polarity class but it was able
to achieve a good F1 in the negative + unspeci-
fied class. In the negative classification we out-



Subjectivity \ Polarity \ Irony
monti syn (no, non, neanche) governo
syn (no, non, neanche) grazie passera
governo monti politico
syn (avere, costituire, rimanere) grillo bersani_non
syn (essere, fare, mettere) governo monti
mi piacere se_governo
paese syn (avere, costituire, rimanere) grillo
prince syn (essere, fare, mettere) bersani
essere_dire paese capello
of _Persia syn (migliaio, mille) cavallo

Table 3: For each test set topic the Ten Word-based and Synset features with higher information gain
are shown. The domain independent words are in bold. “Syn(wordl, word2)” is the synset associated to

word]1 and word?2.

performed the SENTIPOLC system with a score
of 0.680 (versus a 0.675). Again, the best SEN-
TIPOLC system got a better score in negative +
mixed-polarity and ours reached a better F1 in pos-
itive + unspecified.

In the feature analysis (Table 2) we can see
that the most important groups of features for the
negative classification were Sentiments (giving an
improvement of 0.040 points), Characters (0.026)
and POS (0.015). On the other hand, in the Pos-
itive classification, the word-base features seem
to be the most important suggesting that word-
patterns were very relevant for this task.

5.3 Task 3: Irony Detection

SENTIPOL 2014 Task 1 asked given a message,
to decide whether the message was ironic or not.
Our system scored a F1 of 0.059 (0.26 in the irony
class, and 0.916 in non-irony) while best SEN-
TIPOLC system a F1 of 0.5759 (0.3554 in the
irony class and 0.7963 in non-irony). In this Task
the use of the words and domain dependent fea-
tures is very relevant. None of the other domain
independent features increase the F1. The only
feature that gives a F1 increase is Synset, which
can be considered domain dependent. With the
help of Table 3 we can note that the ten most im-
portant textual features in the irony task are related
to a specific topic, and 4 out of 10 words are names
of politicians (Passera, Bersani, Monti, Grillo) and
the 4 are related to politics (with words like “pol-
itics” or “government”). Of course a name of a
Politician can not be a good feature for irony de-
tection in general.

5.4 Cross-Domain Experiments

In this section we show the results of the cross-
domain experiments. We trained our classifier
with the Tweets of one topic (politics related
Tweets) and tested the same classifier with the
Tweets related to the other topic (non-politics
related Tweets). In this way, we can exam-
ine whether the model is robust with respect to
domain-switches. We were able to run these
experiments as SENTIPOLC Tweets provided a
topic flag that points out if a Tweet is political
or not. We obtained two different systems divid-
ing our features in two groups: domain dependent
(word-based and synset group) and domain inde-
pendent (Sentiment, Synonyms, Character, Ambi-
guity). We run the cross-domain experiments over
the Subjectivity and Polarity datasets with these
two systems, and also with our model (“all”’). Un-
fortunately, we were not able to run cross-domain
experiments on irony as there were not enough
data to effectively train a classifier (e.g. non-
political ironic Tweets were only 39 in the test set).

We can see in Table 4 that in the cross-domain
experiments domain independent features are five
out of six times outperforming the domain de-
pendent system. Moreover an interesting result
is that in five out of six combinations the do-
main independent system outperforms the respec-
tive “all” features system, suggesting that when
the domain changes, domain dependent features
introduce noise.

6 Discussion

Our system outperformed the best SENTIPOLC
systems in all the tasks. However, as showed in

45



political / non-political | non-political / political
dom. dependent 0.734 0.672
Subjectivity dom. indepentent 0.767 0.746
all 0.747 0.689
dom. dependent 0.555 0.631
Polarity (POS) | dom. indepentent 0.443 0.736
all 0.583 0.728
dom. dependent 0.614 0.554
Polarity (NEG) | dom. indepentent 0.671 0.624
all 0.663 0.567

Table 4: Cross-domain experiments, where “political / non-political” means training in politics dataset
and testing in non-political dataset, “non-political / political” vice-versa. For these two domain com-
binations we report the results of three models: “domain dependent” (word-based + synset), “domain
independent” (Sentiment, Synonyms, Character, Ambiguity), and the model “all” with all the features of

our model.

the previous section, not all of our features are ef-
fective for the SENTIPOLC Tasks. Specifically, in
Polarity and Irony Tasks the features with biggest
impact on the classification accuracy resulted to
be the domain dependent ones. We can identify
two possible explanations. The first one is that for
these Tasks is very important to model pattern that
are representative of the different classes (for ex-
ample common phrases used in negative Tweets to
detect this class). The second hypothesis is that
word-based features, that are often used to model
a domain, worked well because training and test
set of the dataset shared the same topics. Hence,
word-based features worked well because there
was a topic bias. For example, in the case of the
Polarity Task, a word-based system could detect
that often the name of a certain politician is present
in the negative Tweets, then using this name as fea-
ture to model negative Tweets. With cross-domain
experiments we confirmed the second hypothesis,
showing that word-based features are not robust
when the topic of training and test set are different.
On the other hand domain independent features do
not decrease their performance when training and
test do not share the same topics.

However, in the SENTIPOLC task domain de-
pendent features were relevant, and detecting the
topic of a specific class was important. We show
(Table 3) that the ten best word-based features are
often related to a specific topic (politics in this par-
ticular case, see Table 3) rather than to typical ex-
pression (e.g. “worst”, “don’t like” to mean some-
thing negative), meaning that our word-based fea-
tures modelled a specific domain. For example,
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using words like “Monti” and “Grillo” who are
two Italian politicians is important to detect nega-
tive Tweets. These features may be in some cases
important but they narrow the use of the system to
the domain of the training set (and eventually to
Tweets generated in the same time-frame).

In the light of these results, we suggest that if
a Sentiment Analysis system has to recognise po-
larity cross-domain should avoid word-based fea-
tures and focus more on features that are not in-
fluenced by the content. On the other hand, if the
a Sentiment Analysis system is used in a specific
domain, words may have an important role to play.

7 Conclusions

We presented a model for the automatic classifi-
cation of subjectivity, polarity and recognition of
irony in Twitter that outperform the best systems
of SENTIPOLC, a shared Task of the EVALITA.
Our model included two type of features: domain
dependent and domain independent features. We
showed with cross-domain experiments that the
use of domain dependent feature may constrain a
system to work only on a specific domain, while
using domain independent features achieved do-
main independence and a greater robustness when
the topic of the Tweet changes.

We are planning to combine the model used in
this paper with new distributional semantics based
approaches such Basile and Novielli (2014), and
to explore new classification techniques like cas-
cade classifiers to combine different classes (e.g.
detecting if the Tweet is subjective before decid-
ing if it is ironic, as irony implies subjectivity).
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Abstract

Transducers namely transducer cascades are
used in several NLP-applications such as Ara-
bic named entity recognition (ANER). To ex-
periment and evaluate an ANER process, a
weight coverage corpus is necessary. In this pa-
per, we propose an ANER method based on
transducer cascade. The proposed transducer
cascade is generated with the CasSys tool inte-
grated in Unitex linguistic platform. The exper-
imentation of our method is done on a Wikipe-
dia corpus. The Wikipedia text format is ob-
tained with Kiwix tool. The experiment results
are satisfactory based on calculated measures.

Keywords: Cascade of transducers, Wikipe-
dia, Arabic named entities, Unitex, CasSys

Introduction

Transducers can play an important role in the In-
formation Extraction (IE) namely in the Named
Entity Recognition (NER). At the same time,
transducers can extract and classify the Arabic
Named Entity (ANE). Generally, the use of trans-
ducers is realized in well defined succession that
is called cascade (Friburger and Maurel, 2004).

In fact, the identification of necessary transduc-
ers is not an easy task because several linguistic
phenomenacan interact (Shaalan, 2014; Ben Mes-
mia and al, 2015).

The free resource Wikipedia is an important in-
formation source. Indeed, several text processing
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applications based on transducer cascade can ben-
efit from Wikipedia articles. Therefore, names of
people, which are part of proper nouns, appear fre-
quently in the Arabic Wikipedia. More efforts by
NLP-researchers are concentrated on this type.
Person names are considered as the most chal-
lenging task for Arabic.

In this context, our objective is to propose, us-
ing the rule-based approach, a transducer cascade
for the recognition of personality’s names. In this
approach, we benefit from the robustness of trans-
ducers and exploit the free resource, Wikipedia.
The recognition requires the identification of dic-
tionaries, a list of trigger words and extraction
rules allowing the development of a set of trans-
ducers acting on the corpus with a certain logic.

The present paper is composed of six sections.
The second section presents previous work de-
scribing the developed systems for the recogniz-
ing of the personality names. The third section is
dedicated to describing the categorization of per-
son’s names. The fourth section devoted to detail
the proposed method that is implemented by using
CasSys system. The experiment is presented and
evaluated in section five. Finally, we give a con-
clusion and some perspectives.

Previous Work

There are several work treating the ANER based
on several approaches among which we cite the
work of (Shaalan and Raza, 2007). In this work,
the authors proposed an ANER system based on
the rule-based approach. This system called

Proceedings of Recent Advances in Natural Language Processing, pages 4854,
Hissar, Bulgaria, Sep 7-9 2015.



PERA is composed of three components: gazet-
teers, local grammars and a filtration mechanism.
PERA is applied to the ACE and ATB datasets.

In (Mesfar, 2007), the author developed a sys-
tem identifying ANE of many types such as per-
son names. This system consists of a tokenizer, a
morphological analyzer and a NE finder. The sys-
tem is evaluated by using the of news corpus ex-
tracted from le journal “Le monde diplomatique”.

In (Elsebai et al, 2009), the authors proposed a
rule-based system that integrates pattern matching
with morphological analysis to extract Arabic per-
son names. This system is evaluated by using
news articles extracted from Aljazeera website.

In (Fehri and al., 2011), authors developed a
rule-based system to recognize ANE for sport’s
domain such as place names and player’s names.
This system is composed of a set of dictionaries,
syntactic patterns and transducers implemented
with the linguistic platform NooJ.

In (Aboaoga and Aziz, 2013), the authors intro-
duced a rule-based system that extracts Arabic
person names. The system is composed of three
steps: the preprocessing (tokenization, data clean-
ing and sentence splitting), the automatic ANE
tagging and the application of rules to the Arabic
texts in order to extract ANEs that do not exist in
the built dictionaries. The domains covered by this
system are sports, politics and economics.

In (Elsebai, 2008), the author developed a sys-
tem adopting statistical approach for ANER. This
system allows the recognition of Arabic proper
names using heuristics. Heuristics based on a set
of key-words rather than complex grammars and
statistical techniques. The system is evaluated by
using news articles extracted from the Aljazeera
television website.

In (Shaalan and Oudah, 2014), the authors pro-
posed a system based on hybrid approach. This
system, which is capable of recognizing 11 types
of Arabic named entities such as person names, is
applied to ANERcorp standard dataset. According
the study made by Shaalan (2014), systems which
are developed for the ANER, are essentially based
on restraint domains.

Namely in the NER, the use of transducer cas-
cade is very frequent. A cascade is defined as a
succession of transducers applied to text in a spe-
cific order to convert or extract patterns. Each
transducer of the cascade uses the results of the
previous transducer (Maurel and al., 2009).

L http://www. kiwix.org/wiki/Main_Page/fr
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Several systems based on cascades were devel-
oped in NLP that touch essentially the following
domains: parsing, information extraction and
translation. Among the systems constracted for
the IE task, we cite the following work.

In EU project FACILE, (Ciravegna and Lavelli,
1999) implemented a module based on three
transducers cascades. These cascades contain
transducers representing respectively empirical,
regular and default rules.

CaskN, the system developed by (Maurel and
al., 2011) uses lexical resources and transducers
acting together on texts by insertions, deletions or
substitutions.

For Arabic, (Ben Mesmia and al, 2015) devel-
oped a transducer cascade allowing the recogni-
tion of ANE more precisely the dates. This cas-
cade is generated by the CasSys that is module
available under the Unitex platform.

Typology of Arabic Person’s Names

The Arabic names may have variations related to
origin of country, religion, culture, level of for-
mality and even personal preference. In this sec-
tion, we present firstly our study corpus. Sec-
ondly, we give the categorization of person
names. We explain also phenomena that are re-
lated to their recognition.

3.1 Corpus of Study

The corpus of study was collected from Arabic
Wikipedia through Arabic kiwix! tool. It regroups
a number of texts from 19 Arabic countries and
contains text files for a cumulative 79 659 tokens.
This corpus allows us to identify the forms that
will be transformed into extraction rules and
transformed later in transducers.

3.2 Categorization of Person’s Names

In general, an Arabic name can contain five parts,
which follow no particular order: the ism, kunya,
nasab, lagab, and nisba (Shaalan, 2014).

The ism is the first name. These are the names
given to children at their birth. Male isms are such
names as “'bd allah?/ Abdullah”, “*aadl / Adel”,
“Hsyn / Hussein”. Men’s isms are sometimes pre-
ceded by one of the attributes of Allah such as
“’aaHmd / Ahmed”, “mHmwd / Mahmoud” but
this practice is declining, especially in areas influ-
enced by Western practices, such as Lebanon,

2 Transliteration system : Al-Qalam :
http://www.cs.bu.edu/ftp/amass/Arabic/qalam.txt



Morocco, and other North African countries. Fe-
male isms include “‘aa’sht / Ayisha” and “smyrt /
Samira”. The “t” sound is a feminine ending.

The kunya is an honorific name. It is not part of
a person’s formal name. The kunya is used as an
informal form of address and respect, much as we
use “aunt” and “uncle”. It indicates that the man
or woman is the father or mother of a particular
person, the birth of a child being considered
praiseworthy and deserving of recognition. For
example, “’aam kithwm / Oum Kultthum” means
“mother of Kulthum”, and ““’aabw kithwm | Abu
kulthum” means “father of Kulthum”.

The nasab is the patronymic and starts with “bn
/bin” or “aabn/ ibn”, which means “son of”, or
“bnt / bint”, which means “daughter of”. It
acknowledges the father of the child. The nasab
often follows the ism, so that you have, for exam-
ple, “fHd bn "bd aal’zyz / Fahad ibn Abdul Aziz”,
which means “Fahad, son of Abdul Aziz”. A
daughter would be “mrym bnt “bd alla’zyz / Mar-
yam bint Abdul Aziz”. If someone wishes to
acknowledge the grandfather and great-grandfa-
ther as well, these names may be added. So one
could have “khaald bn fyS1bn ‘bd aal'zyz / Khalid
ibn Faisal ibn Abdul Aziz”. The use of bin and ibn
varies greatly.

The lagab is defined as an epithet, usually a re-
ligious or descriptive one. For example, “aalrshyd
/ Al-Rashid” means “the rightly guided” and
“aalfZl / Al-fadl” means “the prominent”.

The nisba is similar to what people in the West
call the surname. Again, the use of this term varies
in Egypt and Lebanon, such as nisba is not used at
all. Instead, lagab incorporates its meaning. The
nisba is often used as the last name, although its
use has decreased in some areas.

3.3 Difficulties of Extraction

In Arabic, several causes make the NER difficult.
In the following, we mention some of them.
Absence of capitalization. In Arabic, capitaliza-
tion does not exist.

Nature of proper nouns. Proper noun can belong
to the adjective category or to the temporal ex-
pression. For example, “jmyla” can be a girl name
or an adjective and “jm’t” can be a day (Friday) or
a boy name.

Agglutination. An Arabic word can be a whole
sentence. In fact, several particles can be attached
to aroot such as prepositions. For example, 4l
means in English for writing it

Typographic variants. The drop of Hamza sign.
For example, the proper name “Aahmd” can be
written with or without the Hamza sign.
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Nested ANE. To find the limit of ANE is not easy.
A personality name can be a part of an event NE.
For example, “frHaat Hshaad” is a personality
name which it a part of the event “laastshhaad
aalmnaaDl frHaat Hshaad”. This event is also a
part in “Dhkrae stt w styn laastshhaad aalmnaaDlI
frHaat Hshaad”.

3.4 Relationship between
Names with other ANE

The relationship between ANE can be binary (in-

volving two entities) or more complex to be an

imbrication of ANE. The ANE describing events

and place names can have a compositional rela-

tionship with ANE of the type names of personal-

ity. In (1) and (2), “aalTyb aalmhyry / Al-Taieb

al-Mhiri” and “mHmd aalkhaams / Mohamed Al-

Khames” are two names of personality integrated

in two ANE of the type name places preceded re-
spectively by “ml’b” and “shaar™.

Olia; (5 el cudall Cale (1)

ml*b aalTyb aalmhyry b Sfaaqgs

olall deaa g LS (2)

Shaar” mHmd aalkhaams

The organization name can contain famous

name of personality such as in (3), “aal nwd” is a

first name of a princess.

Personality’s

Al o giall dssa (3)

M’wsst aal ' nwd aalkhyryt

Arabic names of personalities can appear also

in Events such as in (4), “mraasm tnSyb” are the

two trigger words recognizing this type and the
rest of the entity is the name of personality.

g d el e Gp A e ) Cunali sl e (4)

mraasm tnSyb aalmlk "bd alllh bn "bd aal zyz

aal s'wd

Proposed Method Recognizing Per-
sonality Names

The proposed method is based on three steps: the
construction of necessary dictionaries, the identi-
fication of extraction rules to recognize ANE and
the establishment of the corresponding transduc-
ers. In the following, we detail these steps.

4.1 Construction of Dictionaries

For our method, we construct two dictionaries
with several features. One contains the first
names. The second dictionary contains the last
names. Therefore, these dictionaries treat differ-
ent variations of Arabic person’s names



4.2 ldentification of Extraction Rules

According to our study, we identify 14 extractions
rules. Each rule describes an alternative form of
personality name. These extraction rules are de-
tected through trigger words. We identified 180
trigger words that are classified in eight classes.
They are distributed as in Table 1.

Class names Number of trigger
words

Artistic function 47
Civilities 21
Military function 7
Nobiliare function 22
Political function 27
Profession 14
Religious 17
Sportive function 25

Table 1. Distribution of the trigger words by
class

In the following, we give trigger word grammar
for the identified classes.
Trigger Word - Artistic function | Civilities |
Military function | Nobiliare function | Political
function | Profession | Religious | Sportive func-
tion
Artistic function 2 aalma’lf | aalmw’lft |
aalmbd’| aalmbd’t | aalkthb | aalktbt | ...
Civility 2 aalsydt | aalsyd | aalaa’nst | ...
Military function -2 aaljysh | aalraaae’d |
aalz’ym | aalmgdm | aal’qyd | ...
Nobiliare function =2 aalaa’myr | aalaa’myrt |
aalslTan | aalslTant | ...
Political function =2 rae’ys aalimhwryt | aalwzyr
| wzyr aaldwlt | rae’ys aaldwlt | ...
Profession =2 aalm’lm | aalmdyr | aalaa’staadh |
aalm’lmt | ...
Religious 2 aalaa’'maam | aalmw’dhn | ...
Sportive function 2 aallaa’b | aallaa’bt | ...

Concerning the established extraction rules, we
propose a classification based on three classes.
The first class contains recognition paths depend-
ing on trigger words; the second class describes
the recognition of independent paths. The third
class concerns rules that appear in exceptional
cases encountered during the study. Table 2 shows
an example of extraction rules.

Extraction rules
<Trigger Word> < first name>* <last name>
(< first name> ben <first name>)* <last name>
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(< first name> ben <first name>)* <Nisha>
<Trigger Word> <last name>
<Trigger Word> < Country name> <first
name>
< first name> <Kunya> (ben <first name>)*
Table 2. A set of extraction rules extracted from
the study corpus

4.3 Establishment of Transducers

The extraction rules are translated in transducers.
Each transducer regroups similar forms. Most of
them are based on trigger words, which facilitate
the recognition process. Even the trigger words
are grouped into sub-transducers because they
will be called by other graphs.

{| FitsthlameL ast ame

{Fustionsony |

(Gt

NasahANDLastHame

Figure 1. A transducer that call sub-transducers

using the trigger words
Figure 1 shows the implementation of many ex-
traction rules, which use triggers words, allowing
the personality’s names recognition. The sub-
graph entitled “NasabANDNisba” describes the
path allowing the recognition of an Nsab followed
by a Nisba. This sub-graph is described in the fol-
lowing figure.

—— (]

,-NameOfFPerson}

(]
{

Figure 2. The path allowing the recognition of a
Nasab followed by a Nisba

In Figure 2, there is two sub-graphs, which are re-
spectively “Nasab” and “Nisba”. These subs-
graphs are surrounded by two-box containing the
annotation that will appear in the corpus on which
the transducer will be passed. The graphs “Nasab”
and “Nisba” are presented in Figure 4 and 5.



<MpHHumHirsth ame>
“Hp+HHume

.. FirstMame}

in
Ay

5%”%

Figure 4. Transducer recognizing the Nasab

O——{awor (I

. Misba} {

Figure 5. Transducer recognizing the Nisba

The sub-graph “Nasab” can also be called in
another transducer that recognize a new form of
appearance of personality’s name.

O~ (e ] ———|—

,.LastName},.NameOfPerson} {{

Figure 6. Transducer recognizing the Nasab fol-
lowed by a last name

Figure 6 shows that the Nasab can be followed by

a last name.

Fitsth ameLastN ame
FistNameCnly
LagtlameOnly

,-WobiliareFunction}

<Nptpay>
<Nyl

Figure 7. Transducer recognizing exceptional
cases
In Figure 7, the transducer treat exceptional cases
in the corpus of study. Knowing that those cases
are dependent on trigger words.

4.4 Construction of Transducer Cascade

The constructed transducer cascade is based on
the following principle: the passage of the main
transducers is done in a specific order; labels in
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output files would enrich the recognized ANE
with markup defined into the transducers.

Experimentation and Evaluation

As discussed, our prototype is based on the trans-
ducer cascade that we have proposed. The general
architecture prototype is illustrated in Figure 8.

I (s

KIvIX

Corpus of Study

Dictionaries l

Extraction
Rules

il

Figure 8. System architecture

Figure 8 shows the system architecture, which de-
scribes the steps of our proposed method for the
recognition of Arabic personality names. The
transducer cascade is applied on the test corpus.
The collection of the test corpus is made in the
same way as the study corpus presented in Section
3.1. It regroups a number of texts from 19 Arabic
countries and contains text files for a cumulative
454 959 tokens.

As an output, we get an annotated corpus. Fig-
ure 9 illustrates an Arabic personality name that
contains a trigger word. This entity will be anno-
tated as follow: this entity contain a nobiliare trig-
ger word, a Nasab; two first name related by the
word “ben” and a Nisba.

{NobiliareFunction., .91}
{\FirstName.\,\jlkle }\}
{\FirstName.\,\ioie!l dLuc ;o

. {NameOfPerson., {\Nisba,\.Nos=w JT }\

Figure 9. Annotation of an Arabic personality's
name
In addition to our dictionaries, we use the dic-
tionary of proper names elaborated by (Doumi et
al., 2013) available under Unitex platform. Table
3 shows the coverage of dictionaries exploited in
our recognition process.



Dictionary Coverage
Proper names 8 353

First names 1152

Last names 895

Table 3. Coverage of dictionaries

Y

Disaoled Name
(GraphsWithTriggerWords.fst2
FirstlameLastame.fst2
NasabANDNisha fat2
NasabANDLastliame.fst2
ExceptionalCases fst?
NasabANDFirstname.fst2
Figure 10. Transducer cascade recognizing
names of personalities
Figure 10 shows the form of this cascade. The cas-
cade call the six transducers with certain logic. It
is generated through the CasSys tool that is inte-
grated in Unitex the free linguistic platform.
Moreover, the choice of passing the transducers is
not random. First, the cascade must recognize per-
sonality’s names having trigger words to add cer-
tain certitude (transducer 2). Then, we move to the
recognition of personality names which contains
first name and last name with one occurrence of
the first name (transducer 2) and the recognition
of Nasab followed by Nisba (transducer 3) or Last
name (transducer 4). Afterward, exceptional cases
must be recognized (transducer 5). Finally, we
finish the recognition process by the recognition
Nasab followed by a first name when the word
“ben” is omitted (transducer number 6).

Every graph adds annotations to the text using
the mode "Merge". This mode provides, as outpult,
a recognized NE surrounded by a tag defined in
defined in the boxes output in the transducer.

Merge | Replace

o | e s R |
L o o |
=I|EE|E|EIX]
L o o |

F-measure
0.95

Precision
0.94

Recall
0.98

Table 4. Table summarizing the measure values

We manually evaluated the quality of our work
on the Wikipedia corpus. This evaluation is per-
formed by evaluation metrics that are the preci-
sion, recall and F-measure. These measures are il-
lustrated in Table 4.

The precision is the number of correct ANE for
personality names recognized on the total of rec-
ognized ANE for personality names. Applying
this formula, we get the value 0.94.

The recall is the total correct ANE for person-
ality names recognized on the total ANE for per-
sonality names. Applying the formula, we get the
value 0.98.
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The F-measure is a combination of Precision
and Recall for penalizing the large inequalities be-
tween these two measures. It is 2*P*R/(P+R). Ap-
plying this formula, we get the value 0.95. There-
fore, we find that the results for the proposed
method are motivating.

Our (Shaalan | (Elsebai
system | and Raza, | andal,,
2007) 2009)
Precision 94 % 85 % 93 %
Recall 98 % 89 % 86 %
F-measure | 95 % 87.5% 89 %

Table 5. Evaluation between Systems recogniz-
ing the type name of person

Table 5 shows an evaluation between our system
and those developed by (Shaalan and Raza, 2007)
and (Elsebai and al., 2009). We can remark that
the results obtained by our system are efficient
measures as those of the other two systems.

Conclusion and Perspectives

In this paper, we presented a method for recogniz-
ing ANE based on transducer cascade. We estab-
lished a set of dictionaries, a list of extraction rules
depending essentially on trigger words and a set
of transducers allowing the recognition of several
ANE categories. We gave also an experimentation
on Wikipedia test corpus fitted with kiwix tool.
The obtained results are satisfactory because the
calculated measure values are encouraged.

As perspectives, we will improve our diction-
aries by adding other features. Then, we will ex-
periment the generated cascade on other types of
ENA having relationship with personality’s name.
Finally, we are going to take advantage of our an-
notated corpus to develop an enrichment process
to establish links to free resources such as Wik-
ipedia and Geonames and to disambiguate them if
needed.
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Abstract

This paper presents a Constraint Grammar-
based pedagogical proofing tool for Danish.
The system recognizes not only spelling
errors, but also grammatical errors in
otherwise correctly spelled words, and
categorizes errors for WORD-integrated
pedagogical comments. Possible spelling
corrections are prioritized from context, and
grammatical corrections generated by a
morphological module. The system uses both
phonetic similarity measures and traditional
Levenshtein-distances, and has a special focus
on compounding/splitting errors common in
modern Danish. As a classical spell-checker
DanProof achieves F-Scores over 95, and
F=88 if compounding correction is included.
With the maximal set of error types, 2/3 of all
errors are found in school essays, and
precision is 91.7%.

1 Introduction

Spell- and grammar-checking is not a new task,
and is integrated in many standard text editors
for the major languages. However, smaller
languages are not so well covered, and the
technology is very much inspired by what works
for English where simple list checking will
identify non-words, and correction suggestions
can be found with the editing distance measure
using the same list. However, the task is more
difficult for morphologically rich languages,
where word formation is too productive to allow
lists with good coverage. A special problem for
Danish is compounding, and standard, English-
style spell checkers tempt users to (wrongly)
split compounds into their parts just to satisfy
their spell-checker. This phenomenon can now
lead to a general tendency towards compounding
errors in especially informal writing in Danish.
Two other problems also deserve special
attention: First, many errors are grammatical in
nature rather than misspellings, and will lead to
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words that do exist in the spelling lexicon, an
example being the confusion of finite and non-
finite verb endings in Danish (kebe - kober),
which is considered a stigmatizing marker of
low-level education. Detecting this error is only
possible with context and true sentence analysis.
Second, depending on the user group, it is not
enough to come up with a loose list of similar
words as correction suggestions - only good
spellers will immediately see what the correct
form is. Bad spellers need a well-prioritized list,
or - if possible - just one suggestion, which is
also desirable for tasks in automatic tool pipes,
such as pre- and postprocessing of machine
translation (Stymne & Ahrenberg 2010) or as an
OCR module. To achieve such prioritization,
simple editing distance is not enough. Rather,
other factors, like phonetic similarity, compound-
part similarity, frequency and not least context
analysis, must be considered.

While initiatives like hunspell and the use of
finite state transducers (Pirinen & Lindén 2014;
Antonsen 2014), have addressed the variability
of morphologically rich languages, the use of
full-scale grammatical and sentence analysis is
rare. For the Scandinavian languages, the
Constraint Grammar (CG) approach (Karlsson et
al. 1995) has been used for this task (Arppe
2000; Birn 2000; Carlberger et al. 2004 for
Swedish; Hagen et al. 2001 for Norwegian), and
working systems are distributed by the Finnish
company Lingsoft Oy (www.lingsoft.fi). For
Danish, a CG-based spell- and grammar-checker
for developed with a special focus on dyslexics
(Bick 2006), and it is this system, that is the
point of departure for our current work. In the
following we will show how our own approach
makes use of morphological and syntactic
analysis for both the task of detecting errors and
the task of weighting correction suggestions.
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2  System description

DanProof can be used as (a) a command-line tool
for corpus work, research or automatic spell-
checking of e.g. texts for machine translation, or
(b) an end user application with Word-integration
and pedagogical comments. The linguistic core
consists of four modules, (1) word based spell
checking and similarity = matching, (2)
morphological analysis of words, compounding
and correction suggestions, (3) syntax-based
disambiguation of all possible readings, and (4)
context-based mapping of error types and
correction suggestions. In the current version,
levels (3) and (4) are actually run several times,
first safe error mapping followed by loose
morphological disambiguation, then full error
mapping followed by strict morphosyntactic
disambiguation, and finally a last round of error
mapping exploiting syntactic function tags and
(implicit) dependencies. Gender or number
agreement errors between determiners, adjectives
and nouns in an np are a good example for why
this is useful: If no error mapping is performed
before disambiguation, the latter may have
removed an agreement-conflicting noun reading
in favor of a verb reading already once the rule is
run. On the other hand, disambiguated context
may be necessary to decide which word, out of a
string of conflicting words, should be tagged as
wrong. Finally, long distance agreement, as
between subject and subject complement, can
only be safely resolved once syntactic relations
are established.

2.1 Classical spell-checking and similarity

matching

After tokenization, this is the first module of our
pipe and represents a classical spell-checker. The
error finder appends weighted lists of correction
suggestions to tokens that either figure in a
manually compiled error substitution list (5,800
entries), or that cannot be verified in the fullform
lexicon (1,100,000 word forms). The
substitution list allows both single- and multi-
word forms, as well as variable word parts, and
provides ready-made, similarity/likelihood-
weighted corrections. To find correction matches
from the fullform database, a special matching
algorithm was developed, using partial-match
databases rather than the full list (which would
mean a prohibitive time consumption). The
process is then repeated with a phonetically
trans-scribed version of the database. Common
permutations, gemination and mute letters are
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taken into account, and in a novel approach,
consonant and vowel "phoneme skeletons" are
matched (e.g. 'straden' — stdn/de). Next, the
Comparator computes grapheme (w=written),
phoneme (s=spoken) and frequency (f) weights
for each correction candidate, using, among other
criteria, word-length normalized Levenshtein
distances. The different weights are combined
into a single similarity value (with 40% below
maximum as a cut-off for the correction list), but
a marking is retained individually for the highest
graphical, phonetic and frequency match value.

2.2 Tagger/parser-based word ranking

It is a core feature of our methodology that the
ordinary rule body of a CG parser is used to
choose the contextually most acceptable word
from a list of correction suggestions. Thus, the
best correction candidates are submitted to
morphological analysis on par with the original
word form, an the result used as input for the
tagging stage' of the DanGram parser’ (Bick
2001), whose about 6,000 rules, with their
implicit contextual and semantic knowledge, will
hopefully sort out the added ambiguity and
single out the correct suggestion®’. Too much
ambiguity, however, can overwhelm the system,
and with multiple errors in the same sentence,
contexts become as ambiguous as the to-be-
disambiguated word itself and may prevent the
CG rules from working properly. Therefore, only
the top-ranking correction suggestions are used
and the most heuristic (= least safe) rules are
excluded at this stage. For DanProof, we also
added disambiguation rules specifically targeting
spell-checker-suggested forms, and to be run
before DanGram proper.

Unlike the original version of the spell-checker
(called OrdRet, www.ordret.com), we are
targeting not dyslexics' text, but ordinary text, or
even pre-spellchecked text, with a lower error
ratio, and expect edit distances between error and
correction to be lower than for dyslexics.

! This stage disambiguates part of speech and
morphology, but uses syntax only implicitly, avoiding
the stricter disambiguation forced by the subsequent
function-assigning syntax module.

2 A public version of the tagger is accessible for
teaching and research through SDU's VISL project
[visl.sdu.dk/visl/da/parsing/automatic/]

3 In the correction menu shown to the user, this will
then be the number-one suggestion. The other
readings will be "resurrected" and appended in the
order of their original spellchecker ratings.



Therefore, we were able to use stricter similarity
thresholds, resulting in shorter suggestion lists,
less ambiguity for the tagger, and more cases
with the correct suggestion as first alternative.
Fig. 1 illustrates the interplay between the core
spell-checker module, DanGram's morphological
analysis and disambiguation and the error
mapping CG module. Simplified output
examples for the individual modules are shown
in rectangular text boxes®.
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Fig. 1: System architecture

4 The literal translation of the Danish example
sentence is "In Danish media hears one often about
these UN initiatives." R:... -expressions contain
(ambiguous)  correction  suggestions. = V=verb,
INF=infinitive, AKT=active, PROP=name, N=noun,
P=plural, @vfin=finite verb, @comp=compound error

2.3 Morphological recognition

An important difference between our target data
and dyslectics texts is lexical variation and word
complexity. Thus, we found a much higher
percentage of long words and compounds, and
there was a higher risk of an "unknown" word in
fact being correct rather than an error. Therefore,
we extended the compound analysis module of
DanGram as well as its heuristic, endings-based
morphological word guesser. We also added a
confidence tag for "good compounds", based on
length and frequency of the compound parts. In
the current version, these alternative analyses
compete with possible error corrections and their
tags are used to make CG rules more cautious,
avoiding false positive classification of
compounds or rare technical terms as errors.

Finally, we also wished to accommodate
systematical errors made by immigrants or
foreign language learners in Denmark, in
particular endings errors due to category
confusions’ (e.g. noun gender, regular past tense
inflection) or special orthographic rules, such as
e-elision for inflected -el/er/en-words (‘ministere'
-> 'ministre', plural of 'minister'). We therefore
modified DanGram's analysis module to
recognize and mark this kind of error. Together
with the phonological and grapheme confusion
tables used by the word similarity module, these
cases cover many of the non-semantic L2
learner error types described by Hammarberg
and Grigonyté (2014) for Swedish®, though
obviously not code switching or compounding
loans. In order to effectively address the latter,
L1-specific rule modules or substitution lists
would have to be added.

2.4 Context-based error mapping

The next stage of the system is a dedicated error-
driven Constraint Grammar (ca. 1450 rules) that
maps grammatical errors on otherwise correctly
spelled words. While DanGram is basically
reductionist and removes (focuses) ambiguity,
the error-CG adds information. For instance, the
common Danish '-e/-er' verb-error (infinitive vs.

®> Unlike English, Danish has 2 grammatical genders
and two regular past tense endings, which do not
follow strict patterns, and have to be learned together
with the word.

® This study uses the ASU learner corpus. No
corresponding data exist for Danish, but since the two
languages are closely related, the inventory of error
types can be assumed to be the same or at least very
similar.



present tense, cf. example (b)) can often be
resolved by checking local and global left
context (infinitive marker, auxiliaries, subject
candidates). Likewise, gender and number errors
can be checked by noun phrase context
(examples a,d). Suggestions are mapped’ as @-
tags in the style of CG syntactic tags, e.g. @pl
(plural), @vfin (finite verb) or @utr (common
gender). In the examples below, rule conditions
are paraphrased in parentheses. DanProof's last

from these inflectional tags, and in Word's
graphical user interface, the tags are "translated"
into error types and expanded with explanations
and examples (see footnote® for translations).

(a) Det er ogsd disse menneske (@pl
<R:mennesker>) der mener (noun
phrase agreement: plural determiner)

25 procent af alle voksne danskere leve
(@vfin <R:lever>) i en kerne (@comp-)

familie. (subject candidate to the left,
absence of infinitive-triggering contexts
such as auxiliaries)’

Hun besggte barndoms (@comp-)
veninden. (indefinite singular noun in the
genitive, immediately preceding definite
noun)

Det var en stort (@utr <R:stor>)
oplevelse. (noun phrase agreement)

(b)

©

(d)

(e) Begeret var fuld (@sc-neu <R:fuldt>).
(long-distance agreement between subject

and subject complement)

®

Det har veert (@error <R:varet>). ('veret'
V wins over 'veert' N after auxiliary.

Hun gnsker ikke og (@:at) hjeelpe.
(infinitive to the right, infinitive-triggering
verb to the left)

9

Of course, not all errors are based on wrong
inflection. Thus, the rules also mark casing,
sentence separation, apostrophe and hyphenation

7 Possible multiple mappings will be sorted out by
subsequent contextual disambiguation rules.

8 (a) It is also these people that think ..., (b) 25
percent of all adult Danes live in a nucleus family, (c)
She visited [the/her] childhood friend, (d) It was a
great experience, (e) [The] cup was full, (f) It has
been ..., (g) She does not want to help

® In the real rule, there are 5 different negative
contexts, for safety, as well as wvarious other
conditions.
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errors, as well as word insertion and deletion,
and fusion/splitting errors (cf. @comp- in
example (b-c), all of which are not normally
treated - or not treated well - by commercial
spell-checkers.  Finally, individual = word
substitution rules are added in a contextual way,
where general, list based suggestions would have
been too risky. While OrdRet only used tags for
this (e.g. @:at in example (g)), we are also using
APPEND rules for the same purpose in
DanProof. APPEND rules are a relatively new
feature in CG, implemented in the CG-3
compiler (Bick & Didriksen 2015), and add
complete new reading lines after morphological
analysis. Thus, we can include new tags, such as
PoS and inflection, for the correction word and
allow the disambiguation rules to compare the
suggested form to the original one with regard to
context compatibility.

One problem with inflectional error mapping is
DanGram's disambiguation, which may well
discard correct forms for the sake of erroneous
ones if the context also contains erroneous forms.
Thus, it may not be possible to re-map a finite
verb as infinitive, because the same context that
would allow the error-CG to do this, may have
led DanGram to discard the verb-reading
altogether if the word form as such (or any of its
correction suggestions) was, say, a noun or
adjective. Therefore, the safest error-mapping
rules are run twice — both before and after
DanGram. As "before"-rules they may apply
while the necessary context is still in place,
avoiding disambiguation interference. Run again
as "after"-rules, the same rules may capture other
necessary contexts that have been made safe by
DanGram in the meantime, allowing the rules
find and mark further errors.

Finally, there is a second, syntactic run (5,000
rules) of DanGram and a third round of error-
mapping exploiting the syntactic tags, as does the
subject complement rule in example (e) - as
opposed to the "easier" noun phrase agreement
error (d).

2.5 Pedagogical comments on error types

A major difference between OrdRet and
DanProof, besides the target group adaptations,
is the fact that the latter makes use of its error
classification for pedagogical purposes. Each
error that is not just a simple spelling error
comes with a (short) definition and a (longer)
explanation, as well as examples and links to



external material such as on-line exercises and
text book excerpts. All in all, about 35 error
types are covered.

Error type
Definition
Explanation

@inf

infinitiv (navnemade)

Du har sandsynligvis tilfgjet et overfladigt
-t til en infinitiv, der dermed bliver til er
finit verbum. En vigtig regel er at et
verbum (udsagnsord) er en ubgjet infinitiv
(uden -r), hvis der til venstre stér 'at’ eller
vilwville, kan/kunne, skal/skulle, bar/burde.
Omvendt ...

De begynder at danser [danse]
'Han forstar engelsk' - 'Han kan
forsta engelsk'

En mulig gvelse er R-problemer -
verber, samt VISL's grammatikspil
Balloon Ride.

Examples

Links

Table 1: Pedagogical comment fields (see footnote"
for translations)

An added advantage from making error types
transparent to the user, rather than just marking
words as "wrong", is that the user can actively
switch certain error types on or off. For a good
speller with a good grasp of grammar, for
instance, a high proportion of grammatical error
markings will be false positive, while a lone
false positive may be a fair price for a bad speller
to pay for ridding himself of a dozen errors on
the same page. Having an on/off setting for
grammatical errors on a whole, or individual
ones, remedies this problem. Similarly, some
users employ uppercasing for emphasis, or prefer
English-inspired apostrophes for names, and if
this is a conscious decision, marking it only
antagonizes the user.

A known problem with Danish orthography is
that erstwhile errors often become allowed
forms, and may even become the only allowed
form, if sufficiently many people make the error.
On the other hand, many individuals stick to the
originally learned spelling over a life time.
Therefore, DanProof adds markers (<frequent>,
@green) for "wrong but widely used" forms,

10" Explanation: You have probably add a superfluous
-r to an infinitive, thereby turning it into a finite verb.
An important rule is that a verb is a non-inflected
infinitive (without -r), if the words 'to' or 'will/would’,
‘can/could’, 'shall/should’ can be found to the left.
Conversely, ..., Examples: The begin to dances
[dance]; He understands English - He can understand
English; Links: A possible exercise is R-problems -
verbs, and VISL's grammar game Balloon Ride
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making possible an on/off-switch for "strict"
spelling errors only.

2.6  The graphical user interface

DanProof has a graphical user interface
integrated into Microsoft Word, with side bar
fields for error-marked paragraphs and dynamic
comment fields. In the main text window,
optional colored underline marking can be
activated, mimicking Word's own "correct
spelling while writing" mode.

3 Evaluation

To evaluate the performance of DanProof, we
looked for texts that would have some errors but
not as many as dyslectics' texts, and not as few as
published texts. High school exam texts seemed
to be a good compromise and we decided to use
Danish high school exam essays by Greenlandic
speakers (Bxk et al. 2009). The essays (6632
words) were analyzed with DanProof and error
markings inspected and corrected manually. In a
second round of inspection false negatives were
added, i.e. errors the system hadn't found. The
texts did contain both ordinary spelling errors"
and grammatical errors, but also many confusion
spelling errors, i.e. errors where a word is
replaced by another (wrong) word, but with the
correct spelling (e.g. 'det' -> 'de'). We therefore
computed performance at four different levels:

All error markings

e Spell: Only spelling errors, excluding
grammatical  errors, but including
compounding errors  (fusion/splitting),
hyphen and case

Lex: Same as Spell, but not counting false
positives if the word is not listed in
Retskrivningsordbogen (e.g. 'fucked', 'adj")
and not counting false negatives if the
word does exist in Retskrivningsordbogen
(e.g. 'da' [dag], 'single' in compounding
errors)

Classic: Same as Lex, but words are
counted as error-marked, if DanProof
marked them as unknown, yet feasible
compounds

" This is not always the case nowadays because
students use Word's list-based spell checker while
writing, so students will change an un-accepted word
until it matches an existing word - leaving only
confusion  errors, compounding errors  and
grammatical errors.



Recall | Precision | F-score
All 65.1 91.7 76.1
Spell 86.8 90.8 88.6
Lex 93.7 96.7 95.2
Classic 100.0 98.3 99.1

Table 2: Error detection performance, school essays

As can be seen from the table, DanProof is very
reliable if used as a traditional spell-checker
(Classic and Lex), even when the more difficult
task of compounding correction is added for
otherwise correctly spelled words (Spell). With
the full range of error types, precision is still
acceptable (even a little higher than for "Spell"),
but recall is lower - DanProof misses out on
about 1/3 of all errors of the addressed type.

Qualitative error analysis of false negatives
showed that particularly difficult error types,
recall-wise, are @insertion (i.e. missing words)
and deletion (@nil). Confusion without
grammatical motivation (@:...) was rarely
spotted, but this is probably data-specific for the
Greenland setting. Thus, 1/3 of the cases were
confusion of the subject pronouns 'det' and 'de'
which are hard to distinguish contextually, plus
cases outside of DanProof's current scope, e.g.
idioms and choice of preposition.

rather than simple matches, and weighted
correction suggestions with their inverse rank in
the list. If a weighted score is approximated by
assigning a weight of zero to all cases where the
correct form was not matched, DanProof does
get better scores for its essay texts than OrdRet
had for its dyslectics texts', although OrdRet has
a "performance reserve" because of the presence
of correct suggestions at lower list ranks.

R P | F-score
All-weighted (DanProof) | 61.6 |86.7| 72.0
All-weighted (OrdRet) 43.0 |58.0] 49.4

Table 4: Comparison OrdRet - DanProof

As a real-life control, we used MicrosoftWord
2007 on the same essays, and found considerable
differences, both in scope and performance. First
of all, Word does not find compounding errors
and can't recognize names, the former creating
false negatives, the latter false positives. It does
even worse than DanProof on deletion and
insertion, and it marks relatively few
grammatical errors, albeit almost without false
positives. In a direct comparison, this leads to
very low - and unfair - scores® for the "all"-
evaluation due to low recall. For "spell" and
"lex", however, Word still finds considerably
fewer errors than DanProof. Precision is better
without counting names, but is still hampered by
the missing compound analysis (e.g.
kenstradition [gender tradition], boginteresse

[book interest], livsrygsek [life backpack],
middagsres [noon rush]).
Recall | Precision | F-score

All 20.8 54.6 30.1
All-nonprop 20.8 71.6 33.1
Spell 75.0 51.1 60.8
Spell-nonprop | 75.0 70.3 72.6
Lex 81.8 54.9 65.7
Lex-nonprop 81.8 77.6 79.6

Recall | Precision | F-score

@error (47) 83.0 95.1 88.6
@upper (28) 100.0 96.6 98.3
@comp- (25) 76.0 100.0 86.4
@comp-:- (22) 90.9 95.2 93.0
@nil (14) 28.6 100.0 44.5
@insert (12) 8.3 100.0 15.3
@vfin (9) 66.7 85.7 75.0
@: (35) 5.7 50.0 10.23
e.g. @:de (10)

@pl (8) 62.5 83.3 71.4
@utr (7) 100.0 87.5 93.3
@def (4) 75.0 60.0 66.7
@new (3) 100.0 60.0 75.0
@neu (6) 16.7 100.0 28.6
@idf (4) 25.0 50.0 33.3
@lower (4) 75.0 100.0 85.7
@inf (4) 100.0 100.0 100.0

Table 3: Error type-specific performance

A direct comparison with OrdRet is difficult
because of the different target domains, and
because the OrdRet evaluation by Bick (2006)
evaluated correction suggestion priority lists,

Table 5: Word2007 performance

Once DanProof recognizes a word as wrong, the
assigned error type is usually reliable (95.7% for
"all", 96.6% with "spell" settings). For the

2 A more direct comparison by running both systems
on the same data was not possible because the original
OrdRet setup could not be reconstructed.

3 On the other hand, Word marked some simple
spacing and punctuation errors that were not in the
scope of our DanProof test.



correct error type markings, the suggested new
word form was correctly chosen in 95.8% of
cases, independently of "all" or "spell" settings.
Word had a correct suggestion in 84.4%, and this
was offered as the first choice in  68.9%,
indicating that DanProof's context-based
prioritization does make a difference.

Since the density of errors to be found is very
much dependent on genre and text authors, an
alternative measure of "experienced
performance" is the number of false positives or
false negatives per page'. Thus, for our essays,
DanProof had 0.7 false positives per page with
the 'all'-settings, and 0.4 false positives per page
with 'spell' settings. For false negatives, the
numbers were 4 and 0.4, respectively.

DanProof uses the tag @new, if it deems a word
correct, but has done so using productive
compound analysis. Conversely, @check! is used
for words that are not "safely wrong" because no
correction alternative was found, but that are
more likely to be wrong than @new, because no
productive analysis was found either. In a
178,000 word newspaper corpus chunk from
Korpus2000 (...), @new was used 347 times, and
was wrong on only 2 occasions (99.4%
accuracy). Confronted with the same word list ,
Word2007 had false positives in 54.2%,
evidently due to not having a compound analysis
module. @check! was used 120 times and
proved to be a very mixed category, with 23.3%
spelling errors, 17.5% foreign words and 8.4%
names (mostly lowercase brands,
pharmaceuticals etc.), i.e. less about half were
ordinary Danish words. Word2007 accepted 1/3
of the latter as correct, indicating DanProof
would profit from a larger lexicon to supplement
its compound analysis. Still, in a hybrid setup,
given that the @new category is safe and 3 times
bigger than the @check category, and that Word
rejected half of the former, Word would probably
benefit more from DanProof input than vice
versa. In any case, the two systems' strengths
seem to be in different areas, which would make
hybridization, maybe with an arbiter system, a
good idea.

" Lingsoft, for instance, claims less than 1% false
positives  per  page for  their  products
[http://www.lingsoft.fi/en/506, 19 Apr 2015]
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4 Conclusion and outlook

We have described how a Constraint Grammar
environment can be used to enhance a classical
spell-checker module in a number of ways:

* weighting of correction suggestions for
non-words and dubious words

* reduce the number of false positives
through compound analysis and name
recognition

* mapping and  classification  of

grammatical errors

* syntactic validation of split compound
recognition

For its target domain, the system achieved better
recall and precision than its predecessor system
(OrdRet) and outperformed MicrosoftWord's
standard spell-checker, not least with regard to
false  positive non-word marking, split
compounds and grammatical error-typing. For
correctly typed errors, the right correction
alternative was chosen in over 95% of cases.
However, performance for grammatical,
conditioned errors is not on par with the system's
accuracy for classical spell-checking, and should
be improved.

Transparent error-typing and confidence grading
(@error, @new and @check!) allowed us to add
pedagogical comments, but at the time of writing
graphical integration into MicrosoftWord was not
finished, and should be followed up by
classroom testing and teacher feed-back, possibly
integrated with existing didactical tools.

While word-based grammatical errors such as
agreement errors and the so-called -r errors are
well-covered, further syntactical error types
should be added, such as word order errors and
comma-checking. The latter is a sensitive, almost
political, issue in Denmark, and should definitely
be part of a Danish proofing suit, but is being
addressed by a parallel R&D project, and
therefore not evaluated here.
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Abstract

This article tackles the Authorship Attri-
bution task according to the language in-
dependence issue. We propose an alterna-
tive of variable length character n-grams
features in supervised methods: maximal
repeats in strings. When character n-
grams are by essence redundant, maximal
repeats are a condensed way to represent
any substring of a corpus. Our experi-
ments show that the redundant aspect of
n-grams contributes to the efficiency of
character-based techniques. Therefore, we
introduce a new way to weight features
in vector based classifier by introducing
n-th order maximal repeats (maximal re-
peats detected in a set of maximal repeats).
The experimental results show higher per-
formance with maximal repeats, with less
data than n-grams based approach (ap-
proximately divided by a factor of 10).

1 Introduction

Internet makes it easy to let anyone share his opin-
ion, to communicate news or to disseminate his lit-
erary production. A main feature of textual traces
on the web is that they are mostly anonymous.
Textual data mining is used to characterise au-
thors, by categories (e.g. gender, age, political
opinion) or as individuals. The latter case is called
the Authorship Attribution (AA) issue. It consists
of predicting the author of a text given a prede-
fined set of candidates, thus falling in the super-
vised machine learning subdomain. This problem
is often expressed as the ultimate objective, find-
ing the author. Technically the task is to predict a
new pair, considering given pairs linking text and
author. It is also known as writeprint, in reference
of fingerprint in written productions. For a sur-
vey, see (Koppel et al., 2009; Stamatatos, 2009;
El Bouanani and Kassou, 2014).

63

For AA, stylometry is most often used. The as-
sumption is that a writer leaves unintended clues
that lead to his identification. Bouanani et al.
(2014) define a set of numerical features that re-
mains relatively constant for a given author and
sufficiently contrasts his writing style against any
author’s style. In the previous studies, numerical
data such as word-length, and literal data such as
words or character strings were used to capture
personal style features (Koppel et al., 2011). Un-
like words or lemmas that belong to a priori re-
sources, character strings are in compliance with a
language independent objective. Supervised ma-
chine learning techniques are used to learn au-
thor’s profile, from a training set where text and
author pairs are known. Eventually, results are
used to attribute new texts to the right author. This
is a multi-variate classification problem. Support
Vector Machine (SVM) is one of the favorite ap-
proaches to handle such complex tasks (Sun et al.,
2012). This is the chosen solution here.

AA therefore consists of predicting the author
of a textual message given a predefined set of can-
didates. The difficulty of the task depends on its
scope and the choice of the training set. It in-
creases when the objects of study come from the
web, with different textual genres, styles or lan-
guages. Research on AA can focus on several
issues. Item scalability addresses matching text
with a huge number of authors. Language inde-
pendence requires techniques that are efficient ir-
respective of language resources such as lexica.

In this study, the language independence issue
is addressed, with character-based methods. How-
ever, computation of all the character subtrings in
a text is costly. The major contribution of this pa-
per is a new way to handle character substrings,
to reduce the training data and therefore the train-
ing time and cost, without loosing accuracy in AA.
The well-known variable length character n-grams
approach is compared to a variable length max-
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imal repeats approach. As a controversial state-
ment, experiments conducted in this article high-
light that the redundancy of features based on n-
grams is beneficial in a classification task as AA.
This introduces a new way to weight features that
takes into account this redundancy with n-th or-
der maximal repeats (maximal repeats in a set of
maximal repeats). Experiments are conducted on
three corpora: one in English, one in French and
the concatenation of those two corpora.

The remainder of this article is organized as fol-
lows. Section 2 describes related work and com-
monly used features. Section 3 introduces the ex-
perimental settings, the characteristics of the cor-
pora and the experimental pipeline. Section 4 de-
scribes features, detailing the maximal repeats al-
gorithm. Section 5 details experimental results.
Section 6 concludes.

2 Related Work

AA is a single-label multi-class categorisation
task. Three characteristics have to be defined (Sun
et al., 2012): single feature, set of features repre-
senting a text and the way to handle those sets to
match a text with an author.

2.1 Features Definition

AA features exploited in the literature can be sep-
arated in different groups as advocated by Abbasi
et al. (2008): numerical values associated with
words (total number of words, number of char-
acter per word, number of character bi/tri-grams),
hence called lexical; mixed values associated with
syntax at sentence level (frequency of function
words, n-grams of Part-Of-Speech tags); numeri-
cal values associated with bigger units (number of
paragraphs, average length of paragraphs), called
structural; values associated with content (bag-of-
words, word bi-grams/tri-grams); and a last group
called idiosyncratic related with individual use
(misspellings, use of Leet speak).

Among those features, some are specific to
some types of language and writing systems. For
instance, tokenizing a text in words is common
in word separating cases, but is a non-trivial task
in Chinese or Japanese. Part-Of-Speech (POS)
tagging requires specific tools that might lack in
some languages. Approaches based on character
n-grams appear to be the simplest and the most
accurate methods when the aim is to handle any
language (Grieve, 2007; Stamatatos, 2006).

But, as advocated by Bender et al. (2009), a
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language independent method should not be a lan-
guage naive method. If the extraction of n-grams
is done whatever the language, the n parameter
has to be chosen according to the properties of the
processed language. The same results cannot be
expected for the same parameter on different lan-
guages according to their morphological typology
(e.g. inflected or agglutinative languages).

Sun et al. (2012) argue that using a fixed value
of n can only capture lexical informations (for
small values of n), contextual or thematic informa-
tions (for larger values), but do not explain why or
whether this is valid for Chinese or all languages.
The authors argue that this issue is avoided by
exploiting variable length n-grams (substrings of
length in [1, n]). Variable length substrings are ex-
ploited in this study to see how this parameter im-
pacts the results in French and English.

2.2 Feature-based Text/Author
Representation

A single feature can be allocated to several text
and author pairs. Each text and author does not
systematically share the same set of features. Dif-
ferent sets of features can be defined to repre-
sent texts (and by extension, to represent authors).
From existing methods, two main categories of set
of features can be defined for AA:

e off-line set of features: features a priori con-
sidered relevant with prior knowledge, as those
deeply described by Chaski et al. (2001). They
are defined without the knowledge of the corpus
to be processed.

on-line set of features: features defined accord-
ing to the current analysis (according to the
training and test corpora for supervised meth-
ods, as the character language models described
by Peng et al. (2003)). They can only be de-
fined when the corpora to be processed (test and
training) are fully collected.

On-line sets of features naturally match with the
language-independence aim. The characteristics
of the corpora are exploited without any external
resource. The method described hereafter follows
this principle.

2.3 Feature-based Text Categorisation

Different techniques for handling features ex-
tracted from texts have been proposed. SVM and
Neural Network are established ways to conduct
AA in the supervised machine-learning paradigm
(Kacmarcik and Gamon, 2006; Tweedie et al.,



1996). When the set of authorship candidates is
large or incomplete, thus not including the correct
author, some approaches compare sets of features
with specific similarity functions (Koppel et al.,
2011). Individual level sets of features are used
with machine-learning techniques to build a clas-
sifier per author. Each classifier acts as an ex-
pert dedicated to process a subarea of the features
space (i.e. each classifier is specialised on detect-
ing some specific authors). The experiments de-
scribed in this article use an SVM classifier, keep-
ing the same parameters for each experiment, to
analyse the impact of the features.

3 Experimental Pipeline and Corpora

A classical AA pipeline is drawn in Figure 1. This
pipeline contains two main elements: a Features
selector (features are extracted from the training
and the test corpus) and a Classifier (using the fea-
tures extracted in the training corpora, each mes-
sage of the test corpus is classified).

Authorship
Attribution

Training corpora
authory author, author,

Figure 1: Pipeline processing for supervised AA.
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Experiments are conducted to highlight charac-
teristics of substring-based AA methods. SVM is
used as the classifier of the pipeline for all exper-
iments, following Sun et al. (2012) and Brennan
et al. (2012). The features selection step is meant
to extract the right features from corpora irrespec-
tive of language. The experimental pipeline is kept
as simple as possible to avoid interferences in the
analysis of the features selection.

3.1 Definitions

D is a da