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Foreword

This eighth meeting of the international Wordnet community coincides with the 15th anniversary of the
Global WordNet Association and the 30th anniversary of the Princeton WordNet. We are delighted to
welcome old and new colleagues from many countries and four continents who construct wordnets, on-
tologies and related tools, as well as colleagues who apply such resources in a wide range of Natural
Language Applications or pursue research in lexical semantics.

The number of wordnets has risen to over 150 and includes — besides all the major world languages —
many less-studied languages such as Albanian and Nepali. Wordnets have become a principal tool in
computational linguistics and NLP, and wordnet, SemCor and synset have entered the language as com-
mon nouns. Coming together and sharing some of the results of our work is an important part of the larger
collaborative effort to better understand both universal and particular properties of human languages.

Many people have donated their time and effort to make this meeting possible: the review committee, the
local organizers and their helpers (Eric Curea, Maria Mitrofan, Elena Irimia), our sponsors (PIM, QATAR
Airways, Oxford University Press), EasyChair and our host, the Romanian Academy. Above all, thanks
go to you, the contributors, for traveling to Bucharest to present your work, listen and discuss.

Corina Forascu, Alexandru loan Cuza University of Iasi & RACAI
Verginica Mititelu, RACAI

Christiane Fellbaum, Princeton University

Piek Vossen, VU University Amsterdam

Jan 2016
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Invited Talks

Erhard Hinrichs: The Awful German Language: How to cope with the Semantics of Nominal
Compounds in GermaNet and in Natural Language Processing

The title for my presentation borrows from Mark Twain’s well-known 1880 essay ‘“The Awful German
Language”, where Twain cites pervasive nominal compounding in German as one of the pieces of evi-
dence for the “awfulness” of the language. Two much cited examples of noun compounds that are in-
cluded in the Duden dictionary of German are Kraftfahrzeughaftpflichtversicherung (‘motor car liability
insurance’) and Donaudampfschifffahrtsgesellschaft (‘Danube steamboat shipping company’). Any dic-
tionary of German, including the German wordnet GermaNet, has to offer an account of such compound
words. Currently, GermaNet contains more than 55,000 nominal compounds. As the coverage of nouns
in GermaNet is extended, new noun entries are almost always compounds.

In this talk I will present an account of how to model nominal compounds in GermaNet with particular fo-
cus on the semantic relations that hold between the constituents of a compound, e.g., the WHOLE-PART
relation in the case of Roboterarm (‘robot arm’) or the LOCATION relation in the case of Berghiitte
(‘mountain hut’). This account, developed jointly with Reinhild Barkey, Corina Dima, Verena Henrich,
Christina Hoppermann, and Heike Telljohann, borrows heavily from previous research on semantic rela-
tions in theoretical linguistics, psycholinguistics, and computational linguistics.

The second part of the talk will focus on using the semantic modelling of nominal compounds in a word
net for the automatic classification of semantic relations for (novel) compound words. Here, I will present
the results of recent collaborative work with Corina Dima and Daniil Sorokin, using machine learning
techniques such as support vector machines as well as deep neural network classifiers and a variety of
publicly available word-embeddings, which have been developed in the framework of distributional se-
mantics.
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Adverbs in the Sanskrit Wordnet

Tanuja P. Ajotikar
Dept. of South Asian Studies
Harvard University, Cambridge, MA
The Sanskrit Library
tanujal@sanskritlibrary.org

Abstract

The wordnet contains part-of-speech cat-
egories such as noun, verb, adjective and
adverb. In Sanskrit, there is no formal dis-
tinction among nouns, adjectives and ad-
verbs. This poses the question, is an ad-
verb a separate category in Sanskrit? If
not, then how do we accommodate it in
a lexical resource? To investigate the is-
sue, we attempt to study the complex na-
ture of adverbs in Sanskrit and the poli-
cies adopted by Sanskrit lexicographers
that would guide us in storing them in the
Sanskrit wordnet.

1 Introduction

An adverb is an open-class lexical category that
modifies the meaning of verbs, adjectives (includ-
ing numbers) and other adverbs, but not nouns. !
It can also modify a phrase or a clause. The cate-
gory of adverb indicates: (a) manner, (b) time, (c)
place, (d) cause, and (e) answers to the questions
how, where, when and how much.

Fellbaum (1998, p. 61) describes adverbs as
a heterogeneous group in which not only ad-
verbs derived from adjectives are included but
also phrases used adverbially. Some of these
phrases are included in WordNet. These phrases
are mainly frozen phrases that are used widely.

In this paper we discuss those adverbs which
modify verbs, and how modern Sanskrit lexicogra-
phy deals with them. Kulkarni et al. (2011) briefly
discussed the issues regarding adverbs in the San-
skrit wordnet. We focused primarily on how mod-
ern Sanskrit lexicographers have dealt with them.
The study of their methodology can guide us in
forming a policy for representing adverbs in the
Sanskrit wordnet.

]http://www.odlt.org

Malhar Kulkarni
Indian Institute of Technology Mumbai
Powai, Mumbai, India
malharku@gmail.com

2 Adverbs in Sanskrit

The Sanskrit grammatical tradition does not divide
words into many categories. It divides words into
two divisions: words that take nominal affixes and
words that take verbal affixes. The words in the
second division are verbs. Those in the first divi-
sion are nouns, adjectives, adverbs, particles, etc.,
i.e., non-verbs. This is because unlike languages
like English, Sanskrit does not have distinct forms
for each part of speech. One cannot categorize a
word merely by looking at its form. This is why
there is not a formal category for adjective or ad-
verb in traditional Sanskrit grammar. There is no
equivalent term in Sanskrit for adjective or adverb
in the modern sense (See Joshi (1967), Gombrich
(1979)). Sanskrit can be analyzed under word
classes other than noun and verb. Bhat (1991) ob-
serves that adjectives in Sankrit form a sub-group
of nouns. Likewise, adverbs, except indiclin-
ables, form a subgroup of nouns. Attempts were
first made in the 19th century to describe San-
skrit using various word classes. Monier-Williams
(1846), Wilson (1841), Speijer (1886), Whitney
(1879) and Macdonell (1927) discuss adverbs in
Sanskrit.> A summary of the description of ad-
verbs given by these scholars is as follows:

e The non-derived words listed by traditional
grammar and termed ‘indeclinable’ are used
as adverbs, e.g., uccaih ‘high,’ nicaih ‘be-
low,” arat ‘distant,” etc.

e Compounds, like avyayibhava, are used
as adverbs, e.g., yathasakti ‘according to
power or ability.’? Some of the bahuvrihi

2We refer to these works because Macdonell, Wilson and
Monier-Williams compiled bilingual dictionaries. We refer
to their works to study how far they follow their description
in their dictionaries.

3In the sentence yathasakti datavyam ‘you may give ac-
cording to your ability, the compound yathasakti modifies
the action. Hence, it is an adverb.

1



compounds are also used as adverbs, e.g.,
keSakesi “hair to hair’ (i.e., head to head).*

e Words formed by adding certain affixes, such
as Sas, dha, etc., are used as adverbs. The
affix sas is added after a nominal base or a
number word in the sense of vipsa ‘repeti-
tion.” Words like Satasah ‘hundred times’ are
formed by adding this affix. The affix dha
is added after a number word in the sense of
vidha ‘division or part.” Words like dvidha
‘twofold’ or tridha ‘threefold’ are formed by
adding this affix. Words formed by adding
certain affixes after a nominal base are con-
sidered indeclinable by the traditional gram-
marians.

e The accusative, instrumental, ablative and
locative cases of a noun or an adjective are
used as adverbs, e.g., mandam ‘slowly,” ve-
gena ‘hastily, javar ‘speedily, sannidhau
‘near.

This summary shows that we can classify ad-
verbs in Sanskrit in three main groups: words that
are unanalyzable in parts, such as a base and an
affix; words that formed by secondary derivation,
such as adding an affix or forming a compound;
and words that have an adverbial sense but belong
to a class of words which are not adverbs, for ex-
ample, the accusative or instrumental case of any
noun or adjective. A morphological analysis of
these words would categorize them under nouns
because they are formed by adding the same af-
fixes that are added after a noun, even though their
function differs. In other words, qualifying a verb
or an adjective in Sanskrit does not require the use
of a distinct morphological form. The difficulty
in dealing with adverbs in Sanskrit arises only if
we have a form-based idea of word classes. It be-
comes lexically opaque to judge a category simply
by looking at the form. The adverb is a functional
category in Sanskrit, not formal one. Hence, ad-
verbs pose a problem in Sanskrit lexicography be-
cause they lack a distinguishing form and they are
functional.

*In the sentence te kesakesi yuddhyante ‘they battled hair
to hair’, the compound kesakesi also modifies the action so it
is an adverb.

2.1 The importance of part-of-speech
categories in lexical entries

The nature of adverbs in Sanskrit is complex, so
it is a matter of discussion what the exact rela-
tionship is between a part-of-speech category and
a dictionary. Lexemes do not occur in isolation.
They form part of a phrase or sentence. In this
way, the role of a lexicon is to structure sentences.
Lexemes form an important part, as they deter-
mine the syntactic structure of sentences. Each
and every lexeme plays a certain role in a sen-
tence. The morphological and syntactic behav-
ior of a lexeme determines its class. This class is
designated as a part-of-speech category. It is also
called a word class, lexical class or lexical cate-
gory. Noun, verb, adjective and adverb are major
word classes. Thus, a lexicon, which is an inven-
tory of lexemes, contains these major word classes
to denote the morphological and syntactic behav-
ior of the lexemes listed in it. The morphological
and syntactic behavior of a language decides what
kind of information a lexicon should contain.

In Sanskrit, where there is no formal distinc-
tion between adverb and noun (with the exception
of indeclinables), the following question arises:
Should an adverb be a separate category in a San-
skrit lexicon? It would be interesting to study the
policy adopted in the available lexical resources
of Sanskrit, which range from 1819 C.E. to 1981
C.E, to answer this question. The examples below
were given by Gombrich (1979):

e atra ‘here’

e ciram ‘for a long time’

e javena ‘speedily’

o tisnim ‘silently’

o vividhaprakaram ‘variedly’
o sighram ‘quickly’

Gombrich observes that the first, second and
fourth examples are found in the traditional gram-
mar. However, the rest of the adverbs are not rec-
ognized as such. His article is important because
he has thoroughly discussed the position of tradi-
tional Sanskrit grammarians on adverbs, and given
an historical account of the concept of adverb. He
points out that words that function as adverbs are
not grammatically analyzed; instead, they are sim-
ply listed by traditional grammarians. There is

2



no process of deriving adverbs from adjectives.
Hence, ciram, cirat, cirasya ‘for a long time,’>
which might be derived from the same word, are
listed separately. Their status is independent. This
forms a base for entering these words in a lexicon
as separate lexemes.

2.2 Adverbs in the list above and the
treatment they receive in dictionaries

We consulted eighteen dictionaries of Sanskrit to
study the treatment given to the above-mentioned
adverbs. Two of these eighteen dictionaries are
monolingual and the rest are bilingual. Among
those bilingual dictionaries, (Goldstiicker (1856)
and Ghatge (1981)) are not complete. These eigh-
teen dictionaries are listed chronologically below:

e Radhakanatdeva, 1819-

1858.

(Monolingual),

e Wilson H. H., Sanskrit-English, 1832.
e Yates W., Sanskrit—English, 1846.
e Bopp F., Sanskrit—French, 1847.

e Bohtlingk, O. and Roth R., Sanskrit-German,
1855-1875.

e Goldstiikar T., Sanskrit-English, 1856.

e Benfey, T., Sanskrit-English, 1866.

e Burnouf E., Sanskrit—French, 1866.

e Bohtlingk, O., Sanskrit—-German, 1879-1889.

e Monier-Williams M.,
1872.

Sanskrit—English,

e Bhattacharya T., (Monolingual), 1873.
e Cappeller, C., Sanskrit—-German, 1887.
e Apte V. S., Sanskrit-English, 1890.

e Cappeller, C., Sanskrit-English, 1891.
e Macdonell A. A. Sanskrit—English 1893

e Monier-Williams M., Leumann, and Cap-
peller, Sanskrit—English, 1899.

e Stchoupak, N., Nitti, L. and Renou L.,
Sanskrit—French, 1932.
>These forms resemble the accusative singular, ablative

singular and genitive singular, respectively, of a nominal base
which ends in short a.

e Ghatge, A. M., Sanskrit-English (Encyclope-
dic dictionary on historical principles), 1981.

Let us analyze how the above-listed adverbs are
treated in these Sanskrit dictionaries.

2.2.1 atra

Atra, which means ‘here,” is an indeclinable ac-
cording to the traditional Sanskrit grammarians,
whereas its treatment in dictionaries varies. It is
derived from the pronoun etad ‘this’ by adding
the affix fral. It is termed indeclinable by the rule
taddhitascasarvavibhakatih A.1.1.38.5 There are
more such words formed by adding the affix tral,
such as, tatra ‘there, kutra ‘where,” etc. We will
discuss only atra in detail in this paper.

Derivation of atra
etad tral
a tra (etad is replaced by a)
atra

All the lexicographers treat it as an ad-
verb except Monier-Williams (1872), Monier-
Williams, Leumann, and Cappeller (1899), Apte
(1890) and Goldstiicker (1856). These lexicogra-
phers consider it indeclinable, as does Radhakan-
tadeva (1819-1858) and Bhattacharya (1873—
1884). Cappeller (1887) does not assign any cat-
egory to it, but describes it morphologically. We
can observe that the lexicographers who use the
term indeclinable as a part-of-speech category fol-
low traditional grammar. Other lexicographers,
though aware of this analysis do not follow the tra-
ditional grammar.

2.2.2 tiasnim

The traditional Sanskrit grammarians list words
which are non-derivable. That list gets the sta-
tus of indeclinable. The word under discus-
sion is a member of this list. Tasnim, which
means ‘silently,” is categorized as an indeclinable.
Radhakantadeva (1819-1858), Wilson (1832),
Monier-Williams (1872), Monier-Williams, Leu-
mann, and Cappeller (1899), Bhattacharya (1873—
1884) and Apte (1890) follow the tradition and in-
dicate its category as indeclinable. The rest of the
lexicographers assign it to the category of adverb.
Here also we can observe that Radhakantadeva
(1819-1858) and Bhattacharya (1873—-1884) are
consistent in following the traditional grammar.
Those lexicographers who label it an adverb are

This is a rule in Panini’s Astadhyayr. It assigns the term

avyaya ‘indeclinable’ to those words which end in the affixes
termed taddhita, and are not used in all cases.
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also consistent in analyzing indeclinables listed by
the traditional grammarians as adverbs.

2.2.3 ciram

Ciram means ‘for a long time.” It can be ana-
lyzed as the accusative case of cira. The tradi-
tional grammarians of Sanskrit treat it as an in-
declinable, as they include it in the list of non-
derivable words. They do not analyze it as a nomi-
nal form, even though lexicographers vary in their
analysis. Macdonell (1893), Yates (1846), Bopp
(1847), Cappeller (1887), Cappeller (1891) assign
an adverb category to it. Wilson (1832), Monier-
Williams (1872) and Monier-Williams, Leumann,
and Cappeller (1899) treat it as an indeclinable.
Apte (1890), Bohtlingk and Roth (1855-1875),
Benfey (1866) and Burnouf (1866) describe its ad-
verbial role, but do not assign an adverb category
to it.

Macdonell (1893), Bohtlingk (1879-1889),
Monier-Williams (1872), Monier-Williams, Leu-
mann, and Cappeller (1899), Benfey (1866) and
Burnouf (1866) list it under cira. Thus, they as-
sume that all forms of cira are derivable—forms
such as ciram (formally identical to the accusative
singular of a nominal base which ends in short
a); cirena (formally identical to the instrumental
singular of a nominal base which ends in short
a); ciraya (formally identical to the dative sin-
gular of a nominal base which ends in short a);
cirat (formally identical to the ablative singular
of a nominal base which ends in short a); and
cirasya (formally identical to the genitive singular
of a nominal base which ends in short a). These
are given separately by Radhakantadeva (1819-
1858) and Bhattacharya (1873—1884), who treat
these forms as indeclinable. This evidence is suf-
ficient to say that ciram, cirena and ciraya, cirat,
cirasya are different words according to them-not
declensions of cira, which is contrary to the west-
ern lexicographers’ treatment. Thus, western lex-
icographers do not follow the traditional gram-
mar in this case. Radhakantadeva (1819-1858)
and Bhattacharya (1873-1884) follow the tradi-
tion and maintain their independent status.

2.24 javena

This is the instrumental singular of java ‘speed.
None of the lexica records this form as an ad-
verb, but its ablative form is assigned an adverb
category by Cappeller (1887). Bohtlingk (1879—
1889) notes its ablative form, and gives its mean-

ing as eiligst (haste), alsbald (soon). Stchoupak,
Nitti, and Renou (1932) note its accusative and ab-
lative forms and give its meaning as rapidement,
vivement (quickly, sharply). They do not assign
any category to it. But the meanings given cer-
tainly reflect its adverbial use. The instrumen-
tal case of java ‘speed’ does not occur in dictio-
naries and hence is not recognized as an adverb.
Accordingly, words like ramhasa, vegena, vegat
‘speedily’ should be recognized as adverbs since
they are instrumental and ablative singular forms
of ramhas and vega ‘speed’ respectively. How-
ever, these also do not occur in dictionaries.

2.2.5 vividhaprakaram

The word vividhaprakdaram ‘variedly’ is not found
in any of the dictionaries. It is the accusative
singular form of vividhaprakara which is a kar-
madharaya (endocentric) compound.

2.2.6

The word sighram ‘quickly’ is the nominative
and accusative singular form of sighra ‘quick.
In the present context it is the accusative sin-
gular form. All the lexicographers consider it
an adverb, except for Monier-Williams (1872),
Monier-Williams, Leumann, and Cappeller (1899)
and Apte (1890) who consider it an indeclinable.
Stchoupak, Nitti, and Renou (1932) do not con-
sider sighra an indeclinable or an adverb but rather
an adjective. Burnouf (1866) mentions its gen-
der and accusative form, but does not assign any
category. Yates (1846) mentions its neuter gen-
der by giving the nominative form, as well as as-
signs an adverb category to it. All of these lexi-
cographers have analyzed it as derived from sighra
which is an adjective. Monier-Williams (1872)
and Monier-Williams, Leumann, and Cappeller
(1899) do not use the adjective category. Instead,
they use the abbreviation mfn (masculine, femi-
nine and neuter) to show that the word is used in
all genders. Wilson (1832) and Cappeller (1887)
record S§ighra as a neuter word; thus, they consider
it a noun. Radhakantadeva (1819-1858) and Bhat-
tacharya (1873-1884) list sighra and indicate its
gender as neuter. Then they mention its adjecti-
val use through the term tadvati tri (i.e., having
that (speed)). It can be inferred that they consider
Sighra a noun since they note its gender, but do
not mention its adverbial use. All of the lexicog-
raphers, except for Radhakantadeva (1819-1858)
and Bhattacharya (1873-1884), take into consid-
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eration the adverbial sighram, but do not consider
it an independent lexeme.

2.2.7 yathasakti

The word yathasakti ‘according to one’s power or
ability’ is an avyayibhava compound. Radhakan-
tadeva (1819-1858), Bhattacharya (1873-1884),
Monier-Williams (1872), Monier-Williams, Leu-
mann, and Cappeller (1899) and Apte (1890) give
its category as indeclinable following the tradi-
tional analysis. Benfey (1866), Bopp (1847), Mac-
donell (1893) do not list this word, even though
other avyayibhdava compounds are assigned to the
adverb category.

3 Observations on the basis of the
previous section

This investigation gives rise to certain observa-
tions. We may say that tiasnim, atra and yathasakti
are formal adverbs.

Ciram can be derived from cira, but its other
forms like cirena, ciraya, cirat, cirasya are also
used as adverbs. So whether to analyze it
formally or functionally is a matter of debate.
Radhakantadeva (1819-1858) and Bhattacharya
(1873-1884) treat all these forms as synonyms on
the basis of the Amarakosa (a 6th century A.D.
Sanskrit thesaurus), and do not mention them un-
der one lexeme, i.e., cira. Hence, we may say that
it is also a formal adverb on the basis of the mono-
lingual dictionaries.

Sighram is also treated as a form of Sighra,
which is an adjective according to western lexi-
cographers. Hence, we may say that it is an ad-
verbial not an adverb, whereas Radhakantadeva
(1819-1858) and Bhattacharya (1873—1884) treat
it as a noun. They also take into consideration its
use as an adjective. If we follow modern western
lexicographers, then sighram is an adverbial. If we
follow monolingual dictionaries, then it is neither
an adverb nor an adverbial. In this way, it is diffi-
cult to decide the exact criterion by which to label
its category.

Javena is an adverbial. None of the lexica as-
sign it to the category of adverb. Cappeller (1887),
it should be noted, cites its adverbial use in the
ablative case. Interestingly, Bhattacharya (1873—
1884) cites an example under java where it occurs
in the instrumental case, but he is silent about its
part-of-speech category. The one example given
by Gombrich that is not found in any of these dic-
tionaries is vividhaprakaram.

Table 1: The number of completed synsets for
each part-of-speech category in Sanskrit word-
net

Nouns 27563
Verbs 1247
Adjectives | 4031
Adverbs 264
Total 33117

On the basis of this investigation, we may say
that there is no single policy adopted by modern
Sanskrit lexicographers to record adverbs. Even
after this investigation, doubts regarding the cate-
gory of certain forms remain.

4 Adverbs in Sanskrit wordnet

These lexica are in print form and written purely
from the point of view of human use. Hence, a
single entry contains a lot of information. Mul-
tiple functions of a word can be listed under one
entry. But when a lexical resource is built for ma-
chines, then this strategy cannot be adopted. Mul-
tiple functions of a word are stored separately. In
other words, there is more than one entry for the
same word based on its meanings and functions,
whatever information is necessary to make it ex-
plicit for a machine.

The Sanskrit wordnet is being developed by fol-
lowing the expansion approach, and its source is
the Hindi wordnet. It is a well known fact that
Sanskrit is a morphologically rich language. So a
proper policy should be adopted for part-of-speech
categories that take into account their nature. A
long and rich tradition of Sanskrit grammar guides
us in this regard. Following the tradition, we ac-
cept the verbal roots given in the list of verbal roots
known as the dhatupatha after removing their met-
alinguistic features. For nouns, we enter the nom-
inative singular form, and we enter the base forms
of adjectives.

Given the discussion above, should the Sanskrit
worndet have a separate category called ‘indeclin-
able’ which links to the relevant synsets in the
Hindi wordnet, or should it just retain the cate-
gory of adverb? A wordnet recognizes a separate
category for function words even though none are
actually included in it. Indeclinables in Sanskrit
consist of function words as well as content words.
Hence it is difficult to adopt the category ‘indeclin-
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able’ in the Sanskrit wordnet, which may harm the
basic principle of a wordnet. To avoid this, we
retain the adverb category. Thus, we follow west-
ern lexicographers who assign the adverb category
to those words which are indeclinables and which
can be termed formal adverbs. These words ap-
pear without any change in the Sanskrit wordnet,
e.g., atra ‘here,’ iha ‘here, etc. They appear in the
same synset (id 2647).” The compound yathasakti
is also entered without any change.?

The issue of adverbials remains to be solved.
How do we store the oblique cases of nouns or
adjectives that are used as adverbs? If they are
stored in their base forms, their role as an adverb
is restricted. Not all of the forms are used as ad-
verbs. The Sanskrit wordnet resolves this issue by
storing the declined forms. For example, sighram,
Sighrena, javena, javat appear in one synset (id
1922).° At the same time, there is a separate entry
(id 5118) for sighra.'® In this way, we may say
that the Sanskrit wordnet stores adverbials. We
do not claim that this phenomenon is recognized
for the first time in the history of Sanskrit lexi-
cography. It is implicit by its representation in
the dictionaries. We make it explicit for compu-
tational processing so that it will be helpful for an
automatic parser of Sanskrit. Such a parser would
benefit from a lexical resource that contains both
adverbs and adverbials.

5 Adverbs in the Hindi and Sanskrit
wordnets

The discussion in the previous sections focuses on
adverbs as a part-of-speech category. In this sec-
tion, we address two issues regarding the linking
of synsets of adverbs.

1. It is difficult to link a synset in the source lan-
guage if it uses an adverb to express what the tar-
get language conveys by using pre-verbs that are
bound morphemes.

2. According to the policy of the expansion
approach, we cannot link a synset whose part-
of-speech category in the source language differs
from that in the target language. For example, if

"The source synset in Hindi is yaham isa jagaha itah ita
iha iham ihavam ivmghe tham yaham

8The source synset in Hindi is id 9882 yarhasakti,
yathasambhava, bhaarasaka, yathasadhya, ksamatanusara,
yathaksama ‘according to one’s power or ability.’

The linked Hindi synset contains more than 30 words
such as jhatpat, catpat, etc.

"The linked Hindi synset is tivra, druta, teja, etc.

the source language uses a noun or an adjective,
and the target language uses an adverb to convey
the same lexical concept, then we cannot link these
synsets.

These are cases of language divergence that be-
come apparent when Sanskrit is analyzed in com-
parison to other languages. Let us take an example
for each of the two above—metioned issues.

5.1 Adverbs in Hindi and preverbs in
Sanskrit

Hindi Synset id 10819

Gloss: lautakara phira apane sthana para ‘Re-
turning to his own place again.’

Example: Mohana kala hi videsa se vapasa aya
‘Mohana came back yesterday from abroad.’
Synset: vapasa vapisa ‘back’

Sanskrit uses the preverb and verb combination
to convey the meaning ‘back.” It does not use
an independent word. The preverb prati is used
with verbs of motion. We cannot store preverbs
separately in synsets because they are bound mor-
phemes. So the synset in the Hindi wordnet is not
linkable to the Sanskrit wordnet. This aspect of
preverbs that conveys adverbial sense becomes ap-
parent when Sanskrit is analyzed in the context of
another language, i.e., Hindi.

5.2 Cross part-of-speech category

Hindi Synset id 11374

Gloss: amkhom ke samanevala ‘the one who is in
front of eyes.’

Example: Siksaka ne chatrom ko pratyaksa
ghatana para adharita nibamdha likhane ko kaha.
‘The teacher asked students to write an essay
based on an actual incident.’

Synset:  pratyaksa saksat anvaksa aparoksa
samaksa nayanagochara ‘evident.

The Sanskrit word pratyaksa, which is an
avyayibhava compound, is not an adjective in the
sense of ‘evident’ but an adverb. When this word
was borrowed in Hindi, its category changed. So
the synset in Hindi is not linkable to the Sanskrit
wordnet under the adjective category. Cross part-
of-speech category linkage would be a solution for
this problem.

6 Adverbs and their relations

There are two kinds of relations, ‘derived from’
and ‘modifies verb,” for adverbs in the Hindi word-
net, and so also in the Sanskrit wordnet. Both of
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these relations cross the part-of-speech category.
The first relation is between a noun and an ad-
verb or between an adjective and an adverb, and
the second relation is between a verb and an ad-
verb. The adverbials, such as vegena, are easy to
link by this relation. In this case, vega ‘speed’ is a
noun which is linkable to vegena with the relation
‘derived from.” The non-derived adverbs such as
uccaih ‘high,” nicaih ‘below, and sanaih ‘slowly’
cannot be linked with any other noun or adjective
because they are frozen forms. These non-derived
adverbs may not present a complex situation, as
there is only one form. The complexities arise
with words like cira ‘for a long time.” If adverbs
such as ciram, cirasya, etc. are considered as de-
rived from cira, then there should be a separate
synset in the adjective category. It is hard to form
such a separate synset because it is not used as
an adjective. If these adverbs are considered non-
derived, then they cannot be linked to any other
synset with the relation ‘derived from.’

The compound yathasakti, for example, is de-
rived from yatha and sakti. Should it be linked to
both of these words? Currently, it is linked only to
Sakti. Thus, it is a matter of concern whether com-
pounds should be linked to one or more of their
components. In this way, there is a need for more
analysis regarding the relations of adverbs in San-
skrit.

7 Conclusion

From the above discussion, it is clear that adverbs
in Sanskrit are formal as well as functional, and
that they have not received any uniform treatment
in the hands of lexicographers. Formal adverbs
are easy to store under the adverb category in the
Sanskrit wordnet. The real challenge is with the
nominal forms, adverbially used. It is the Sanskrit
wordnet’s contribution to lexicalize the adverbials,
especially the declined forms of nouns and adjec-
tives. The real challenge is to collect all of the pos-
sible cases. Currently, the Sanskrit wordnet stores
those cases that are available in the lexical sources
it uses.

The case of adverbs in Sanskrit reveals the com-
plexity of their nature. Clearly, a lexicon devel-
oped for a machine use will need to adopt strate-
gies suitable for its system.
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Abstract

Russian Language is currently poorly support-
ed with WordNet-like resources. One of the
new efforts for building Russian WordNet in-
volves mining the monolingual dictionaries.
While most steps of the building process are
straightforward, word sense disambiguation
(WSD) is a source of problems. Due to limited
word context specific WSD mechanism is re-
quired for each kind of relations mined. This
paper describes the WSD method used for
mining hypernym relations. First part of the
paper explains the main reasons for choosing
monolingual dictionaries as the primary source
of information for Russian language WordNet
and states some problems faced during the in-
formation extraction. The second part defines
algorithm used to extract hyponym-hypernym
pair. The third part describes the algorithm
used for WSD

1 Introduction

After the development of Princeton WordNet
(Fellbaum, 2012), two main approaches were
widely exploited to create WordNet for any giv-
en language: dictionary-based concept (Brazilian
Portuguese WordNet, Dias-da-Silva et al., 2002)
and translation-based approach (see for example,
Turkish WordNet, Bilgin et al., 2004). The last
one assumes that there is a correlation between
synset and hyponym hierarchy in different lan-
guages, even in the languages that come from
distant families. Bilgin et al. employ bilingual
dictionaries for building the Turkish WordNet
using existing WordNets.

Multilingual resources represent the next stage
in WordNet history. EuroWordNet, described by

avtemko@gmail.com

Vossen (1998), was build for Dutch, Italian,
Spanish, German, French, Czech, Estonian and
English languages. Tufis et al. (2004) explain the
methods used to create BalkaNet for Bulgarian,
Greek, Romanian, Serbian and Turkish lan-
guages. These projects developed monolingual
WordNets for a group of languages and aligned
them to the structure of Princeton WordNet by
the means of Inter-Lingual-Index.

Several attempts were made to create Russian
WordNet. Azarova et al. (2002) attempted to
create Russian WordNet from scratch using
merge approach: first the authors created the core
of the Base Concepts by combining the most fre-
guent Russian words and so-called “core of the
national mental lexicon”, extracted from the
Russian Word Association Thesaurus, and then
proceeded with linking the structure of RussNet
to EuroWordNet. The result, according to pro-
ject’s site!, contains more than 5500 synsets,
which are not published for general use. Group
of Balkova et al. (2004) started a large project
based on bilingual and monolingual dictionaries
and manual lexicographer work. As for 2004, the
project is reported to have nearly 145 000 synsets
(Balkova et al. 2004), but no website is available
(Loukachevitch and Dobrov, 2014). Gelfenbeyn
et al. (2003) used direct machine translation
without any manual interference or proofreading
to create a resource for Russian WordNet2. Pro-
ject RuThes by Loukachevitch and Dobrov
(2014), which differs in structure from the ca-
nonical Princeton WordNet, is a linguistically
motivated ontology and contains 158 000 words
and 53 500 concepts at the moment of writing.
YARN (Yet Another RussNet) project, described

! http://project.phil.spbgu.ru/RussNet/, last update June 14,
2005
2 Available for download at http://mww.wordnet.ru
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by Ustalov (2014), is based on the crowd-
sourcing approach towards creating WordNet-
like machine readable open online thesaurus and
contains at the time of writing more than 46 500
synsets and more than 119 500 words, but lacks
any type of relation between synsets.

This paper describes one step of semi-
automated effort towards building Russian
WordNet. The work is based on the hypothesis
that existing monolingual dictionaries are the
most reliable resource for creating the core of
Russian WordNet. Due to absence of open ma-
chine-readable dictionaries (MRD) for Russian
Language the work involves shallow sectioning
of a non machine-readable dictionary (non-
MRD). This paper focuses on automatic extrac-
tion of hypernyms from Russian dictionary over
a limited number of article types. Experts then
evaluate the results manually.

1.1

As far as our knowledge extends, there is no
Russian monolingual dictionary that was de-
signed and structured according to machine-
readable dictionary (MRD) principles and is also
available for public use.

There exist two Russian Government Stand-
ards that specify structure for machine readable
thesauri (Standard, 2008), but they are not wide-
ly obeyed.

Some printed monolingual dictionaries are
available in form of scanned and proof-read texts
or  online resources. For  example,
http://dic.academic.ru/ offers online access to 5
monolingual Russian dictionaries and more than
100 theme-specific encyclopedias. Each diction-
ary article is presented as one unparsed text en-
try. Resource
http://www.lingvoda.ru/dictionaries/, supported
by ABBYY, publishes user-created dictionaries
in Dictionary Specification Language (DSL)
format. DSL purpose is to describe how the arti-
cle is displayed. DSL operates in terms of italic,
sub-article, reference-to-article and contains no
instrument to specify type of relations. This
seems to be closest to MRD among available
resources. Fully automated information extrac-
tion is out of the question in this case. When us-
ing non-MRD we have faced with number of
problems that should be addressed before any
future processing can be started:

1. Words and word senses at the article
head are not marked by unique numeric
identifiers.

Parsing the Dictionary

2. Words used in article definitions are not
disambiguated, so creating a link from a
word in a definition to article defining
the word sense is not trivial task.

3. Many contractions and special symbols
are used.

4. Circular references exist; this is expected
for synonyms and base lexicon, but un-
called for in sister terms, hypernyms, and
pairs of articles with more complex rela-
tions.

5. The lexicon used in definitions is nearly
equal to or larger than the lexicon of the
dictionary.

In general, ordinary monolingual dictionaries,
compiled by lexicographers, were not intended
for future automated parsing and analysis. As
stated in Ide and Véronis (1994), when convert-
ing typeset dictionaries to more suitable format
researchers are forced to deal with:

1. Difficulties when converting from the
original format, that often requires de-
velopment of complex dedicated gram-
mar, as previously showed by Neff and
Boguraev (1989).

2. Inconsistencies and variations in defini-
tion format and meta-text;

3. Partiality of information, since some crit-
ical information in definitions is consid-
ered common knowledge and is omitted.

Research by Ide and Véronis (1994) gives us
hope that using monolingual dictionaries is the
best source of lexical information for WordNet.
First they show that one dictionary may lack sig-
nificant amount of relevant hypernym links
(around 50-70%). Next they collect hypernym
links from merged set of dictionaries and in the
resulting set of hypernym links only 5% are
missing or inconsistent as compared with expert
created ontology.

Their work is partly based on work by Hearst
(1998) who introduced patterns for parsing defi-
nitions in traditional monolingual dictionaries.

One notable work for word sense disambigua-
tion using text definitions from articles was per-
formed by Lesk (1986). The approach is based
on intersecting set of words in word context with
set of words in different definitions of the word
being disambiguated. The approach was further
extended by Navigli (2009) to use corpus boot-
strapping to compensate for restricted context in
dictionary articles.

In this paper we propose yet another extension
of Lesk’s algorithm based on semantic similarity
databases.
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2  Building the Russian WordNet

Specific aim of this work is to create a bulk of
noun synsets and hypernym relations between
them for further manual filtering and editing. To
simplify the task we assume that every word
sense defined in a dictionary represents a unique
synset. Furthermore we only consider one kind
of word definitions: such definitions that start
with nominative case noun phrase. E. g.: rus.
BEHTHJY}H[HH: Ilpoyecc 6030yx00bmena 6
aéexux. eng. VENTILATION: Process of gas ex-
change in lungs’. We adhere to hypothesis that in
this kind of definitions top noun in the NP is hy-
pernym. In order to build a relation between
word sense and its hypernym we need to decide
which sense of hypernym word is used in the
definition. This step is the focus of this work.

2.1 The Dictionary

The work is based on the Big Russian Explanato-
ry Dictionary (BRED) by Kuznetsov S.A.
(2008). The dictionary has rich structure and in-
cludes morphological, word derivation, gram-
matical, phonetic, etymological information,
three-level sense hierarchy, usage examples and
quotes from classical literature and proverbs. The
electronic version of the dictionary is produced
by OCR and proofreading with very high quality
(less than 1 error in 1000 words overall). The
version also has sectioning markup of lower
quality, with FPR in range 1~10 in 1000 tag uses
for the section tags of our interest.

We developed specific preprocessor for the
dictionary that extracts word, its definition and
usage examples (if any) from each article. We
call every such triplet word sense, and give it
unique numeric ID. A article can have reference
to derived word or synonym instead of text defi-
nition. Type of the reference is not annotated in
the dictionary. We preserve such references in a
special slot of word sense. The preprocessor
produces a CSV table with senses.

2.2 Hypernym candidates

Given a word sense W we produce a list of all
candidate hypernym senses.

Ideally under our assumption the first nomina-
tive case noun in W’s definition is a hypernym.
However, due to variance in article definition
styles and imperfect morphological disambigua-
tion used, some words before the actual hyper-
nym are erroneously considered candidate hy-
pernym. To mitigate this we consider each of the
first three nominative nouns candidate hyper-

nyms. For each such noun we add each of its
senses as candidate hypernym senses.

If sense W is defined by reference rather than
by textual definition, we add both every sense of
referenced word and each of its candidate hyper-
nym senses to the list of candidate hypernym
senses of W.

2.3 Disambiguation pipeline

We have developed a pipeline for massively test-
ing different disambiguation setups. The pipeline
is preceded by obtaining common data: word
lemmas, morphological information, word fre-
quency.

For the pipeline we broke down the task of
disambiguation into steps. For each step we pre-
sented several alternative implementations.
These are:

1. Represent candidate hyponym-hypernym
sense pair as a Cartesian product of list of
words in hyponym sense and list of words
in hypernym sense, repeats retained.

2. Calculate numerical metric of words simi-
larity. This is the point we strive to im-
prove. As a baseline we used: random
number, inverse dictionary definition
number; classic Lesk algorithm. We also
introduce several new metrics described
below.

3. Apply compensation function for word
frequency. We assume that coincidence of
frequent words in to definitions gives us
much less information about their related-
ness than coincidence of infrequent words.
We try the following compensation func-
tions: no compensation, divide by loga-
rithm of word frequency, divide by word
frequency.

4. Apply non-parametric normalization func-
tion to similarity measure. Some of the
metrics produce values with very large
variance. This leads to situations where
one matching pair of words outweighs a
lot of outright mismatching pairs. To miti-
gate this we attempted to apply these func-
tions to reduce variance: linear (no nor-
malization), logarithm, Gaussian, and lo-
gistic curve.

5. Apply adjustment function to prioritize the
first noun in each definition. While ex-
tracting candidate hypernyms the algo-
rithm retained up to three candidate nouns
in each article. Our hypothesis states that
the first one is most likely the hypernym.
We apply penalty to the metric depending
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on candidate hypernym position within
hyponym definition. We tested the follow-
ing penalties: no penalty, divide by word
number, divide by exponent of word num-
ber.

6. Aggregate weights of individual pairs of
words. We test two aggregation functions:
average weight and sum of best N
weights. In the last case we repeat the se-
guence of weights if there were less than
N pairs. We also tested the following
values of N: 2, 4, 8, 16, 32.

Finally, the algorithm returns candidate hy-

pernym with the highest score.

2.4 Testing setup

For testing the algorithms we selected words in
several domains for manual markup. We deter-
mined domain as a connected component in a
graph of word senses and hypernyms produced
by one of the algorithms. Each annotator was
given the task to disambiguate every sense for
every word in such domain. Given a triplet an
annotator assigns either no hypernyms or one
hypernym; in exceptional cases assigning two
hypernyms for a sense is allowed.

One domain with 175 senses defining 90
nouns and noun phrases was given to two anno-
tators to estimate inter-annotator agreement.
Both annotators assigned 145 hypernyms within
the set. Of those only 93 matched, resulting in
64% inter-annotator agreement.

The 93 identically assigned hyponym-
hypernym pairs were used as a core dataset for
testing results. Additional 300 word senses were
marked up to verify the results on larger datasets.
The algorithms described were tested on both of
the datasets.

2.5 Our Approach to Disambiguation

In this section we describe various alternatives to
metric function on step 2 of the pipeline.

One known problem with Lesk algorithm is
that it uses only word co-occurrence when calcu-
lating overlap rate (Basile et al., 2004) and does
not extract information from synonyms or in-
flected words. In our test it worked surprisingly
well on the dictionary corpus, finding twice as
many correct hypernym senses as the random
baseline. We strive to improve that result for dic-
tionary definition texts.

Russian language has rich word derivation
through variation of word suffixes. The first ob-
vious enhancement to Lesk algorithm to account
for this is to assign similarity scores to words

based on length of common prefix. In the results
we refer to this metric as advanced Lesk.

Another approach to enhance Lesk algorithm
is to detect cases where two different words are
semantically related. To this end we picked up a
database of word associations Serelex (Panchen-
ko et al, 2013). It assigns a score on a 0 to infini-
ty scale to a pair of noun lemmas roughly de-
scribing their semantic similarity. As a possible
way to score words that are not nouns in Serelex
we truncate a few characters off the ends of both
words and search for the best pair matching the
prefixes in Serelex. (See prefix “serelex” in Ta-
ble 1).

We tested several hypotheses on how these
two metrics can be used to improve the resulting
performance. The tests were: to use only Lesk; to
use only Serelex; to use Serelex where possible
and fallback to advanced Lesk for cases where
no answer was available; and to sum the results
of Serelex and Lesk. Since Serelex has a specific
distribution of scores we adjusted the advanced
Lesk score to produce similar distribution.

For each estimator we performed full search
through available variations on steps 3-6 of the
pipeline and selected the best on the core set and
estimated again on the larger dataset.

Test results are given in the Table 1:

Algorithm CoreSet |LargeSet
random 30.8% 23.9%
first sense 38.7% 37.7%
naive Lesk 51.6% 41.3%
serelex 49.5% 38.0%
advanced Lesk 53.8% 33.3%
serelex with adjusted|52.7% 36.3%
Lesk fallback
serelex + adjusted|52.7% 38.3%
Lesk
prefix serelex 53.8% 38.0%

Table 1. Precision of different WSD algorithms.

3 Discussion

The low resulting quality of disambiguation
seems to be a result of several factors: overall
difficulty of the task (inter-annotator agreement
is 64%), quality of input dictionaries, quality of
used similarity database. We also seem to have
missed some important linguistic or systemic
features of text as well. Notably, the algorithms
presented are still generically-applicable and do
not use hypernym information.

Despite the low precision in determining the
exact hypernyms, the pipeline produces themati-
cally related chains of words. Examples of
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chains, extracted by prefix Serelex algorithm are
given below with English translation and com-
parison to Princeton WordNet (here “>>" sym-
bolises IS_A relation):
® rus. cnupaiv >> Kpueas >> JUHUA
eng.‘spiral >> curve >> line’ compared
to PWN spiral >> curve, curved shape
>> line >> shape >> attribute >> ab-
straction >> entity
®  rus. nepeowHss >> KoMHama >>
nomewjenue eng. ‘anteroom >>room >>
premises’ compared to PWN ante-
room >>room >> area >> structure
>> artifact >> whole >> object >>
physical entity >> entity
® TUS. pocm >> 8blcoma >> paccmosnue
eng. ‘stature, height >> height >> dis-
tance’ compared to PWN stature, height
>> hodily property >> property >> at-
tribute >> abstraction >> entity

Dictionary parsing quality appears to be cru-
cial for the current work, and the dictionary we
selected provides us with a huge set of difficul-
ties: abbreviations; alternating language in sense
definitions; not all head words are lemmas (e.g.
plural for nouns that have singular); poor quality
of sectioning in OCR. Sectioning within BRED
presents a large problem due to underspecified
vaguely nested nature of sections. Properly digit-
ized openly published Russian dictionary is real-
ly wished for.

Another problem with the dictionary is pres-
ence of nearly-identical definitions for the same
term. Due to restricted context in dictionary in
some cases it is difficult even for a human anno-
tator to guess correctly whether a given pair of
definitions describes the same concepts or two
very distinct ones. This is especially true with
abstract terms like time (rus.: epems), but physi-
cal entities like field (rus.: none) also present
such troubles.

One further step to building the Russian
WordNet is to differentiate hypernyms from syn-
onyms and co-hyponyms. Currently we hope to
achieve this through classification of definitions
and developing morphosyntactic templates to
match different relation types within them. This
is out of the scope of the current article though.

4  Conclusion

In this work we present a new pipeline for dis-
ambiguating and testing disambiguation frame-

works for building WordNet relations from raw
dictionary data in Russian language?®.

We described new algorithm for hypernym
disambiguation which performs somewhat better
than baseline in cases where annotators agree.
The possibility for better disambiguation of spe-
cific relation types within dictionaries to be still
open.

The resulting network, though noisy, is very
suitable for rapid manual filtering.
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Abstract

This paper describes an electronic variant of
popular word game Alias where people have
to guess words according to their associations
via synonyms, opposites, hyperonyms etc.
Lexical data comes from the Estonian Word-
net. The computer game Alias which draws in-
formation from Estonian Wordnet is useful at
least for two reasons: it creates an opportunity
to learn language through play, and it helps to
evaluate and improve the quality of Estonian
Wordnet.

1 Introduction

WordNet! is one of the most well-known lexico-
semantic resources which is not used simply as a
thesaurus for linguistic knowledge but also for
language technology applications of language
technology. Tony Veale has said that “WordNet
... has found myriad applications in the field of
natural language processing?” (i.e word sense
disambiguation, ontologies, wordnets for opinion
mining or sentiment analysis etc).

Estonian Wordnet (EstWN)? has grown quite
large in size and our team is consistently working
on the wordnet quality improvement. Since it is
fairly complicated to revise concepts and their
semantic relations manually (even one-by-one),
automatic or semi-automatic ways for checking
and discovering errors are preferred. For check-
ing the consistency of EstWN different test pat-
terns (Lohk 2015), also word frequency lists and
corpora were used. One of the possibilities is to
use gamification in language learning, namely a
word explanation game called Alias. The Estoni-

1 http://wordnet.princeton.edu
2 http://www.odcsss.ie/node/39
3 http://www.cl.ut.ee/ressursid/teksaurus/

kadri.vare,

sirli.zupping}@ut.ee

an computer game Alias* uses nouns, verbs, ad-
jectives and adverbs present in EStWNS. In this
paper we describe firstly how Alias is compiled
and secondly, how it helps to improve the quality
of EstWN. Although the data for learning lan-
guage is quite useful and interesting, it is not the
primary focus of this paper.

2 Estonian Wordnet

When setting up the Estonian WordNet we fol-
lowed the principles of Princeton WordNet and
EuroWordnet®. EstWN was built as a part of the
EWN project (EuroWordNet-2 from the begin-
ning of January 1998) and thus used the exten-
sion method as a starting point. It means that
Base Concepts from English were translated into
Estonian as a first basis for a monolingual exten-
sion. The extensions have been compiled manu-
ally from Estonian monolingual dictionaries and
other monolingual resources (like frequency lists
from Corpora of Written Estonian’).

EstWN includes nouns, verbs, adjectives and
adverbs; as well as a set of multiword units. The
database currently (September 2015; version 72)
contains approximately 75 000 concepts (within
more than 95 000 words) which are connected
with approx 210 000 semantic relations and work
is still in progress.

3 Design of the computer game Alias

Based on Princeton WordNet a game for word
sense labeling has been created (Venhuizen et al
2013)8. Since obtaining gold standard data for
word sense disambiguation is costly, they are
using gamification for collecting semantically
annotated data. Another game that uses Princeton
WordNet is an on-line questions game Piclick®.

4 http://keeleressursid.ee/alias/

5 http://www.cl.ut.ee/ressursid/teksaurus/

6 http://ww.illc.uva.nl/EuroWordNet/

7 http://www.cl.ut.ee/korpused/

8 http://wordrobe.housing.rug.nl/Wordrobe
9 https://kask.eti.pg.gda.pl/pingee/game
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This is an implementation of twenty questions
game, where one person thinks of a concept
while the other asks him a series of yes/no ques-
tions and attempts to guess what his partner
thinks of (Rzeniewicz and Szymanski, 2013).

One of the computer games which uses con-
cepts and relations between these concepts is
called word explanation game Alias, where the
goal is to explain words to one’s partner using
different hints. These hints are typically defini-
tions, synonyms, antonyms, hyperonyms and
hyponyms etc, which are mostly present in
wordnet making it suitable knowledge base for
Alias’ game engine.

Alias as a computer game is designed to be
used by non-experts, non-linguists, and for play-
ers to play for fun. One of the main crowdsourc-
ing platform is Amazon’s Mechanical Turk,
where workers get paid. In Alias game it as-
sumed that contributors are awarded with enter-
tainment and players are challenged to win more
points than the computer.

The computer chooses a random word and
shows different hints which are supposed to help
a player guess the right words. For each word up
to 12 randomly chosen hints are given. Hints are
given to a player in sequence. If the player does
not guess the word by the last hint, the point will
be given to the computer.

Alias is written in PHP and it is web-based.
Considering the game’s architecture the EstWN
database is somewhat modified — Alias uses only
these synsets which have at least three hints to
show (synonyms or other semantic relations),
which in turn means, that at least three hints for a
player are assured.

3.1 Different levels of Alias

The EStWN contains of words, which have very
different usage frequencies and it can be quite
complicated to guess the words, which are rarely
used (mostly adverbs, i.e criss-cross) or domain-
specific (i.e grammatical categories in linguis-
tics, ablative case) for example. For this reason
words for Alias game are selected in comparison
of the word frequency lists from the Corpus of
Written Estonian®® and only these words from the
synsets that belong to the frequency list are se-
lected for playing. Following Table 1 shows the
numbers of words per word classes of different
levels in Alias game. Words are selected as fol-
lows: words from EstWN which are also in the

10 http://www.cl.ut.ee/ressursid/sagedused/ (only in Esto-
nian)

list of most frequent words, this means that con-
junctives and pronouns are left out from the fre-
guent words, since they do not exist in EsStWN.
Also, only one member of the synset is taken
from the frequent words list, for example if both
synset members are in the frequency list (‘kid’
and ‘child’) then only the first is chosen.

Table 1. Numbers of words of different levels in
Alias game

Beginner | Intermediate | Expert

(selected (selected (selected
from from 5000 from

1000 frequent 10000
frequent words) frequent

words) words)
Nouns 333 1654 2863
Verbs 161 583 883
Adjectives 56 315 528
Adverbs 99 251 384
All 649 2803 4658

Based on that information there are three dif-
ferent levels: beginner level contains of 649
words (selected from 1000 frequent), intermedi-
ate level contains of 2803 words (selected from
5000 frequent) and expert level of 4658 words
(selected from 10 000 frequent). Homonyms are
connected, the word bank, for example, displays
hints from the meanings of both institution and
natural object.

3.2 Questions for Alias

There are 55 different types of semantic relations
present on Alias game (as it is in EStWN). In ad-
dition also definitions and example-sentences are
used. Every type of semantic relation is related to
a certain sentence template, which is presented to
a player. The sentences should be simple in the
sense that an average user is supposed to under-
stand the questions that present different seman-
tic relations.
Here are presented some of the sentence tem-
plates which Alias uses for questions:
e antonym — It’s opposite for ___ (for ex-
ample “It’s opposite for a man”)

16




o fuzzynym - It’s somehow related to
(for example “It’s somehow relat-
ed to the word elegance”)

Similarly to original board game Alias the
computer game also asks words in dictionary
form — nouns in nominative and verbs in infini-
tive form.

Estonian language is rich in compound words
and in EstWN many hyponyms contain of their
hyperonym as the second part of the compound
word.

1. For example: one type of kaabu ‘hat’ is
vilt+kaabu ‘trilby hat’

If the compound word consists of the word
that is currently guessed, the similar stems of the
words are removed (see example 2). The same
rule applies also in the original board game.
Since Estonian is rich in cases, persons and in
inflectional system, then it is quite complicated
to find the word with the similar stem. The mor-
phological analyzer! is used to compare the
lemmas in hint to the lemma of the asked word.
If they match, then the similar stem is replaced
with a gap.

2. For example:
Question:
See on teatud liiki dGunapuu.
This has a type of appletree.
is replaced
See on teatud tiilipi Guna
This has a type of apple
Answer: Puu (Tree)

Question:
You can use this word like that:
Bring back my pony to me
is replaced with
Bring __ my pony to me
Answer: Back

4  Some statistics from play log

Since the December 2014 Alias is played 664
times. During these games, 2571 words have
been asked, it means that average 3,87 words per
game are guessed. As the Table 2 shows, the cor-
rectly guessed words percentage differed largely
across different semantic relations and defini-
tions or examples used.

All the semantic relations present in EstWN
are also used in Alias. Of course there are some

1 http://www.filosoft.ee/html_morf et/

relations in EstWN, which are not so frequent —
role_instrument or has_mero_member for exam-
ple, which means that they are also asked less
frequently during the game. Table 2 states that
the top-guessed relation is role_instrument even
though it occurred only 5 times, so we can say
that it is not statistically so important as defini-
tions and antonym relation for example.

Groups (as  group_role,  group_xpos,
group_holo, group_involved, group_derive) are
connected in table because they share the same
sentence template for hints. These sentence tem-
plates will be changed in the next version of the
game.

5 Discussion

George Miller, as a psycholinguist was interested
in how the human semantic memory is organized
(Miller 1998), which type of relations are most
typical between words and concepts.

In addition to (psycho)linguistic tests, some
conclusions/inferences can be drawn using log
files of game Alias as well. Results give us feed-
back which relations are clear, which are too
fuzzy or too general or just too strange. For ex-
ample: migration involved_location residence,
abode. Piek Vossen’s (2002) test for loca-
tion_involved relation is:

(A/an) X is the place where the Y happens.
So, it is obvious that relation between migration
and residence needs to be corrected in EstWN.

As you can see from the Table 2, there is a
slight difference between guessing hints contain-
ing of hyperonyms (7.2%) and hyponyms
(9.1%), the latter shows slightly better results.
Hyperonyms might be too general, they might
have multiple hyponyms, for example ‘to run —
to move’. While giving a hyponym as hint, for
example ‘to run — to sprint’, opens the meaning
of the word more precisely.

Since fuzzynym-hints do not appear to be
very useful for players (only 7.1%), we can as-
sume, that the connections and associations pre-
sented by fuzzynyms are too vague. Some of the
fuzzynynms can be assigned to a more specific
semantic relation, for example ‘doctor’ and ‘ste-
toscope’ or ‘postman’ and ‘postbag’ which de-
note something that belongs to some certain pro-
fession. But, as we could see from the play logs,
there are many fuzzynyms completely distant,
for example ‘presentation’ and ‘evolution’,
‘painting’ and ‘education’ etc.

From the player’s perspective the definitions
(21.3%) and examples (18.2%) are one of the
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most successful hint for guessing the right word.
In many cases we can see from logs that various
hints with semantic relations do not help the
player, but definition and explanation — also even
if they are the first hints — are very informative.
This means that as a concept based database
EstWN needs to have clear definitions and good
examples to open the meanings of concepts.

The meaning of the word is quite well
guessed while hints present synonyms (here Var-
iants, 14.5% right answers) or antonyms (33.7%)
and near antonyms (9.0%) or near synonyms
(9.4%). It is intuitively simpler to guess for ex-
ample the word ‘kiss’ by its synonym ‘buss’ than
its hyperonym ‘touch’ or verb ‘to buy’ by its an-
tonym ‘to sell’ than its hyperonym ‘to acquire’.

Hints that contain of functional relations (i.e
role, meronymy) are usually very clear to a play-
er, of course these indicate to concrete objects.
The role-relation can connect both nouns to
nouns and nouns to verbs. For example the verb
‘to run’ has been guessed by its role agent ‘run-
ner’ but not by its hyperonym ‘to move’.

The logs from beginner and even intermediate
level can indicate to problems of the main vo-
cabulary, for example for a question: this is near
synonym for the word ‘swamp bridge’ the cor-
rect answer should be ‘road’. Of course this near
synonym link is not correct and should be re-
vised also in EStWN.

In many aspects this game reflects that the as-
sociations of words/concepts are free and arbi-
trary in human minds. For example, illegible
(sloppy, quickly written) handwriting can remind
us the doctors’ style of handwriting. But still it is
possible — if considered carefully and thoroughly
— find a certain system, which is similar to the
one Georg Miller started to create a model of the
human mental lexicon. In ,,On wordnets and rela-
tions* (Piasecki et al 2013) is mentioned that
forming a synset (in the sense of wordnet) is a
quite difficult task and has been largely left to
the intuition of people who build wordnets.
Game gives us a chance to check how similar the
compilers intuition is to a player’s intuition.

6 Conclusion

The play logs contain of valuable information for
a lexicographer and using this for improvement
of EstWN is quite a new approach. The EstWN
has benefited from the Alias game in many ways.
Firstly it was possible to determine completely
false synsets and/or the non-suitable semantic

relations. Secondly it was possible to correct
some of the semantic relations. Thirdly some of
the definitions were improved and made more
precise. The correction work has grown more
systematic, since more log files have become
available. As an addition to revising and correct-
ing synsets and their relations it was interesting
to observe which hints were more informative to
players than the others. It gives us good feedback
if there is any semantic relation too general, too
narrow or just too vague.

Not less important is the value to Alias game
and it working principles. If studying the logs
more thoroughly it is possible to improve the
quality of Alias, for example how to choose con-
cepts, how to sort, choose, form and present hints
etc. This game is adjustable for every language
which has their own wordnet.

Researchers of Polish Wordnet (Maziarz et al
2013) have said that “Synonymy is intended as
the cornerstone of a wordnet, hypernymy — its
backbone, meronymy — its essential glue”. After
analyzed the log files of Alias-game we can say
that traditional definitions and antonyms are
clearer to a player with no linguistic background.
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Relation Occurence Right cases Right cases (%) Wrong cases
role_instrument 5 3 60.0% 2
role_agent 17 7 41.2% 10
antonym 86 29 33.7% 57
causes 18 6 33.3% 12
has_holo_madeof 23 6 26.1% 17
DEFINITION 1390 296 21.3% 1094
is_caused_by 31 6 19.4% 25
EXAMPLE 1136 207 18.2% 929
group_role 41 6 14.6% 35
VARIANTS 1597 232 14.5% 1365
has_mero_member 7 1 14.3% 6
has_mero_madeof 7 1 14.3% 6
has_meronym 26 3 11.5% 23
has_mero_part 36 4 11.1% 32
has_holo_member 18 2 11.1% 16
group_involved 42 4 9.5% 38
near_synonym 577 54 9.4% 523
has_hyponym 2123 194 9.1% 1929
near_antonym 200 18 9.0% 182
group_holo 60 5 8.3% 55
has_mero_location 12 1 8.3% 11
role_location 13 1 7.7% 12
has_hyperonym 994 72 7.2% 922
has_xpos_hyponym 152 11 7.2% 141
fuzzynym 622 44 7.1% 578
group_xpos 313 19 6.1% 294
state_of 84 4 4.8% 80
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be_in_state 45 2.2% 44
is_subevent_of 4 0.0% 4
has_mero_portion 2 0.0% 2
has_holo_portion 2 0.0% 2
role_target_direction 1 0.0% 1
has_subevent 1 0.0% 1
role_manner 1 0.0% 1
has_holo_location 0 0.0% 0
belongs_to_class 0 0.0% 0
group_derive 0 0.0% 0
role_source_direction 0 0.0% 0
has_instance 0 0.0% 0
role_direction 0 0.0% 0
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Abstract

Since the inception of the SENSEVAL evaluation
exercises there has been a great deal of recent
research into Word Sense Disambiguation (WSD).
Over the years, various supervised, unsupervised
and knowledge based WSD systems have been
proposed. Beating the first sense heuristics is a
challenging task for these systems. In this paper, we
present our work on Most Frequent Sense (MFS)
detection using Word Embeddings and BabelNet
features. The semantic features from BabelNet viz.,
synsets, gloss, relations, etc. are used for generating
sense embeddings. We compare word embedding of
a word with its sense embeddings to obtain the MFS
with the highest similarity. The MFS is detected for
six languages viz., English, Spanish, Russian,
German, French and Italian.  However, this
approach can be applied to any language provided
that word embeddings are available for that
language.

1 Introduction

Word Sense Disambiguation or WSD refers to the
task of computationally identifying the sense of a
word in a given context. It is one of the oldest and
toughest problems in the area of Natural Language
Processing (NLP). WSD is considered to be an Al-
complete problem (Navigli et al., 2009) i.e., it is
one of the hardest problems in the field of
Artificial Intelligence. Various approaches for
word sense disambiguation have been explored in
recent years. Two of the widely used approaches
for WSD are — disambiguation using the annotated
training data called as supervised WSD and
disambiguation without the annotated training
data called as unsupervised WSD.

MFS is considered to be a very powerful
heuristics for word sense disambiguation. Even
with sophisticated methods, it is difficult to
outperform its baseline. The MFS baseline for

English language is created with the help of a
sense annotated corpus wherein the frequencies of
individual senses are learnt. It is found that, only
5 out of 26 WSD systems submitted to
SENSEVAL-3, were able to beat this baseline.
The success of the MFS baseline is mainly due to
the frequency distribution of senses, with the
shape of the sense rank versus frequency graph
being a Zipfian curve. Unsupervised approaches
were found very difficult to beat the MFS
baseline, while supervised approaches generally
perform better than the MFS baseline.

In our paper, we have extended the work done
by Bhingardive et al. (2015). They used word
embeddings along with features from WordNet for
the detection of MFS. We used word embeddings
and features from BabelNet for detecting MFS.
Our approach works for all part-of-speech (POS)
categories and is currently implemented for six
different languages viz., English, Spanish,
Russian, German, French and Italian. This
approach can be easily extended to other
languages if word embeddings for the specific
language are available.

The paper is organized as follows: Section 2
briefs the related work. Section 3 explains
BabelNet. Our approach is given in section 4.
Experiments are presented in section 5 followed
by conclusion.

2 Related Work

McCarthy et al. (2007) proposed an unsupervised
approach for finding the predominant sense using
an automatic thesaurus. They used WordNet
similarity for identifying the predominant sense.
This approach outperforms the SemCor baseline
for words with SemCor frequency below five.
Bhingardive et al. (2015) compared the word
embedding of a word with all its sense embedding
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to obtain the predominant sense with the highest
similarity. They created sense embeddings using
various features of WordNet.

Preiss et al. (2009) refine the most frequent
sense baseline for word sense disambiguation
using a number of novel word sense
disambiguation techniques.

3 BabelNet

BabelNet (Navigli et al., 2012) is a multilingual
encyclopedic dictionary, with lexicographic and
encyclopedic coverage of terms, and a semantic
network. It connects concepts and named entities
in a very large network of semantic relations,
made up of more than 13 million entries, called
Babel synsets. Each Babel synset represents a
given meaning and contains all the synonyms
which express that meaning in a range of different
languages.

BabelNet v3.0 covers 271 languages and is
obtained from the automatic integration of:
«  WordNet! - a popular computational lexicon

of English.

+  Open Multilingual WordNet? - a collection of
WordNets available in different languages.

Wikipedia®- the largest collaborative multi-
lingual Web encyclopedia.

«  OmegaWiki* - a large collaborative multi-
lingual dictionary.

»  Wiktionary® - a collaborative project to pro-
duce a free-content multilingual dictionary.

+  Wikidata® - a free knowledge base that can be
read and edited by humans and machines
alike.

BabelNet provides API for Java, Python, PHP,
Javascript, Ruby and SPARQL.

4 Our Approach

We propose an approach for detecting the MFS
which is an extension of the work done by
Bhingardive et al. (2015). Our approach follows
an iterative procedure to detect the MFS of any
word given its POS and language. It works for six
different languages viz., English, Spanish,

! http://wordnet.princeton.edu/

2 http://compling.hss.ntu.edu.sg/omw/
8 http://www.wikipedia.org/

4 http://www.omegawiki.org/

5 http://www.wiktionary.org/

Russian, German, French and lItalian. We used
BabelNet as a lexical resource, as it contains
additional information as compared to WordNet.
This approach uses pre-trained Google Word
Embeddings’ for English language, and for all
other languages Polyglot® Word Embeddings are
used.

‘ Input Word, POS, '\ S

Language

Extract features from
BabelNet

Calculate and Print
MFS

ComputeCosine | [~ Generate Sense
Similarity between Vectors using
Word Vectors & Sense

1

Vectors )}

BabelNet features

Figure 1. Steps followed by our approach

The steps followed by our approach as shown in
figure 1 are as follows -

1. The system takes a word, POS and language
code as an input.

2. For every sense of a word, features such as
synset members, gloss, hypernym, etc. are
extracted from BabelNet.

3. Sense embeddings or sense vectors are
calculated by using this feature set.

4. Cosine similarity is computed between
word vector (word embedding) of an input
word and its sense vectors.

5. Sense vector which has maximum cosine
similarity with the input word vector is
treated as the MFS for that word.

4.1  Calculating Sense Vectors

4.1.1 Creation of BOW

Bag of Words (BOW): Bag of words for each
sense of a word are created by extracting context
words from each individual feature from
BabelNet. BOWSs obtained for each feature are,
BOWS for synset members (S), BOWG for
content words in the gloss (G), BOWHS for

6 https://www.wikidata.org/
" https://code.google.com/p/word2vec/
8 http://polyglot.readthedocs.org/en/latest/Embed

dings.html
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synset members of the hypernym synset (HS),
BOWHG for content words in the gloss of
hypernym synsets (HG).

Word Embeddings: Word embedding or word
vector is a low dimensional real valued vector
which captures semantic and syntactic features of
a word.

Sense Embeddings: Sense embedding or sense
vector is similar to word embedding which is also
a low dimensional real valued vector. It is created
by taking average of word embeddings of each
word in the BOW.

4.1.2 Filtering BOW

Filtering of BOWs are done to reduce the noise.

The following procedure is used to filter

BOWs:

1. Words for which word embeddings are not
available are excluded from BOW.

2. From this BOW, the most relevant words
are picked using following steps:

a. Select a word from BOW

b. The cosine similarity of that word
with each of the remaining words
in the BOW is computed.

c. Ifthe average cosine similarity lies
between the threshold values 0.35
and 0.4, then we keep the word in
the BOW else it is discarded. It is
found that values above 0.4 were
discarding many useful words
while the values below 0.35 were
accepting irrelevant  words
resulting in increasing the noise.
Hence, the threshold range of 0.35
- 0.4 was chosen by performing
several experiments.

For example, consider the input as -
Word: cricket
POS: NOUN
Language code: EN

Let BOWG; be the BOW of a gloss feature for the
sport sense (S:) of a word cricket.

BOWG; = {Cricket is a bat and ball game played
between two teams of 11 players each on a field
at the center of which is a rectangular 22-yard
long pitch}

After removing stop words and words for which
word embeddings are not available, we get the
updated BOWG; as,

BOWG; = {bat ball game played two teams}

Now, the cosine similarity of each word in
BOWG; with other words in BOWG; is computed
to get the most relevant words which can
represent the sense S; For instance, for a word
game, the average cosine similarity was found to
be 0.38 which falls in the selected threshold.
Hence, the word game is not filtered from the
BOWG;. Table 1 shows how the word game is
selected based on the average cosine similarity
score.

Word Gloss Cosine
Members Similarity
game Played 0.50
game Ball 0.49
game Bat 0.30
game Two 0.17
game Teams 0.44

Table 1: Cosine similarity scores of a word game

Average Cosine Score (game) =
(0.51+0.49+0.30 +0.17 + 0.44)/5=0.38
Similar process is carried out for each word of
BOW.

4.2 Detecting MFS

In our approach we are detecting MFS in an
iterative fashion. In each iteration we are
checking which type of BOWs (BOWS, BOWG,
BOWHS, and BOWHG) are sufficient to detect
the MFS. This can be observed in figure 2.

«Yes: Print MFS
«No: Next Step

eYes: Print MFS
eNo: Next Step
S+G+HS|eves: Print MFS
eNo: Next Step

® Print MFS

Figure 2: Iterative process of detecting MFS

In figure 2, we can see how BOWSs are used to
create sense vectors in an iterative fashion to get
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the MFS. If synset members (S) are sufficient to
get the MFS then our algorithm prints the MFS
and stops, otherwise other BOWSs of various
features like gloss (G), synset members of the
hypernym synsets (HS) and content words in the
gloss of the hypernym synsets (HG) are used
iteratively to get the MFS. The algorithm is as
follows:
1. For each sense i of a word:
a. VEC(i) = Create_sense_vector (BOWS;)
Where, BOWS; is bag of words of
synset members of sense Si
b. SCORE(i) = cosine_similarity (VEC(i),
VEC(W)) where, VEC(W) is the word
vector of the input word
2. Arrange these SCORES in descending order
according to the similarity score.
3. If (SCORE(0) — SCORE(1)) > threshold:
Goto step 6
Else:
Run Steps 1 to 2 by considering (BOWSi
+ BOWGI) for Create_sense_vector
function
4. If (SCORE(0) — SCORE(1)) > threshold:
Goto step 6
Else:
Run Steps 1 to 2 by considering (BOWSi
+ BOWGIi + BOWHSI) for
Create_sense_vector function
5. If (SCORE(0) — SCORE(1)) > threshold:
Goto step 6
Else:
Run Steps 1 to 2 by considering (BOWSi
+ BOWGi + BOWHSIi + BOWHGI) for
Create_sense_vector function
6. MFS=Sense(SCORE(0))
7. Print MFS
8. End
Where,
» VEC(i) denotes sense vector of an input
word.
* SCORE (v1, v2) is cosine similarity
between word vector v1 and sense vector
V2.
+ SENSE (SCORE(i)) is the sense corres-
ponding to SCORE(i).
Ambiguity is resolved by comparing the score
of most similar sense and second most similar
sense, obtained after Step 2. Step 3 checks if the
difference between their score is above
threshold =0.02 (This threshold was chosen
after conducting various experiments with other

threshold figures. The average difference
between two most similar senses was found to
be 0.02). There is a net speed-up in the
procedure, as the computation time is
significantly abridged as compared to
Bhingardive et al. (2015). As we are using an
iterative procedure for detecting the MFS, our
approach, most of the times gives a better result
as compared to Bhingardive et al. (2015) which
we have manually verified.

5 Experiment and Results

We used pre-trained Google’s word vectors as
word embedding for English language, for all
other languages Polyglot’s word embeddings are
used. Due to lack of availability of gold data, we
could not compare our results with MFS results
obtained from BabelNet. Upon considering
Princeton WordNet as gold data, we cannot
equate our results with it because they might be
semantically similar but not syntactically. Table 2
shows the MFS result using our approach for
some selected words of English language.

word MFS obtained using our

approach

bn:00003795n: A form of literary
criticism in which the structure of
a piece of writing is analyzed

bn:00025314n: A collection of
facts from which conclusions may
be drawn

bn:00048655n:The collection of
rules imposed by authority

bn:00032655n: A statement or
assertion of verified information
about something that is the case or
has happened

analysis

data

law

fact

theory bn:00045632n: A tentative insight
into the natural world; a concept
that is not yet verified but that if
true would explain certain facts or
phenomena

Table 2: MFS results for some selected words

6 Conclusion

We proposed an approach for detecting the most
frequent sense for a word using BabelNet as a
lexical resource. BabelNet is preferred as a
resource since it incorporates data not only from
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Princeton WordNet but also from sources. Hence
the volume of ambiguity is reduced by a
significant proportion. Our approach follows an
iterative procedure until a suitable context is found
to detect the MFS of a word. It is currently
working for English, Russian, Italian, French,
German, and Spanish languages. However, it can
be easily ported across multiple languages. An
APl is developed for detecting MFS using
BabelNet which can be publically made available
in future.
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Abstract

The data compiled through many Wordnet
projects can be a rich source of seed information
for a multilingual dictionary. However, the
original Princeton WordNet was not intended as
a dictionary per se, and spawning other
languages from it introduces inherent ambiguity
that confounds precise inter-lingual linking.
This paper discusses a new presentation of
existing Wordnet data that displays joints
(distance between predicted links) and
substitution (degree of equivalence between
confirmed pairs) as a two-tiered horizontal
ontology. Improvements to make Wordnet data
function as lexicography include term-specific
English definitions where the topical synset
glosses are inadequate, validation of mappings
between each member of an English synset and
each member of the synsets from other
languages, removal of erroneous translation
terms, creation of own-language definitions for
the many languages where those are absent, and
validation of predicted links between non-
English pairs. The paper describes the current
state and future directions of a system to
crowdsource human review and expansion of
Wordnet data, using gamification to build
consensus validated, dictionary caliber data for
languages now in the Global WordNet as well
as new languages that do not have formal
Wordnet projects of their own.

1. Introduction

When viewed from the perspective of creating a
concept-based multilingual dictionary, the Global
WordNet (GWN) is filled with both treasure and
risk. The Kamusi Project has imported the freely
available data from the Open Multilingual
Wordnet (OMW) as seed for further dictionary
development. In doing so, we have encountered
issues with current Wordnet implementations'
that we hope to contribute toward resolving.

" This paper uses “Wordnet” as a collective noun to signify
the web of projects that adopt the synset and ontological
approach, and that largely adhere to the same concept set,

Section 2 describes the work we have done to
make existing OMW data available in a format
that might add value for the public over previous
distributions. Section 3 discusses problems
encountered with using Wordnet data as the basis
for detailed lexicography. Section 4 details the
systems we are implementing to (1) offer
improved data for current Wordnets and to (2) use
as a basis for building parallel data for many more
languages.

2. Converting synsets to concept-specific
lemmas.

In structuring a multilingual dictionary, Kamusi
has determined that each concept/spelling pair
within a language should be a distinct node;
“light” (not heavy) is different from “light” (not
dark) is different from “light” (not serious). This
arrangement is compatible overall with the
Princeton WordNet (PWN), which separates each
sense it has identified for a given English spelling.
However, PWN clusters other terms with the same
general meaning in the same “synset”, such as
{cloth, fabric, material, textile}, so part of the
conversion of PWN to the Kamusi structure is to
make each member a separate node, each linked
as a synonym to all others, while retaining for
each the Wordnet working definition.

Wordnets for different languages are matched
to PWN by synset (Bond and Foster 2013).
PWN’s own search engine shows the terms in the
OMW that correspond to a synset, marked by
language, with no further navigation possible
between languages (see figure 1). The OMW
search interface better shows the different synsets
that are linked to the English concept (see figure
2), and also allows users to seek synsets in a
second language that match through English to a
search term in a first. For Kamusi, by contrast, the

while also referring to individual Wordnets that exist for
specific languages.
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matrix of relationships between the individual
terms within Wordnet synsets is the multilingual
problematic. With English concepts and
translation equivalents granted a debatable
assumption of validity, Kamusi has now linked
the individual terms in the synsets in each
language independently, with the matches
inferred through English shown as second degree.
In the example of “light” (not dark) in figure 3, the
concept as defined in English links to two
different nodes in Catalan, “brillant” and
“illuminds”, and two nodes in Spanish, “claro”
and “luminoso”. These particular senses of
“claro” and “luminoso” in turn link individually
to “brillant” and “illuminds”, and all five of the
preceding terms have independently negotiable
relationships with Japanese “B %Y and “B &

73”, Croatian “svjetle¢i” and “svijetao”, and

onward through the languages available in OMW.
When new terms are matched to the concept in
Kamusi for non-Wordnet languages, for example
a Quechua equivalent matched to Spanish, links
are formed, with degree of separation indicated, to
all of the existing terms within the multilingual
relation set.

The data from OMW includes 117,659 synsets
from PWN, matched to varying amounts among
26 languages and two variants (for Chinese and
Norwegian), resulting in approximately 1.2
million individual nodes. Some large relation sets
include 150 or more terms as equivalents among
languages, which can produce upwards of 11,000
individual links; while server resources have not
been expended to tally the total links in the data,
at least ten million term pairs have been mapped.

Catalan:

Catalan:

brillant brillant  illuminds

illuminés

Croatian:
svjetledi &

Spanish:
claro
luminoso

Croatian:
svjetleci

svijetao svijetao i

Japanese:
BB
Y

Figure 1: Terms linked to
English synset (PWN method)

Japanese:
BB

method)

GZ YR

Figure 2: Multilingual synsets
linked to English synset (OMW

English:

Catalan: light

brillant illuminds

N

Spanish:
claro

Croatian:
svjetledi &

luminoso | svijetao £ luminoso

Japaese:
B B2

Figure 3: Each term linked to
concept and each other, with joints
(distance) and substitutes (type of
equivalence) tracked (Kamusi
method)

3. Problems with Wordnet as lexicography

Having thus worked at length with the data in
OMVW, we have encountered a number of
limitations that bear mentioning and further work.

It is important to acknowledge that Wordnet
was never intended to be a definitive dictionary,
for English or any other language. The intent of
the word list was to provide data for non linguistic
research, initially in psychology (Miller et al
1990, Miller and Fellbaum 2007). It is thus not a
criticism to state that it does not fulfill a role it was
not designed for. However, in the absence of a
better large and well organized set of freely
available terms and definitions, it has taken on the
de facto role of a universal lexicon, linked not
only across languages but also across numerous
projects related to computational linguistics. We

suggest that Wordnet can be retrofitted for
incorporation within a more lexicographically
oriented resource, without losing its strong bonds
across languages and projects.

The first problem is that many of the English
definitions in the PWN data are inadequate, some
to the point of error. Many of the definitions were
written by the founder of the project, who was not
a lexicographer and was faced with the immense
task of producing good-enough ways of
understanding tens of thousands of terms. The
data is thus peppered with definitions such as
“elevator car: where passengers ride up and
down”; the sense is clear to a knowledgeable
speaker, but would not suffice for a credible
dictionary. Sometimes the definition is a problem
for one member of a synset, either because the
terms do not have identical meanings (e.g., verb
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“eat, feed: take in food; used of animals only” is
valid for “feed” but not for “eat”) or because that
term forms the nub of the explanation used to
define the group (e.g., verb “visit, call, call in: pay
a brief visit” functions for “call” and “call in”, but
is a tautology for “visit”). Some definitions are
simply wrong; a law practice, as a lexicalizable
multiword expression, is not “the practice of law”,
but a business through which lawyers conduct

their profession.
The consequence of a wrong definition is that
the errors propagate through

reproductions, projects, and languages. Fixing
mistakes is thus an opaque journey through long-
completed Wordnet projects that are unlikely to
be reopened, in languages that can only be
corrected by their speaker communities if they are
alerted to the issues and provided with the tools to
make the necessary changes. All three languages
that attempt an equivalent for "law practice"
completely miss the true English sense (perhaps
the other 25 groups were too stymied by the
tautology to attempt a translation), so
Finnish, Thai, and Spanish parties must somehow
be alerted that the PWN definition has been
modified, and given the platform to review and
revise the term in their language. Further, the
original PWN definition must be maintained with
an indication that it had been deprecated, so
projects like BabelNet” and VisuWords® that link
to or build upon it (Navigli and Ponzetto 2010)
can see the adjustments flagged, and update
themselves accordingly. Unfortunately, numerous
websites have replicated the existing PWN data in
apparently static form (e.g., vocabulary.com®), so
the current data will live in many places forever.
The second problem is that many errors exist in
the equivalents that other languages map to
English. For example, the French word “lumieére”,
always a noun, translates to a few senses of
English “light”, mostly in regard to things that
shine and figuratively in respect to illuminating
knowledge. As rendered in the WOLF French
Wordnet, however, “lumiére” is mapped to 45
senses of “light”, as a noun, verb, or adjective,
with meanings such as “insubstantial”, “less than
the full amount”, and “alight from (a horse)”. Of
similar concern, “light” as visible radiation is
mapped to 24 different terms in Polish, and the
synset with “illuminate” is given 20 equivalents in

2 http://babelnet.org/synset?word=bn:00050277n&
details=1&orig=law%20practice&lang=EN

} http://visuwords.com/law%20practice

N http://www.vocabulary.com/dictionary/law%20practice

both Indonesian and Malaysian. While most
languages have a lively list of expressions for
some common concepts such as “goodbye”, large
sets of synonyms for most concepts indicate an
overly broad brush in the Wordnet compilation. In
the Polish example, the purported synonyms
include a range of things related to brightness,
such as “za¢mienie”, which is an eclipse. As with
poor English definitions, poor translations and
clustering are unlikely to be fixed because their
compilation projects have expired with no system
in place for updating data.

These issues point to a third problem, a
conceptual limitation that our concept-specific
rearrangement of the data described above in
section 2 seeks to address. A strength of Wordnet,
and indeed its main organizing principle, is the
highly detailed ontologies through which
concepts are related (Vossen et al 1998, Vossen
1998)), such as hyponymy (this is a type of that)
and meronymy (this is a part of that), e.g. a ship is
a type of vessel and a deck is a part of a ship
(Fellbaum 1998). These precise vertical
ontologies are not matched, however, with a
method for understanding horizontal distinctions
within a synset (Derwojedowa et al 2008). Every
term within a synset is defined as “this” same
thing, e.g. E={approximate, estimate, gauge,
guess, judge}, “judge tentatively or form an
estimate of (quantities or time),” is all one notion.’
Moreover, every term in every synset linked from
every other language in GWN is bequeathed with
the same meaning, in this example including 6
terms in Croatian, 11 in Japanese including
orthographic variations, 20 in Arabic, 22 in
Indonesian, and 24 in Malaysian; any term in {3
JeSadde | wbd | od oS LS aSaly A s
a8 ola Juad | ged 08 Ja e B,
é 35 ,ulé ’wr—aauc GJLA’OL’JEH‘..&A}
is equivalent to any term in { Z.32CT5H , AAES ,
TR+, AR HbL L, BE+T 5, Al
L, THE FED R #EH+9 %) . Where the
English synset elides the large difference between
guessing and gauging, the multilingual composite
compounds the weakness of the assumption of
strict equivalence. The Arabic terms do not all
share a meaning with each other, nor are all the
Japanese terms internal synonyms, leaving no
way to determine whether & 3 3! is a viable
translation for #§ % %.° Any term produced by a

* http://wordnet-rdf.princeton.edu/wn31/200674352-v

% To evaluate these two blindly-chosen terms, bilingual
informants translated both synsets, yielding information
similar to what the processes in section 4 are designed to
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contributor in one language has a 1/E chance of
being a direct translation of one of the English
synset members, so any two cross-language terms
in GWN have a 1/E* chance of corresponding via
the English intermediary with each other; in the
example, E=5, any thoughtfully-produced term
has a 20% of matching a specific term pertaining
to assessing amounts, and any two non-English
terms have a 4% chance of having been selected
as best equivalents of the same English term.
Linking the terms computationally is a prodigious
shortcut to find likely pairs, but it is not
lexicography.

If, however, we see the synset as a grouping of
things that share a topical relationship rather than
a strict meaning, we can resolve the problem by
adding levels of detail similar to the vertical
Wordnet ontologies. Kamusi splits the topical
lumping of synonymy into what what can be seen
as a two-tier horizontal ontology, joints and
substitutes, that extends the conceptualization of a
multilingual lexicon from a grid (Fellbaum and
Vossen 2007) to a matrix.

1. “Joints” is the relationship that shows that
terms have been linked transitively as synonyms
(synset members) or translations. Joints are
evaluated numerically by the degree of separation
between links that have, in principle, some
element of human confirmation.” A first
generation joint indicates that two terms have
been manually paired, a second generation joint
links though one pivot term, third generation has
two intermediary terms, etc. With data from
GWN, the presumption of manual linking is
cloudy; all members of an English synset have
been manually linked to each other, all members
of internal synsets for most other languages have
been manually linked unless the Wordnet was
assembled computationally, and most other-
language synsets have been manually linked to the
English synset, but that does not mean that

elicit. The Arabic term is substantially more definitive
(“concluded”) than the Japanese (“pile up like discussions
during an absence”). {1. o<, evaluated; 2. S sl =, judged,;
3.@b3 | compared; 4. < , price; 5. oS L4 ), had an idea
about; 6. pSaly A .4 verdict; 7. &8, evaluated; 8. L3,
considered; 9. L1 5, focused; 10. J= separated; 11. (=3,
guessed; 12. {23, quantified; 13. L J~, guessed; 14. » &,
measured; 15. @ 3 341 | concluded; 16. U8 , measured; 17.
(e 4 ame 3la, set capacity of; 18. o, doubted; 19. 3%,
evaluated; 20. » < 5 put to trial};{1. }L.32C % to judge or
diagnose [kanji for see and stand up] (make a visual
estimation such as a physical exam, or take measurements
for clothing); 2. A& 2, 3. RFEH 5 to estimate [kanji for
see and stack] (predict price and time for a job); 4. T+
%, 5. THi to estimate or budget [kanji for calculate and

& 33wl or fiH Hhave been manually linked to
“guess” or “gauge”. In the current import, joints
within a language are all shown as first generation
(to be re-filtered as “synonyms” in due course),
and joints between each term in an English synset
and each member of a linked synset are also
shown as first generation, i.e., @ 3 31 is said to
be a first generation joint with both guess and
gauge, as is f& © %, with the Arabic and Japanese
terms therefore set as second generation. A future
method to validate joints is described below in
section 4.8.

2. “Substitutes” speaks to the degree of
equivalence between terms. Whether in-language
synonyms or cross-language translations, terms
are either “paralle]” or “similar’, with the
additional possibility that a translation is an
“explanatory phrase” invented in one language to
fill a lexical gap for a concept that is indigenous
to another (Benjamin 2014b). Pending
programming will provide fields on Kamusi
similar to those for definitions. These fields
provide space for the differences between
“similar” substitutes to be elaborated, such as the
distinction between “arm” in English that is the
body part from the shoulder to the wrist versus
“mkono” in Swahili that extends from the
shoulder to the fingertips. Substitution
relationships can in principle be followed across
joint relationships, so that the degree of
equivalence can be tracked along with the degree
of separation, a task for future coding. For the data
imported from OMW, all substitution relations
have been set initially to “parallel”, putting aside
judgments about equivalence for a more distant
future.

A fourth limitation with using Wordnet as a
dictionary end-product is that it is incomplete in
some essential ways. Wordnet cannot be faulted
for not including every sense of every English
term, much less every term from other languages,

beforehand] (calculate anticipated expenses); 6. H %, 7. B
H+7 % to estimate [kanji for calculate and look] (an
inexact number such as ml in a cup or remaining moves in
Go); 8. it 5, 9. fifi 5 to estimate [kanji for stack]
(uncountable things such as snow or emotions); 10. #EHL,
11. #E%+9 2 estimation [kanji for calculate and guess]
(less-knowable or unknowable things such as a coin flip, the
size of a crowd, or evaluation of a crime scene)}.

7 This assumption does not necessarily hold, as some
Wordnets are built using automatic generation techniques
(Atserias et al 1997, de Melo and Weikum 2008, Oliver
2014). The tendency for error in computationally-derived
datasets is amply displayed WOLF French Wordnet
(Wordnet Libre du Frangais) (Sagot and FiSer 2012,
http://alpage.inria.fr/~sagot/wolf-en.html)

29



as that was never its mission. However, terms or
senses that are not in Wordnet, such as “light” as
a traffic signal, or “lightsaber”, should be included
— or at least includable — in a dictionary that
aspires toward a thorough representation of a
language. If a concept is missing in PWN,
moreover, it stands little chance of appearing in
other language Wordnets, and conversely there is
no chance for a concept indigenous to another
language to join the global Wordnet concept set.
Within the scope of the Wordnet vision,
relationships that have not been found by Wordnet
editors cannot be forged by readers, such as
proposing that “boat” and “ship” be joined in a
synset. Further, the lack of own-language
definitions in most languages leaves the
impression that the meaning of each term can be
encapsulated in the English definition of the
corresponding synset, to the extent that the
attributed definition for “za¢mienie” is, exactly
and erroneously, “electromagnetic radiation that
can produce a visual sensation”. Finally, and
again because it is out of scope, Wordnet does not
include a great deal of information that is relevant
for dictionary or data purposes, such as word
forms (Spanish “invitado” does not indicate an
association with “invitada”, “invitados”, and
“invitadas”).

A final limitation with Wordnet is that projects
for many languages have licenses that restrict the
use of the data, if the data can be located at all. For
example, the Romanian Wordnet is distributed
with a “no derivatives” license. This means that
the data cannot be imported into the multilingual
structure described above, because linking
Romanian to Slovenian would be a derivative
product. Nor could the data be expanded, with
Romanian definitions or with information such as
the female form “invitatd” corresponding to the
“invitat”. Furthermore, the

given masculine

Romanian data has a “no redistribution”
restriction, so its use in a project that makes its
data shareable or downloadable seems proscribed.
GermaNet is even more restrictive, only allowing
the data to be used for internal research within an
institution. The openness or lack thereof of
Wordnets is indicated at
http://globalwordnet.org/wordnets-in-the-world.
Bringing restricted Wordnets into a dictionary
project does not offer new technical challenges,
but is only possible if the creators choose to
amend their licenses.

4. Tools and techniques for adding and
improving Wordnet data

Wordnet’s popularity stems in part from its
openness to the mash-ups others create from the
core PWN data. In that spirit, Kamusi has
developed tools that will transform the open
Wordnet data into data that is appropriate for
dictionaries and additional technological
applications, using automated procedures as a
starting point for human lexicographic review
(Pianta, Bentivogli, and Girardi 2002). At the
same time, these tools are designed to keep the
data in synch with existing Wordnet instances, in
such a way that transformations generated by
Kamusi can be reincorporated in PWN or other
language projects when and if their maintainers
desire.

The primary new tools developed by Kamusi
that can transform Wordnet data are a set of
crowd-sourcing applications that include games
embedded within Facebook and (still in alpha
development) on mobile devices (Benjamin
2014a, Benjamin 2015). These games ask players
to answer targeted questions about their language,
for which they receive various rewards when their
answers adhere to the consensus. The games build
data progressively, such that a definition that has
been approved for English can be shown to people
producing equivalents or definitions for other
languages.

These systems can transform Wordnet seed
data into dictionary data, in several ways:

1. Each English definition will be reviewed as it
pertains to the individual members of a synset,
and improved when the participants find it
appropriate. Players are shown the existing
Wordnet “working definition”, and given the
opportunity to either suggest their own definition,
vote for the Wordnet definition, or vote for a
contribution from another player. Once a
definition passes the consensus threshold, it is
published to Kamusi and used for subsequent
game modes. If the Wordnet definition has been
replaced, it is shown on Kamusi as deprecated.

2. Definitions in their own languages for terms
from other Wordnets will be generated using the
same procedure. This feature will be introduced
after players have had the chance to validate
existing translations against a critical mass of
finalized English definitions, e.g. a new English
definition for “law practice” will first be given to
Spanish speakers to verify or replace the current
matched Spanish term, and only afterwards will
the approved Spanish term be advanced to the
definition game.
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3. Existing translations of PWN will be validated
term by term. For example, Polish players will
assuredly approve “$wiatlo” for the sense of
visible light, but reject “zaémienie”. This mode
has not been developed at time of writing, the
need only becoming evident through examination
of the data imported in mid 2015, but is
anticipated for quick completion. Terms that are
evicted from a defined synset, like “za¢mienie”,
will be moved through a sequence of games to
produce definitions, translations, and sense
matches.

4. Concepts from PWN that are not already
matched in other Wordnet languages will be
elicited. For example, the Arabic WordNet has
only 10,000 synsets, so more than 100,000
concepts remain untouched. In the game, players
are shown a defined English term and asked to
provide an equivalent term in their language.
Terms that pass the consensus threshold are added
to Kamusi, while non-winning terms are passed to
another mode to see whether they are synonyms
for the concept.

5. Languages that do not have existing Wordnet
projects will be opened to their speakers, using the
improved English definition set and the game
modes described above. Because the elicitation
list used in the games is inherently linked to
Wordnet, Wordnets for these other languages will
be created as a default outcome. This opens GWN
to languages that do not have formal organizations
to take on the trouble of creating a Wordnet
project, including building tools from scratch (e.g.
Wijesiri et al 2014), but do have passionate
speakers who will contribute through crowd
methods.

6. Languages that have existing but restricted
Wordnet projects, like German, will be opened for
their speakers to start from scratch. This is a
phenomenal waste of time and energy, if one can
speak frankly in an academic paper, but, barring
changes in license restrictions, may be the fastest
way to acquire reliable data that can be used in an
open resource.

7. One already-developed game calls on players
to judge whether usages gleaned from Twitter or
more formal corpora (currently configured for
Wikipedia and the Helsinki Corpus of Swahili,
but the technique can be applied more widely) are
good examples to illustrate a particular sense.
Most Wordnets lack usage examples, so this game
can fill that gap for many languages. Future game
modes will elicit additional lexical and
ontological information, some of which falls

within the scope of what is sought within
Wordnets.

8. A future game mode, which will be activated
after languages have sufficient numbers of
defined entries, will ask users to confirm joints
established through English for their language
pairs. For example, “Swiatlo” and “lumiere” will
be shown with their respective own-language
definitions, and a registered Polish/ French
speaker will vote whether the two concepts match.
This game can only be played after sufficient data
for the concerned languages has been gathered in
the English-confirmation mode described above
in paragraph 4.3. The result will be validated
aligned Wordnets for numerous language pairs.
9. Work on other tracks within Kamusi will
introduce many terms and senses that are not part
of PWN or other Wordnets. These concepts will
be made available to language teams, and some
could form part of an extended multilingual
Wordnet desiderata.

5. Conclusions

This paper has discussed two difficulties with
using Global Wordnet as the source for a formal
multilingual dictionary. First, Wordnet does not
do things it was not intended to do, but that are
needed for lexicography, such as differentiation of
terms grouped topically in synsets and matching
those concept distinctions across languages.
Second, some of the things it does do bear
improvement, either in quantity (completion of
the full PWN set of synsets in other languages,
production of own-language definitions), quality,
or access. Fortunately, the open approach with
which Wordnet was designed makes it possible to
retrofit the data with English definitions that may
be more sensible than those initially drafted, and
with revised equivalents in other languages when
necessary, without severing the bonds that have
already been built across languages and projects.
The broad inter-lingual predictions made possible
by GWN have been refined by charting the joints
between members of a topical group, and will
further show the degree to which confirmed pairs
can substitute for each other. The work will not be
easy, involving recruiting many crowd members
from many languages, as well as oversight from
authoritative arbiters. However, many of the tools
have already been developed, and are being rolled
out gradually as Kamusi musters the resources to
foster speaker communities and manage the
incoming data flow. As time goes on, the data
produced by various Wordnet projects will lie at
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the core of a more comprehensive multilingual
dictionary, and the data from the dictionary
project will be available for the further refinement
of existing and future Wordnets.
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Abstract

The Ancient Greek WordNet (AGWN)
and the Dynamic Lexicon (DL) are mul-
tilingual resources to study the lexicon
of Ancient Greek texts and their transla-
tions. Both AGWN and DL are works
in progress that need accuracy improve-
ment and manual validation. After a de-
tailed description of the current state of
each work, this paper illustrates a method-
ology to cross AGWN and DL data, in or-
der to mutually score the items of each re-
source according to the evidence provided
by the other resource. The training data
is based on the corpus of the Digital Frag-
menta Historicorum Graecorum (DFHG),
which includes ancient Greek texts with
Latin translations.

1 Introduction

The Ancient Greek WordNet (AGWN) and the
Dynamic Lexicon (DL), which will be illustrated
in detail in the next sections (see sections 2 and
4), are complementary resources to study the An-
cient Greek lexicon. AGWN is based on the
paradigmatic axis provided by bilingual dictionar-
ies, while DL is based on the syntagmatic axis
provided by historical and literary texts aligned to
their scholarly translations. Both of them have
been created automatically and they need to be
corrected and extended. In this specific case the
data is taken from the Digital Fragmenta Histori-
corum Graecorum (DFHG), which is a corpus of
quotations and text reuses of ancient Greek lost
historians and their Latin translations provided by
the editor Karl Miiller (Berti et al., 2014 2015;
Yousef, 2015)!. This corpus is part of LOFTS
(Leipzig Open Fragmentary Texts Series) at the

'http://opengreekandlatin.github.io/dfhg-dev/

Humboldt Chair of Digital Humanities at the Uni-
versity of Leipzig. We have been using this collec-
tion because it is big enough to include many dif-
ferent sources preserving information about Greek
historians. Instead of working with extant authors,
the DFHG allows us to focus on specific topics re-
lated to ancient Greek lost historiography and on
the language of text reuse within this domain. The
working hypothesis is that the evidence provided
by Dynamic Lexicon Greek - Latin pairs is rele-
vant to score the Greek word - conceptual node
(synset) associations in the Ancient Greek Word-
Net and, on the other hand, that the evidence pro-
vided by AGWN Greek word - Latin translations
is relevant to score the DL Greek - Latin pairs.

2 Ancient Greek WordNet

The creation of the Ancient Greek WordNet has
been outlined in (Bizzoni et al., 2014). It is based
on digitized Greek-English bilingual dictionaries
(in particular the Liddell-Scott-Jones and the Mid-
dle Liddell provided by the Perseus Project?):
first, Greek-English pairs (Greek words and En-
glish translations) are extracted from the dictio-
naries; then, the English word is projected onto
the Princeton WordNet (PWN) (Fellbaum, 1998).
If the English word is in PWN, then its synsets
are assigned to the Greek word; the same goes
for its lexical relations with other lemmas. Thus
AGWN is created “bootstrapping” data from dif-
ferent datasets. As a bootstrapped process, its re-
sult is quite inaccurate. For example, induced pol-
ysemy (from English) maps the Greek verb €yw
-écho- over 170 English words (including “cut”,
“make”, “brake” ...). On the contrary, when the
English word is not in PWN, the Greek word of the
pair is excluded from AGWN, thus strongly reduc-
ing the coverage of AGWN for the entire Greek
lexicon to c.a 30%.

*http://www.perseus.tufts.edu
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Currently, AGWN is linked not only to PWN,
but also to other WordNets, in particular to the
Latin WordNet (LWN) (Minozzi, 2009) and to the
Italian WordNet (IWN) (Roventini et al., 2003).
The way these WordNets are interconnected fol-
lows the guidelines illustrated in (Vossen, 1998;
Rodriguez et al., 2008), by using English as the
bridge language. As a consequence, Greek and
Latin and/or Greek and Italian are linked through
the common sense(s) in English.

3 The conceptual structure of Ancient
Greek WordNet

Sharing a unique conceptual network among dif-
ferent languages is a good solution when the civ-
ilizations expressed by those languages are very
similar, due to the effects of the globalization. In
this case, only few conceptual nodes must be in-
serted when a concept is lexicalized in the source
language but not in the target language, and few
nodes must be deactivated when a concept is only
lexicalized in the target language, but not in the
source language.

On the contrary, when the civilizations ex-
pressed by the source and the target languages are
highly dissimilar, the conceptual network needs to
be heavily restructured.

As illustrated in the introduction, the conceptual
network of AGWN is originally based on PWN,
but the glosses of the synsets and the semantic re-
lations can be modified through a web interface.’

4 Dynamic Lexicon

The Dynamic Lexicon is an increasing multilin-
gual resource constituted by bilingual dictionar-
ies (Greek/English, Latin/English, Greek/Latin),
which have been created through the direct auto-
mated alignment of original texts with their trans-
lations or through a triangulation with a bridge
language.

The first version of the DL* is a National En-
dowment for the Humanities (NEH)? co-funded
project developed at Tufts University (Medford,
MA) by the Perseus Project, whereas the second
version is under development at the University of
Leipzig by the Open Philology. Project®

3http://www.languagelibrary.eu/new_ewnui
*http://nlp.perseus.tufts.edu/lexicon
Shttp://www.neh.gov/about
Shttp://www.dh.uni-leipzig.de

5 Bilingual Dictionary Extraction

This section investigates a simple and effective
method for automatic extraction of a bilingual
lexicon (Ancient Greek/Latin) from the avail-
able aligned bilingual texts (Greek/English and
Latin/English) in the Perseus Digital Library us-
ing English as a bridge language.

The data comes from the corpus of the DFHG
and consists of 163 parallel documents aligned
at a word level (104 Ancient Greek/English files
and 59 Latin/English). The Greek-English dataset
consists approximately of 2/0K sentence pairs
with 4,32M Greek words, whereas the Latin-
English dataset consists approximately of /23K
sentence pairs with 2,33M Latin words. The par-
allel texts are aligned on a sentence level us-
ing Moore’s Bilingual Sentence Aligner (Moore,
2002), which aligns the sentences with a very
high precision (one-to-one alignment).” Then the
GIZA++ toolkit® is used to align the sentence pairs
at the level of individual words. Table 1 introduces
statistics about the DFHG parallel corpus, while
Figure 1 displays the used workflow. Note that the
number of words in Table 1 is the total number of
words in the documents, whereas the aligned pairs
are the number of aligned words in the documents.
Some words are not aligned at all, therefore the
number of aligned words is smaller than the total
number of words.

Ancient Greek Latin
Files 104 59
Sentences 210K 132K
Words 4,32M | 2,33M
Aligned words 3,34M | 1,71M
Distinct words 872K 575K

Table 1: Size of the corpora.

5.1 Preprocessing

The data sets provided by the workflow in Figure
1 are available in XML format. Each document
is identified (through an id) in the Perseus Digi-
tal Library and consists of sentences in the orig-

’Sentences have been segmented using punctuation marks
excluding commas.

8GIZA++ is an extension of the program GIZA which
was developed by the Statistical Machine Translation team
at the Center for Language and Speech Processing at Johns-
Hopkins University.
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Greek-English
aligned corpus

' PARSING l

Latin-English
translation pairs

Latin-English
aligned corpus

Greek-English
translation pairs

' Triangulation '

Combination of translation pairs via English
Greek -> English -> Latin

!

Figure 1: Explanation of the method

inal language (Ancient Greek or Latin) and their
translation in English, as reported in Figure 2 (A).
Each Latin or Greek word is aligned to one word
in the English text (one-to-one Alignment), but in
some cases a word in the original language could
be aligned to many words (one-to-many / many-
to-one) or not aligned at all, cf. Figure 2 (B).
Lemmatization of English translations will pro-
duce better results, because that will reduce the
number of translation candidates as we can see in
this example: The Greek word Aévew -légein- is
translated with (“say”, “speak”, “tell”, “speaking”,
“said”, “saying”, “mention”, “says”, ‘“‘spoke”).
Many of the translation candidates share the same
lemma (say for “said”, “saying”, “says”), (speak,
“speaking”, “spoken”). Before the lemmatiza-
tion there were 9 translation candidates and after
the lemmatization there are only four candidates,
showing therefore the change of frequencies.
Table 2 shows how the lemmatization process
recalculates the frequencies and percentages of

each single translation.

5.2 Triangulation

Triangulation is based on the assumption that two
expressions are likely to be translations if they
are translations of the same word in a third lan-
guage. We will use triangulation to extract the
Greek-Latin pairs via English. In order to do
that, we query our datasets to get the Greek and
Latin words that share the same English transla-
tion along with their frequencies, see Figure 3.
The English word ship is associated to the
Greek word vatc -naiis- (54.8%), to vadc -nads-
(21.5%) and so on; the same English word ship is
associated to the Latin word navis (65.3%), to no

Lemma| Freq. | % | Word | Freq. | %
say 551 | 36
said 89 6
say 719 | 46.8 saying 54|35
says 25| 1.5
speak 492 | 32
speak 621 | 40.6 | speaking| 110 7
spoke 19 | 1.2
tell 149 | 9.7 | tell 149 | 9.7
mention| 45 2.9 | mention 45129

Table 2: Lemmas and words:frequencies and per-
centages

(23.8%), and so on.

The extracted pairs via triangulation are the cor-
rect association {vaic, navis} and the wrong asso-
ciations {vaiic, no} (ship-to swim), {vabdc, navis}
(temple-ship), {vaéic, no} (temple-to swim). These
pairs don’t have the same level of relatedness,
therefore we have to filter the results to keep only
strong related pairs, as exposed in Section 5.3.

5.3 Translation-Pairs filtering

The translation pairs are not completely correct,
because there are still some translation errors. In
order to eliminate incorrect pairs, we will use a
similarity metric to measure the similarity or the
relatedness between every Greek-Latin pairs. The
Jaccard coefficient (Jaccard, 1901) measures the
similarity between finite sample sets (in our case
two sets), and is defined as the size of the intersec-
tion divided by the size of the union of the sample
sets:

_|ANB|

J_yAUB|

(1

A and B in equation 1 are two vectors of
translation probabilities (Greek-English, Latin-
English). For example, the relatedness’ between
the Greek word oA and the Latin word civitas is
reported in Figure 4.

We have to determine a threshold to classify the
translation pairs as accepted or not accepted. High
threshold yields high accuracy lexicon but with
less number of entries, whereas low threshold pro-
duce more translation pairs with lower accuracy.
The accuracy of the method depends on two fac-
tors:

°In the calculation we use the fact that city and state are
shared English translation between noiic -pdlis- and civitas
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The size of aligned-parallel corpora plays

illuc regredere ab ostio

get away there frorn the c:mrI

<sentence id="6"»
<wds lnum="L1">
W n="6-1" nrefs="6-3">»1lluc < /w>
<W n="6-2" nrefs="6-1">regredere<iw>
W n="6-3" nrefs="6-4"rab</w>
<W n="6-4" nrefs="6-6">o0stio </w>
<w n="6-5" nrefs="6-7"». </w>
</wds>
<wds lnum="L2">
<W n="6-1" nrefs="6-2">get</w>
<w N="6-2" nrefs=""r>away</w>
<w n="6-3" nrefs="6-1">there </w>
<W n="6-4" nrefs="6-3">from</w>
<W N="6-5" nrefs="">the</w>
<Ww n="6-6" nrefs="6-4">door</w>
<w n="6-7" nrefs="6-5">1</w>
</wds>
¢</sentence>

A

Kai TG AEyel ;

\

and what does he say ?

<sentence id="8" >
<wds 1num="L1">
<W n="61-1"
<W n="61-2"
<w n="61-3"
<w n="61-4"
</wds>
<wds lnum="L2">
<wW n="61-1"
<w n="61-2"
<W n="61-3"
<W n="61-4"
<W N="61-5"
<W n="61-6"
</wds>
</sentence>

nrefs="8-1">xui¢/w>
nrefs="8-2 8-3"»ri</ /W
nrefs="8-5"»léyerd /w>
nrefs="8-6">;</w>

nrefs="8-1">and</w>
nrefs="8-2">what</w>»
nrefs="8-2">does</w>»
nrefs="">he</w>
nrefs="8-3">say</w>
nrefs="8-4">2</w>

B

Figure 2: The aligned sentences in XML format

Greek Translation of (ship)

@ vaic (vadv, vija,
vaic, vnic)

@ vaog (vrjog, ved)

® Nade (v, vrii)

@ mhoiov (mAciov)

@ veog (vear)

Latin Translation of (ship)

@ navis (navem,
navis, navim,
nauem, navibus)

@ nol (navi)

@ puppis (puppl,
puppis)

@ reor (ratis)

@ ralis (ratem)

Figure 3: An example of triangulation

(néAig civitas) = (72.9 + 19.5 + 74 +18.7) = 185.1
(noMg civitas) = ( 100 + 100 )=200
J(ndMig, civitas) = 185.1/200= 92.55 %

civitas city 72.9%

civitas state 19.5%

civitas citizenship | 2.9%

civitas citizen 2.6%

civitas country 2.1%

TIGAKG city 74%
TéAIg state 18.7 %
Tiéhig athens 3%
néhig town 3%
midhig of 13%

Figure 4: Use of Jaccard algorithm for aligning oA to civitas

im-
portant role to improve the accuracy of the
produced lexicon: bigger corpora produce
better translation probability distribution and
more translation candidates which yield a
more accurate lexicon. In addition to that big-
ger corpora cover more words

The quality of the aligner used to align the par-

allel corpora: manually aligned corpora yield
whereas automatic
alignment tools produce some noisy transla-
tions; in our case GIZA++ has been used to

more accurate results,

align the parallel corpora.
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6 Evaluating and extending the AGWN
through evidence provided by the
Dynamic Lexicon and vice versa

Students and scholars that evaluate and extend the
AGWN synset items need to compare online dic-
tionaries and other lexical resources. The DL can
provide evidence for this purpose, especially to
discover relevant missing correspondences. An
example should clarify.

In AGWN we can find the association minister
(eng) / minister (lat) / Suéxtopoc -didktoros- (grc),
but not minister (eng) / minister (lat) / Sidxovoc
-didkonos- (grc), which is instead provided by the
DL. If we consult the bilingual dictionary Liddell-
Scott-Jones, we find out that Sdxtopc “taken as
minister, =dtdxovoc”. The automatic parser used
to bootstrap AGWN from bilingual dictionaries
has not processed this information, so the DL pro-
vides a hint for the integration of this missed item
in the correct synset of AGWN.

Complementary, the DL is missing the triplet
minister (eng) / minister (lat) / didxtopoc (gre),
which would be a relevant translation, even if not
attested by the aligned bilingual texts of the train-
ing corpus. Moreover, AGWN can be used to add
scoring criteria to the DL system, by tuning the
results with a further piece of evidence, which re-
inforces the Jaccard score.

For example, the score of the correct associa-
tion {vaic, navis}, discussed in Section 5.2 is re-
inforced, due to its presence in AGWN, whereas
the scores of the wrong associations {vaic, no},
{vaée, navis} and {vade, no} are weakened, due
to their absence in AGWN.

7 Future work

The next step is the creation of a gold standard
both for AGWN and for DL, in order to quantify
the gain in terms of precision and recall that we
can obtain by crossing AGWN and DL data.

8 Conclusion

In conclusion, we think that the paradigmatic ap-
proach, by extraction of bilingual pairs from dic-
tionaries, and the syntagmatic approach, by ex-
traction of bilingual pairs from aligned texts, are
complementary for the study of Ancient Greek se-
mantics and that they can be integrated, in order
to mutually improve the performances of both of
them.
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Abstract

Semantic similarity and relatedness measures
play an important role in natural language
processing applications. In this paper, we pre-
sent the IndoWordNet::Similarity tool and in-
terface, designed for computing the semantic
similarity and relatedness between two words
in IndoWordNet. A java based tool and a web
interface have been developed to compute this
semantic similarity and relatedness. Also, Java
API has been developed for this purpose. This
tool, web interface and the API are made
available for the research purpose.

1 Introduction

The Semantic Similarity is defined as a concept
whereby a set of words are assigned a metric based
on the likeliness of the semantic content. It is easy
for humans with their cognitive abilities to judge
the semantic similarity between two given words
or concepts. For example, a human can quite easily
say that the words apple and mango are more simi-
lar than the words apple and car. There is some
understanding of how humans are able to perform
this task of assigning similarities. However, meas-
uring similarity computationally is a challenging
task and attracts a considerable amount of research
interest over the years. Another term very closely
related to similarity is Semantic Relatedness. For
example, money and bank would seem to be more
closely related than money and cash. In past, vari-
ous measures of similarity and relatedness have
been proposed. These measures are developed
based on the lexical structure of the WordNet, sta-

tistical information derived from the corpora or a
combination of both. These measures are now
widely used in various natural language processing
applications such as Word Sense Disambiguation,
Information Retrieval, Information Extraction,
Question Answering, etc.

We developed IndoWordNet::Similarity tool, in-
terface and API for computing the semantic simi-
larity or relatedness for the Indian Languages using
IndoWordNet.

The paper is organized as follows. Section 2 de-
scribes the IndoWordNet. Semantic similarity and
relatedness measures are discussed in section 3.
Section 4 details the IndoWordNet::Similarity. Re-
lated work is presented in section 5. Section 6 con-
cludes the paper and points to the future work.

2 IndoWordNet

WordNet! is a lexical resource composed of
synsets and semantic relations. Synset is a set of
synonyms representing distinct concept. Synsets
are linked with basic semantic relations like hyper-
nymy, hyponymy, meronymy, holonymy, tropon-
ymy, etc. and lexical relations like antonymy,
gradation, etc. IndoWordNet (Bhattacharyya,
2010) is the multilingual WordNet for Indian lan-
guages. It includes eighteen Indian languages viz.,
Assamese, Bengali, Bodo, Gujarati, Hindi, Kanna-
da, Kashmiri, Konkani, Malayalam, Manipuri,
Marathi, Nepali, Odia, Punjabi, Sanskrit, Tamil,
Telugu, Urdu, etc. Initially, Hindi WordNet*> was
created manually taking reference from Princeton
WordNet. Similarly, other Indian language Word-

L http://wordnet.princeton.edu/
2 http://www.cfilt.iitb.ac.in/indowordnet/
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Nets were created from Hindi WordNet using ex-
pansion approach and following the three princi-
ples of synset creation. In this paper, we present
the IndoWordNet::Similarity tool, interface and
API, which help in computing similarity and relat-
edness of words / concepts in Indian language
WordNets.

3 Overview of Semantic Similarity and
Relatedness Measures

Over the years, various semantic similarity and
relatedness measures have been proposed. These
measures are classified based on the path length,
information content and the gloss overlap. Some of
them are described below.

3.1 Path Length Based Measure

These measures are based on the length of the path
linking two synsets and the position of synset the
WordNet taxonomy.

3.1.1 Shortest Path Length Measure

This is the most intuitive way of measuring the
similarity between two synsets. It calculates the
semantic similarity between a pair of synsets de-
pending on the number of links existing between
them in the WordNet taxonomy. The shorter the
length of the path between them, the more related
they are. The inverse relation between the length of
the path and similarity can be characterized as fol-
lows: .

shortest_path _length(5,.5;)

SiMpgep =

SiMyggrp = 2 = D — shortest_path_length(5,.5;)

Where, 5; and 5, are synsets and D is the maxi-
mum depth of the taxonomy.

3.1.2 Leacock and Chodorow’s Measure

This measure proposed by Leacock and Chodor-
ow’s (1998) computes the length of the shortest
path between two synsets and scales it by the depth
D of the IS-A hierarchy.

) shortest _path _length{5,,5;)
simy, = —log( 5 )

Where, S; and S; are the synsets and D represents
the maximum depth of the taxonomy.

3.1.3 Wu and Palmer Measures

This measure proposed by Wu & Palmer (1994)
calculates the similarity by considering the depths
of the two synsets, along with the depth of the
lowest common subsumer (LCS). The formula is
given as,

2 = depth (LC5(5,,5,))
depth (5,) + depth(S,;)

StMygyp =

Where, S; and S, are the synsets and LCS5(S,.5,)
represents the lowest common subsumer of S; and
S,

3.2 Information Content Based Measure

These measures are based on the information con-
tent of the synsets. Information content of a synset
measures the specificity or the generality of that
synset, i.e. how specific to a topic the synset is.

3.2.1 Resnik’s Measure

Resnik (1995) defines the semantic similarity of
two synsets as the amount of information they
share in common. It is given as,

SIMpgznix = IC(LCS(SL 52}}

This measure depends completely upon the infor-
mation content of the lowest common subsumer of
the two synsets whose relatedness we wish to
measure.

3.2.2 Jiang and Conrath’s Measure

A measure introduced by Jiang and Conrath (1997)
addresses the limitations of the Resnik measure. It
incorporates the information content of the two
synsets, along with that of their lowest common
subsumer. This measure is given by the formula:

distance,y(S1.57) = IC(51) + IC(5;) — (2IC(LCS(51.52)))
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= ic Similarity using Indo

Instructions

Enter two words and their

Enter the words here

e
n ]

Sense no. of word 1: [1 |

wWord 1:

POS of word 1

Word 2: |a= |
POSofword 22 |n

Sense no. of word 2: [1 |

[] Use Virtual Root?

Compute Similarity! || Devanagari Keyboard || Clear |

SEMANTIC SIMILARITY USING INDOWORDNET
POS and sense ids in the fields given below.

POS and Sense id fields are optional. If they are left blank, similarity values will be calculated for all pairs of senses of the two words across all POS
POS should be entered as{without the quotes) either "n" for noun ,"v" for verb,"a" for adjective and "r" for adverb

Select Similarity Measure: |RESI||K Measure |v|

Figure 1: IndoWordNet::Similarity Tool

Where, IC determines the information content of a
synset and LCS determines the lowest common
subsuming concept of two given concepts.

3.3 Gloss Overlap Measures

Lesk (1986) defines the relatedness in terms of
dictionary definition overlap of given synsets. Fur-
ther, the extended Lesk measure (Banerjee and
Pedersen, 2003) computes the relatedness between
two synsets by considering their own gloss as well
as by considering the gloss of their related synsets.

4 IndoWordNet::Similarity

We have developed IndoWordNet::Similarity tool,
web based interface and API to measure the se-
mantic similarity and relatedness for a pair of
words / synsets in the IndoWordNet.

4.1 IndoWordNet::Similarity Tool

The IndoWordNet::Similarity® tool is implemented
using Java. The user interface layout and its fea-
tures are given below.

4.1.1 User Interface Layout

The main window of the tool is as shown in Figure

1. In order to use this tool, user needs to provide

the following inputs:

e User can enter the pair of words for which
similarity to be computed.

e  User can specify the part-of-speech and the
sense number for the given two words for cal-
culating the similarity. If user doesn’t provide

3 http://www.cfilt.iith.ac.in/iwnsimilarity

these details then the tool computes the simi-
larity between all possible pair of senses of
the two input words over all parts-of-speech.

e Drop-box is provided for selecting the type of
similarity measure.

e  Check-box is provided for virtual root option.

Depending on the user query the similarity is
calculated and displayed in an output window.

4.1.2 Features

e This is system independent
standalone Java Application.

portable

e Option such as part-of-speech and sense-id
are optional.

e If user doesn’t provide part-of-speech and
sense-id option, then similarity is calculated
for all possible pair of senses of the given
words.

e If the virtual root node option is enabled then
one hypothetical root is created which con-
nects all roots of the taxonomy. This allows
similarity values to be calculated between any
pair of nouns or verbs.

4.2 IndoWordNet::Similarity API

IndoWordNet::Similarity Application Programm-
ing Interface (API) has been developed using Java
which provides functions to compute the semantic
similarity and relatedness using various measures.
API provides three types of functions for each
measure.

1. A function which takes only two words as
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parameters and returns the similarity score
between all possible senses of the two words.

2. A function which takes two words along with
part-of-speech, sense-id and returns the
similarity score between the particular senses
as specified by the user.

3. A function which takes only two words as
parameters and returns the maximum similarity
between two words among all possible sense

pairs. Some of the APl functions are
mentioned below:

API Function Computes
public SimilarityValue[] Path
getPathSimilarity( String word1, Similarity
String posl, int sid1, String word2,

String pos2, int sid2, boolean

use_virtual_root)

public SimilarityValue[] Path
getPathSimilarity(String word1,String Similarity
word2,boolean use_virtual_root)

public SimilarityValue Maximum
getMaxPathSimilarity(String word1, Path
String word2, boolean Similarity
use_virtual_root)

Table 1. Important functions of IndoWord-
Net::Similarity API

4.3 IndoWordNet::Similarity Web Inter-

face

IndoWordNet::Similarity Web Interface has been
developed using Php and MySql which provides a
simple interface to compute the semantic similarity
and relatedness using various measures. Figure 2
shows the IndoWordNet::Similarity web interface.

IndoWordNet:: Similarity
[Language: Hindi
[Word 1: |eri

POS Category Noun + | Options | Use all senses =

ford 2: | POS Category Noun : | Options | Use all senses =
[Measure  Path Similarity Measure *

Compute IWN Similarity

The Maximum Similarity between words & and ¥ is : 0.3333

Figure 2. IndoWordNet::Similarity Web Inter-
face

5 Related Work

WordNet::Similarity* (Pedersen et. al. 2004) is
freely available software for measuring the seman-
tic similarity and relatedness for English WordNet.
This application uses an open source Perl module
for measuring the semantic distance between
words. It provides various semantic similarity and
relatedness measures using WordNets. Given two
synsets, it returns numeric score showing their de-
gree of similarity or relatedness according to the
various measures that all rely on WordNet in dif-
ferent ways. It also provides support for estimating
the information content values from untagged cor-
pora, including plain text, the Penn Treebank, or
the British National Corpus®.

WS4J8 (WordNet Similarity for Java) pro-
vides a pure Java API for several published seman-
tic similarity and relatedness algorithms. WordNet
Similarity is also integrated in NLTK tool”. How-
ever, the need to make entirely different applica-
tion for IndoWordNet lies in its multilingual nature
which supports 19 Indian language WordNets.
Hence, we developed the IndoWordNet::Similarity
tool, web interface and API for calculating the sim-
ilarity and relatedness.

6 Conclusion

We have developed the IndoWordNet::Similarity
tool, web interface for computing the semantic
similarity and relatedness measures for the In-
doWordNet. Also, a java API has also been devel-
oped for accessing the similarity measures. The
tool and the API can be used in various NLP areas
such as Word Sense Disambiguation, Information
Retrieval, Information Extraction, Question An-
swering, etc. In future, the other measures of com-
puting similarity and relatedness shall be integrated
in our tools and utilities.
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Abstract

Supervised methods for Word Sense Dis-
ambiguation (WSD) benefit from high-
quality sense-annotated resources, which
are lacking for many languages less com-
mon than English.  There are, how-
ever, several multilingual parallel corpora
that can be inexpensively annotated with
senses through cross-lingual methods. We
test the effectiveness of such an approach
by attempting to disambiguate English
texts through their translations in Italian,
Romanian and Japanese. Specifically, we
try to find the appropriate word senses for
the English words by comparison with all
the word senses associated to their trans-
lations. The main advantage of this ap-
proach is in that it can be applied to any
parallel corpus, as long as large, high-
quality inter-linked sense inventories exist
for all the languages considered.

1 Introduction

Cross-lingual Word Sense Disambiguation (CL-
WSD) is an approach to Word Sense Disambigua-
tion (WSD) that exploits the similarities and the
differences across languages to disambiguate text
in an automatic fashion. Using existing multilin-
gual parallel corpora for this purpose is a natu-
ral choice, as shown by a long series of works in
the literature; see for instance Brown and Mercer
(1991), Gale et al. (1992), Ide et al. (2002), Ng et
al. (2003), Chan and Ng (2005), and Khapra et al.
(2011) more recently.

As Diab and Resnik (2002) showed, the trans-
lation correspondences in a parallel corpus pro-
vide valuable semantic information that can be ex-
ploited to perform WSD. For instance, Tufis et al.
(2004) used parallel corpora to validate the inter-
lingual alignments in different WordNets (WNs).

bond@ieee.org

Specifically, they looked at the sense intersection
between the lexical items found in all the recipro-
cal translations of a parallel corpus.

Gliozzo et al. (2005) showed how CL-WSD
can help to sense-annotate a bilingual corpus by
looking at the semantic differences in a language
pair. Bentivogli and Pianta (2005), on the other
hand, focused on how meaning is somehow pre-
served despite those differences, which allows us
to transfer the semantic annotation of a text in a
certain language to its translation in another lan-
guage. The sense projection procedure that they
used is simple yet powerful, but it can only be
applied on corpora in which at least one parallel
text is annotated with senses. Nevertheless, given
the difficulty to come across sense-annotated data,
any way to produce such data is of great benefit
to WSD. The knowledge acquisition bottleneck is
still a challenge to address for most languages.

Given the task of annotating an ambiguous word
in a multilingual parallel corpus, some valuable in-
formation can be derived through the comparison
of the set of senses of each of the word’s trans-
lations. If fewer senses (or one only, in the opti-
mal case) are retained across languages, then the
cross-lingual information has helped reducing (or
solving) the ambiguity.

In previous work (Bond and Bonansinga, 2015)
we employed sense intersection (SI) to annotate
a trilingual parallel corpus in English, Italian and
Romanian built upon SemCor (SC) (Landes et al.,
1998). We summarize the data used and our find-
ings in Section 2.

In Section 3 we continue investigating in the
same strand by introducing a further language,
Japanese, to disambiguate English text. In Sec-
tion 4 we show how an annotation task can ben-
efit from coarser sense distinctions. In Section 5
we examine thoroughly how and how much each
additional language helps the automatic sense dis-
ambiguation process. We conclude in Section 6.
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2 Multilingual Sense Intersection

In Bond and Bonansinga (2015) we explored the
cross-lingual approaches pioneered by Gliozzo et
al. (2005) and Bentivogli and Pianta (2005) to an-
notate the SC corpus (Landes et al., 1998) and two
corpora built upon it from its Italian and Romanian
translations. This parallel corpus, though rather
small (see Subsection 2.1), is ideal for the task as it
is sense-annotated in all its translations, thus mak-
ing the evaluation of alternative sense annotation
methods straightforward. We briefly present the
data used back then and introduce the last compo-
nent of the corpus, the Japanese SemCor (Bond et
al., 2012), which is included in the analysis pre-
sented in this paper.

2.1 Data

Developed at Princeton University, SC is a sub-
set of the Brown Corpus of Standard American
English (Kucera and Francis, 1967) enriched with
sense annotations referring to the WN sense inven-
tory (see Section 2.2).

Bentivogli and Pianta (2005) manually trans-
lated 116 SC texts and automatically aligned them
to their English counterparts. Then the sense an-
notations of the English words were automati-
cally transferred following the word alignment,
thus leading to the creation of a sense-annotated
English-Italian corpus, MultiSemCor (MSC).

With the purpose of providing a Romanian ver-
sion of SC, Lupu et al. (2005) developed the Ro-
manian SemCor (RSC) (Lupu et al., 2005; Ion,
2007), which shares 50 texts with MSC. Unfor-
tunately, RSC is not word-aligned to any other
component of the parallel corpus, which is a re-
quirement to perform sense mapping with any
of the mentioned procedures. Nevertheless, as
the sentence alignment is available and as we are
only interested in content words, we attempted a
word alignment based upon the information al-
ready available. First, we aligned all the recipro-
cal translations in the same sentence pair having
identical sense annotation. Then, we aligned the
remaining content words, if any, using heuristics
that exploit PoS information and path similarity in
the WN ontology. Finally, we manually checked
a sample of the alignment found in this fashion
and we observed a precision of 97%; of course,
errors can only be introduced in the second step,
when the heuristics used to align the remaining un-
aligned content words come into play.

Bond et al. (2012) built a Japanese SemCor
(JSC) matching the texts covered in MSC, after
porting the sense annotations to WN 3.0 using the
mappings provided by Daude et al. (2003). The
sense annotation was carried out through sense
projection by exploiting the word alignment, sim-
ilarly to what Bentivogli and Pianta (2005) did for
Italian.

JSC follows the Kyoto Annotation Format
(KAF) (Bosma et al., 2009) and is released under
the same license as SC.!

In Table 1 we remind the basic statistics of each
corpus. For English and Italian we also specify
the number of the target words after the migration
to WordNet 3.0 (WN 3.0). In Table 2 we give a
clearer picture of the alignments available in terms
of the number of aligned sentences for each lan-
guage pair.

Texts  Tokens Target After mapping
words

EN 116 258,499 119,802 118,750

IT 116 268,905 92420 92,022

RO 82 175,603 48,634 =

Jjp 116 119,802 150,555 =

Table 1: Statistics for each component of the mul-
tilingual parallel corpus built from SemCor.

2.2 Sense Inventories

When MSC was released, MultiWordNet?
(MWN) (Pianta et al., 2002), a multilingual
WordNet aligned to Princeton WN 1.6, was used.
As described in Bond and Bonansinga (2015),
we ported all senses annotations in MSC to WN
3.0, so to make it possible a comparison between

'Both the Japanese WordNet and the Japanese
SemCor are available at the following address:
http://compling.hss.ntu.edu.sg/wnja/
index.en.html

http://multiwordnet.fbk.eu/

Language Aligned sentences
EN-IT 12,842
EN-RO 4,974
EN-JP 12,781
IT-RO 4,974
IT-JP 12,781
RO-JP 4,913

Table 2: Number of aligned sentences for each
language pair.
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the different components of the parallel corpus.
To this aim, we used automatically inferred
mappings (Daudé et al., 2000; Daudé et al.,
2001). However, the changes occurred between
WN versions 1.6 and 3.0 led to the loss of 4,631
sense annotations (1,204 types, half of which are
adjective satellites).

The Romanian WordNet (RW), created within
the BalkaNet project (Stamou et al., 2002) and
then consistently grown independently (Barbu Mi-
titelu et al., 2014) was aligned to WN 3.0 with pre-
cision of 95% (Tufis et al., 2013).

The Japanese WN (JWN) (Isahara et al., 2008;
Bond et al., 2009), originally developed by the
National Institute of Information and Communi-
cations Technology (NICT) and firstly released
in 2009, is a large-scale semantic dictionary of
Japanese and is available under the WordNet li-
cense.

Synsets  Senses
English 117,659 206,978
Italian 34,728 69,824
Romanian 59,348 85,238
Japanese 57,184 158,069

Table 3: Coverage of the WNs used.

In Table 3 we give basic coverage statistics
for the WNs of our target languages. The Open
Multilingual WordNet (OMW)? is an open-source
multilingual database that connects all open WNs
linked to the English WN, including Italian (Pianta
et al., 2002) among the 28 languages supported
(Bond and Paik, 2012; Bond and Foster, 2013).
A convenient interface to OMW is provided in the
Python module NLTK* (Bird et al., 2009).

2.3 Findings

For the sake of completeness, in previous work
we performed sense projection on the Italian and
Romanian corpora using English as pivot, scor-
ing a precision of over 90% in both cases. As
for SI, we report the previous precision and cov-
erage scores obtained through trilingual SI in Ta-
ble 4, along with the Most Frequent Sense (MFS)
baseline, that assigns each word its most frequent
sense. In this step, sense frequency statistics (SFS)
are therefore necessary, but unfortunately there are

*http://compling.hss.ntu.edu.sqg/omw/
summx . html
*nttp://www.nltk.org

very few sense-annotated corpora from which we
can derive such statistics. In the case of SC the is-
sue is even more crucial, because in WN senses
are ranked depending on their frequency in SC.
So, whenever the first sense of a lemma follows
a ranking order, we are using biased statistics.

Generally speaking, the coverage scores were
quite good and higher with the baseline MFS. As
for precision, the gap between SI and the baseline
is smaller, probably due to the bias just mentioned.
On the other hand, in languages other than En-
glish, the contribution of SES is not as decisive
and SI performs better than the baseline, and par-
ticularly so in the case of Italian.

3 Multilingual Sense Intersection with
languages from different families

The theoretical justification behind Multilingual
Sense Intersection (SI) is in that an ambiguous
word will often be translated in different words in
another language. As a consequence, the knowl-
edge of all the senses associated to its translation
can help detect the sense actually intended in the
original text. More commonly, such a compari-
son will help reduce the ambiguity, but it will not
identify one single, shared sense. On the other
hand, a text whose ambiguity has been progres-
sively reduced through automatic methods can be
completely disambiguated by a human annotator
at a lesser cost. Moreover, the more the languages
available for comparison in the parallel corpus, the
more likely is that ST actually manages to discern
the correct sense in context.

Differently from our previous work, where we
disambiguated all the texts that were aligned with
at least one other language, in the following sec-
tion we show results computed over 49 texts.
Those constitute the subset of the corpus shared
across all four components and for which we have
alignments. As a result, we use an even smaller
corpus through which, nevertheless, we can show
more effectively the contribution of up to three
languages.

Given an ambiguous word, all its translations
provide their ’set of sense’, as retrieved from the
shared sense inventory. Then, intersection is per-
formed over every non-empty set and successes
when the final overlap contains only one sense,
meaning that the target word has been disam-
biguated. Otherwise, the overlap is further inter-
sected with the top most frequent senses available
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Method English Italian Romanian
Precision Coverage Precision Coverage Precision Coverage
MES (baseline) 0.761 0.998 0.599 0.999 0.531 1
3-way Intersection 0.750 0.778 0.653 0.915 0.590 1
Coarse-grained MFS 0.850 0.998 0.687 0.999 0.794 1
Coarse-grained SI 0.849 0.778 0.761 0.915 0.661 1

Table 4: Comparison of the results scored with SI and MFS baseline.

for the target lemma. We take note whether the
sense selected was the most frequent one. As be-
fore, we resort to sense frequency statistics (SFS)
whenever the target word is not yet disambiguated
after SI. These frequencies were calculated over
all texts in the corpus except the one being anno-
tated.

4 Introducing coarse-grained senses

Sense inventories are a crucial part of this ap-
proach. Not only are a sufficient coverage and the
alignment to the Princeton WN necessary: when it
comes to deciding how to define close, very spe-
cific senses, a trade-off between the detail of the
sense description and its actual usability in real
contexts is highly desirable.

The fine granularity of WN senses can occa-
sionally, depending on the application, be more
of a practical disadvantage than a quality. In this
analysis, for instance, error analysis suggested that
the senses found through SI were often very close,
but it may happen that they are discarded as wrong
outputs just because one language has a WN more
developed and granular than another. We should
also bear in mind that the correct senses against
which we evaluate were picked by trained human
annotators in the first place, and human annotators
tend to describe a word as precisely as possible.

Conscious of this limit, Navigli (2006) devised
an automatic methodology to find a reasonable
sense clustering for the senses in WN 2.1. Sense
clustering can be of great help in tasks where mi-
nor sense distinctions can be ignored, allowing a
coarse-grained evaluation.

They found 29,974 main clusters, some of
which were manually validated by an expert lex-
icographer for the Semeval all-word task.

We mapped the senses in the clusters found to
WN 3.0, losing 101 of them in the process (typi-
cally one-element clusters). When evaluating the
results of SI, we performed a coarse-grained eval-

uation; in particular, whenever the sense found by
SI was not correct, we checked whether it was part
of a sense cluster and whether the correct sense
was in it. If so, we considered the output of the
algorithm correct.

Table 4 displays the difference in performance
when coarse-grained evaluation is employed.

Method : .Enghsh
Precision Coverage
Coarse-grained MFS 0.851 0.998
Coarse-grained 4-SI 0.854 0.788

Table 5: Coarse-grained evaluation of the results
scored with 4-way SI and MFS baseline, com-
puted over the shared subset (49 texts).

5 Evaluation

In Table 4 we show the improvement in preci-
sion obtained thanks to coarse-grained evaluation
with respect to the results in Bond and Bonansinga
(2015). English and Italian show respectively a
significant improvement of 0.1 and 0.11. In the
case of Romanian, the improvement is not as big,
but still meaningful (0.07). Of course, coarse-
grained evaluation causes the MFS baseline to im-
prove as well. In the case of English - which,
again, is the component most subjected to the bias
introduces by SFS - the difference between MFS
and SI decreases a little, but MFS still performs
better.

The case of Italian is unique, in that SI obtains
better precision scores with both fine and coarse-
grained senses. For Romanian, on the other hand,
SI performs better until coarse-grained evaluation
is employed, and the improvement achieved by
MES is striking.

In Table 5 we show our latest attempt to dis-
ambiguate English text by using the semantic in-
formation of its aligned translation in a parallel
corpus. The languages that contribute to the dis-
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ambiguation process are Italian, Romanian and
Japanese, and all together they manage to beat
MES, if coarse-grained senses are considered.

6 Conclusions

For future work, it is important to analyze the pro-
gressive improvement that we can achieve by tak-
ing into account semantic information from one
language at the time, so as to verify if it is true that
it is the very diverse languages that contribute the
most to the disambiguation process.

As for the sense inventories, it would be in-
teresting to compare different lexical resources
for Italian, that is MWN and ItalWordNet (ITW)
(Roventini et al., 2002). ITW was born as the Eu-
roWordNet Italian database, but even though com-
patible to a certain extent with EuroWordNet, it
is released in XML format. ITW includes about
47.000 lemmas, 50.000 synsets and 130.000 se-
mantic relations and is currently maintained by
the Institute for Computational Linguistics (ILC)
at the National Research Council (CNR). An up-
dated version is freely available online.

Finally, we could easily address, at least for En-
glish, the lack of unbiased sense frequency statis-
tics by computing them over the WordNet Gloss
Corpus, in which glosses are sense-annotated.®
This corpus alone would provide sense frequen-
cies for 157,300 lemma-pos pairs.
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Abstract

This paper introduces the motivation for
and design of the Collaborative InterLin-
gual Index (CILI). It is designed to make
possible coordination between multiple
loosely coupled wordnet projects. The
structure of the CILI is based on the In-
terlingual index first proposed in the Eu-
roWordNet project with several pragmatic
extensions: an explicit open license, defi-
nitions in English and links to wordnets in
the Global Wordnet Grid.

1 Introduction

Within 10 years of the release of Wordnet (Miller,
1990) researchers had started to extend it to other
languages (Vossen, 1998). Currently, the Open
Multilingual Wordnet (OMW: Bond and Paik,
2012; da Costa and Bond, 2015) has brought to-
gether wordnets for 33 languages that have released
open data,' and automatically produced data for
150. There are even more wordnets than this: some
large projects have released non-open data, notably
German (Kunze and Lemnitzer, 2002) and Korean
(Yoon et al., 2009) and many projects have yet to
release any. This activity shows that the structure
of wordnets is applicable to many languages.

All the wordnets are based on the basic struc-
ture of the Princeton wordnet (PWN: Fellbaum,
1998): synonyms grouped together into synsets
and linked to each other by semantic relations.

The majority of wordnets have been based on
the expand approach, that is adding lemmas in
new languages to existing PWN synsets (Vossen,
1998, p83), boot-strapping from the structure of
English. 28 out of 33 of the wordnets in OMW

'We use the definition from the Open Knowledge Foun-
dation: http://opendefinition.org/: ““anyone is free
to use, reuse, and redistribute it --- subject only, at most, to
the requirement to attribute and/or share-alike".

take this approach. A few wordnets are based
on the merge approach, where independent lan-
guage specific structures are built first and then
some synsets linked to the PWN. In OMW, only
five projects take this approach: Chinese (Taiwan),
Danish, Dutch, Polish and Swedish (Huang et al.,
2010; Pedersen et al., 2009; Postma et al., 2016;
Piasecki et al., 2009; Borin et al., 2013).

To investigate meaning across languages, we
need to link synsets cross-lingually. It is easy to
link expand-style wordnets: they all link to PWN
and it can be used as a pivot to link them together.
This is one of the attractions of using the expand
approach, you immediately gain multilingual links.
The disadvantage is that concepts not in PWN (ei-
ther because they are not lexicalized in English or
just because they have not been covered yet) can-
not be expressed. Because of this, many expand-
style wordnets also define some new, language-
specific synsets, typically a few tens or hundreds
(Arabic, Chinese, Italian, Japanese, Catalan, Span-
ish, Galician, Finnish, Malay/Indonesian, Bulgar-
ian, Greek, Romanian, Serbian and Turkish all do
so)(Pianta et al., 2002; Tufis et al., 2004; Elkateb
and Fellbaum, 2006; Gonzalez-Agirre et al., 2012;
Wang and Bond, 2013; Bond et al., 2014; Seah and
Bond, 2014; Postma et al., 2016).

It is harder to link merge-style wordnets. The
projects need to somehow identify links to PWN,
and as a result, only a small subset of the language
specific synsets are linked to PWN. Examining the
unlinked synsets, this seems to be principally due
to the lack of resources to link them than semantic
incompatibility. For example, Danish and Polish
(Pedersen et al., 2009; Piasecki et al., 2009) have
many synsets which can be linked but are not cur-
rently.

Currently, when projects create their own
synsets, there is no coordination between these
projects. This means that similar or even identi-
cal concepts may be introduced in multiple places.
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For example, most South East Asian languages dis-
tinguish between cooked and uncooked rice: these
concepts have been added independently to the
Korean and Japanese wordnets. Typically, clus-
ters of projects have tried to coordinate, such as
EuroWordNet, the Multilingual Central Reposi-
tory for Basque, Catalan, Galician and Spanish
(Gonzalez-Agirre et al., 2012), the MultiWordNet
for Italian and Hebrew, (Pianta et al., 2002), Balka-
net (Tufig et al., 2004), the Wordnet Bahasa for
Malay and Indonesian (Bond et al., 2014), the In-
doWordnet project (Bhattacharyya, 2010).

Clearly, there is a need for a single shared repos-
itory of concepts. In this paper, we propose to
build one: the Collaborative InterLingual Index
(CILI). We base the index on the technical founda-
tions laid down in EuroWordNet: a single list that
is the union of all the synsets in all the wordnets
(Peters et al., 1998; Vossen et al., 1999). To this
we add ideas from the best-practice of the Seman-
tic Web: a shared easily accessible resource with
a well defined license; from open-source software:
build a community of users who will co-develop
the resource; and from experiences in many multi-
lingual lexical projects: accept the de facto use of
English as a common language of communication.

In the following sections we discuss the motiva-
tion further (§ 2), then describe in detail the struc-
ture of the CILI (§ 3), list some open issues (§ 4)
and finally conclude.

2 Motivation

Wordnets have been built with different meth-
ods and from different starting points: expand or
merge, manually or semi-automatically and based
on pre-existing monolingual resources or using
available bilingual resources to translate English
synsets to words in the target language. Further-
more, it is up to the wordnet builders to make
decisions about which words are synonyms, what
are the semantic relations between the synsets and
how to interpret each semantic relation. We can
observe very large synsets in one wordnet being
linked through PWN to small synsets in another
language. Different granularities of synsets brings
into questions the notion of the same concept ex-
isting across these wordnets. PWN uses 44 seman-
tic relations (if separated by part-of-speech) but in
EuroWordNet 71 relations were defined that par-
tially overlap. Even if two wordnets use the same
relation name, there is no guarantee that it is inter-

preted in the same way. In fact, different wordnet
editors and algorithms may interpret relations dif-
ferently. Even the symbols used for parts of speech
differ in different projects (adverb is 'r'in PWN but
'b' in some projects). Finally, one can observe large
differences in coverage of the vocabulary and in the
degree of polysemy. Vocabularies and concepts
differ in size but also in terms of genre, pragmatics,
the inclusion of multiword expressions as ~ phrase
sets" (Bentivogli and Pianta, 2003) and specific
domains and areas. Choices for distinguishing
senses lead to fine-grained and coarse-grained pol-
ysemy, where the latter may lead to multiple hyper-
nyms that can be modeled as complex types (Puste-
jovsky, 1995). Finally, the glosses for synsets play
an underestimated role in addition to the synsets
and the relations, but no formal structuring is de-
fined for these glosses. As a result, glosses are
not sufficiently descriptive to precisely identify the
meaning of a concept. Such differences across
wordnets make it difficult to establish the proper
relations to the ILI and thus to compare and exploit
wordnets across languages. Further, if a synset is
not realized in a language it is not clear if that is
because the concept is not lexicalized in that lan-
guage, or if it is merely not realized yet (the com-
pilers may just not have got round to it).

To solve these problems, we need to not just de-
fine an interlingual index, but also shared guide-
lines for relations, how to write definitions, stan-
dard data formats and so forth.

3 The Collaborative Interlingual Index

In this section we describe the core properties of
CILI. To coordinate an index among all the dif-
ferent wordnet projects, we propose that it should,
ideally, have the following properties (building on
1--5 from Fellbaum and Vossen, 2008):

1. The Interlinear Index (ILI) should be a flat list
of concepts.

2. The semantic and lexical relations should
mean the same things for all languages.

3. Concepts should be constructed for salient
and frequent lexicalized concepts in all lan-
guages.

4. Concepts linked to Multiword units (MWUs)
in wordnets should be included.

5. A formal ontology could be linked to but sep-
arate from the wordnets.
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6. The license must allow redistribution of the
index

7. ILI IDs should be persistent: we never delete,
only deprecate or supercede; we should not
change the meaning of the concept

8. Each new ILI concept should have a defini-
tion in English, as this is the only way we
can coordinate across languages. The defini-
tion should be unique, which is not currently
true, and preferably also parse and sense tag
information should be included. Definition
changes will be moderated.

9. Each new ILI concept should link to a synset
in an existing project that is part of the
GWG with one of a set of known relations
(hypernymy, meronomy, antonymy, ...)

10. This synset should link to another synset in an
existing project that is part of the GWG and
links to an ILI concept.

= each concept is linked to another concept
through at least one wordnet in the grid

11. Any project adding new synsets should first
check that they do not already exist in the CILI

* New concepts are added through their
existing in a wordnet

¢ If something fulfills the criteria is pro-
posed

* If no objections after three months then
it is added

Property 6, an open license, is a necessary con-
dition for groups to be able to use the ILI within
their own project. To be maximally compatible, the
license should place as few restrictions as possi-
ble, ideally requiring only that the source of the re-
source be mentioned: it should be either the word-
net license itself, Creative Commons Attribution
(CC-BY) or the MIT license. We choose to use
CC-BY, as the license has been well written and
documented and is widely used.

Property 7, persistent identifiers, is an important
criterion for stability. If the ILI changed its IDs,
projects without the resources to maintain compat-
ibility would fall behind. If a project changes its
hierarchy, then it will need to add new nodes and
delink the old ones. To keep backwards compat-
ibility, even if a concept is deemed problematic,

it will remain in the CILI, and marked as depre-
cated, preferably with a link to the concept that
supercedes it.

Property 8, that all synsets should have a defi-
nition in English, recognizes that, in practice, the
only language shared by all groups is English.
Here we are inspired by experience with the CICC
project, a multilingual machine translation project
linking Thai, Chinese, Japanese, Malay and In-
donesian (but not English) (CICC, 1994). No
members spoke all five languages, but someone
in each group spoke English, so all dictionary
entries also had an English translation or defini-
tion. Having a universally understood definition
is a prerequisite in avoiding redundant creation of
new senses. This creates a burden on non-English
speakers, which we will try to lighten by giving
clear guidelines for writing definitions (see section
3.3). Note, that while the definition must be in En-
glish, the concept is not necessarily lexicalized in
English, in contrast to Princeton WordNet.

Properties 9 and 10 make sure that all new con-
cepts link to something, there should be no or-
phaned concepts. Exactly which links are accept-
able is still a matter of research.’

The final point (11) is about coordination. Prac-
tically, it will not be possible to have a single
moderator who can check new synsets in every
language. We therefore propose that the burden
of checking for duplication with existing synsets
should be placed on the project wanting to add
new synsets. As new concepts should be linked
to existing concepts through relational links in a
wordnet, and definitions in English will exist for
all entries, checking for a compatible entry in the
ILI should not be too burdensome. Project mem-
bers with wordnets in the shared multilingual index
would gain write privileges to the ILI, of course
anyone should be able to read it. We will build au-
tomated tools that warn if definitions are too simi-
lar (for details see Vossen et al., 2016).

For the ILI to be successful there will be an
initial cost to combine all existing non-English
synsets, adding English definitions for all and
merging duplicates. It would also require buy-in
from all participating projects, but fortunately most
non-English wordnets contain few synsets that do
not correspond to an English synset, so this first
step should not be too burdensome. For wordnets

*Many wordnets, including PWN, currently contain some

orphans (e.g. uphill ), these would not be added to the ILI
unless they are linked to something.
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built with the merge approach there will be many
more new synsets, these should be checked care-
fully and validated against corpora before being in-
cluded in the ILI. We will support this with work-
shops at relevant conferences (such as the 16th
Global Wordnet Conference).

In the long run, we hope that external re-
sources will link to the ILI's persistent IDs (things
like SUMO, TempoWordnet (Dias et al., 2014),
the many Sentiment wordnets (Baccianella et al.,
2010; Cruz et al., 2014).

3.1 Format

The ILI will be represented as RDF. Our reference
implementation will be in Turtle (Terse RDF Triple
Language: W3C,2012) a compact format for RDF
graphs.

It includes its own metadata, based on the
Dublin Core, shown in Figure 1. As far as possible,
triples are defined using existing schema (refer-
enced in the preamble). The individual entries are
designed to be extremely simple. Unlike synsets
in individual wordnets, ILI concepts do not have
explicit parts-of-speech. No further semantics is
imposed within the ILI.

Each concept in the ILI has the following simple
structure:

* AuniqueID: i1, i2, i3, ..
* A type: Concept or Instance
* A gloss in English: skos:definition

* A link to the synset that first motivated the ILI
concept: dc:source

¢ Links to all current wordnets in the GWG that
use this concept: owl:sameAs

* Optionally a deprecate/supercedes link

We give an example in Figure 2, which also
shows the relevant prefixes.

Information about provenance (who added the
entry, when it was made and so forth) are left to
the version control system, for which we have cho-
sen to use (git: http://git-scm.com/). When
commits are made, the project will be added as the
author so arecord is kept of who is responsible for
which change without making it visible in the ILI.

Note that the concept is defined not just by the
written definition but by the links to the wordnets
and the lemmas in those wordnets: the definition

is a crucial tool for coordinating across languages,
but is not meant to be the sole determiner of the ILI
concept's meaning. The ILI concepts will always
be linked to the global wordnet grid (Fellbaum and
Vossen, 2007; Vossen et al., 2016).

Labels for the concepts can be produced auto-
matically, as it is probably that different languages
would want different labels. The easiest approach
would be to take the most frequent lemma in the
language of choice, backing off to the most fre-
quent lemma in the language that introduced it
(which can be obtained from the dc:source).

3.2 The WordNet Schema

In order to ensure that WordNets may be submit-
ted in a form that is compatible with the ILI, we
have developed two specific schemas, namely an
XML schema based on the Lexical Markup Frame-
work (Vossen et al., 2013, LMF) and the second
in JSON-LD (Sporny et al., 2014) using the Lex-
icon Model for Ontologies (McCrae et al., 2012,
lemon). These models are structured as follows:

LexicalResource The root element of the re-
source is the lexical resource

Lexicon Each WordNet has a lexicon for each re-
source, which has a name, an ID and a lan-
guage. The language is given as a BCP 47
tag .

Lexical Entry Each 'word' is termed a lexical en-
try, it has exactly one lemma, at least one
sense and any number of syntactic behaviors.

Lemma The lemma has a written form and
part-of-speech, which may be one of noun,
verb, adjective, adverb, phrase, sentence or
unknown.

Sense The sense has any number of sense rela-
tions and a synset.

Synset The synset has an optional definition and
any number of sense relations.

Definition The definition is given in the language
of the WordNet it came from as well as the ILI
definition (in English). A definition may also
have a statement that gives an example

Synset/Sense Relation A relation from a given
list of relations such as synonym, hypernym,
antonym. This list defines the relations used
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<> a voaf:Vocabulary ;
vann:preferredNamespacePrefix "ili" ;

vann:preferredNamespaceUri "http://globalwordnet.org/ili" ;

dc:title "Global Wordnet ILI"@en ;

dc:description "The shared Inter-Lingual Index for the global wordnets.
It consists of a list of concepts of instances with definitioms,

and their links to open wordnets."@en ;
dc:issued "2015-07-30"""xsd:date ;
dc:modified "2015-07-30"""xsd:date ;
owl:versionInfo "0.1.1"Qen ;

dc:rights "Copyright Global Wordnet Association" ;
cc:license <http://creativecommons.org/licenses/by/4.0> ;

cc:attributionName "Global Wordnet Association";

cc:attributionURL <http://globalwordnet.org>;

dc:contributor
<http://vossen.info/> ;

dc:publisher <http://globalwordnet.org> .

<http://www3.ntu.edu.sg/home/fcbond/>,

<http://john.mccr.ae> ,

Figure 1: ILI metadata

@prefix pwn30: <http://wordnet-rdf.princeton.edu/wn30/> .
O@prefix jwnl2: <http://compling.hss.ntu.edu.sg/omw/wns/jpn/> .

@prefix ili: <http://globalwordnet.org/ili/> .
@base <http://globalwordnet.org/ili/ili#>.

<i71370> a <Concept> ;

dc:source pwn30:06639428-n ;

skos:definition "any of the machine-readable lexical databases
modeled after the Princeton WordNet"@en ;

owl:sameAs
owl:sameAs

jwnl2: jpn-06639428-n ;
pwn30:06639428-n .

Figure 2: Example ILI entry for the concept of a wordnet

by the Global Wordnet Grid, and all the rela-
tions are documented on the Global Wordnet
Association website.

Syntactic Behavior A syntactic behavior (verb
frame) gives the subcategorization frame in
plain text, such as ““Sam and Sue %s the
movie".

Meta Dublin Core properties may be added to lex-
icons, lexical entries, senses and synsets.

Either format can be used to describe a WordNet
and it is simple to convert between either. An ex-
ample of the LMF form is given in figure 3 and in
WN-JSON in figure 4

3.3 Guidelines for Definitions

In any given wordnet, the definition is only one of
the things that helps to tell the meaning of a word,
it is accompanied by the semantic relations, part
of speech information, examples and so forth. The
ILI is situated in the global wordnet grid, so this
information should also be available. However the
definition is the only thing guaranteed to be in the
ILI, and the accompanying information may only

be from a wordnet whose language is not compre-
hensible to another user. Moreover, as these defi-
nitions are given in natural language it is important
to ensure that they are as unambiguous as possible,
and can clearly identify the concepts, without the
additional mechanisms of semantic relations. For
these reasons strong guidelines for definitions are
of primary importance.

There are already good general guidelines
for writing dictionary definitions (Landau, 1989,
Chapter Four). Almost all of these apply to word-
nets in general, and the CILI in particular, with the
exception that brevity is less important in an elec-
tronic resource.

There are some extra constraints for the CILI.
First, definitions should be unique and there should
be enough information to minimally distinguish
one concept from all others. This was not the
case in the wordnets, PWN has over 1,629 synsets
with non-unique definitions, and there are simi-
lar numbers in other wordnets (1,362 in Japanese,
418 in Indonesian, 211 in Greek, 104 in Albanian
and so on). For example it would not be suffi-
cient to describe paella,,.; as ~*a Spanish dish" as
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<?xml version="1.0" encoding="UTF-8"7>

<IDOCTYPE LexicalResource SYSTEM "http://globalwordnet.github.io/schemas/WN-LMF.dtd">

<LexicalResource>

<Lexicon label="Princeton WordNet" language="en

<LexicalEntry id="wi1">

"

<Lemma writtenForm="wordnet" partOfSpeech="n"/>
<Sense id="106652077-n-1" synset="106652077-n"/>

</LexicalEntry>
<Synset id="106652077-n" ili="s35545">
<Definition
gloss="any of the..."
iliDef="any of the..."/>
<SynsetRelation relType="hypernym"
</Synset>
<Meta publisher="Princeton University"
rights="http://wordnet.princeton.
</Lexicon>
</LexicalResource>

target="106651393-n"/>

edu/wordnet/license/"/>

Figure 3: Example of WordNet entry in WN-LMF

"@context":
{ "@language": "en" } ],
I|@idll . llpwn30" ,
"label": "Princeton WordNet",
I|1anguage n . llenll ,
"publisher": "Princeton University",
"rights": "wordnetlicense:",
"entry": [{
ll@idll IIW1I| ,
"lemma": { "writtenForm":
"part0fSpeech": "wn:noun",
"sense": [{
"@id": "106652077-n-1",
"synset": {
"@id": "106652077-n",
"ili": "s35545",
"definition": {
"gloss": "any of the..." ,
"iliDef": "any of the..."

"wordnet" },

},
"hypernym": ["106651393-n"]
}
}
1
}

this is not sufficiently distinctive. For the word-
nets, the combination of definition and lemmas
is normally enough to distinguish a word, but for
the ILI, if necessary, one of the English lem-
mas must be included in the definition (for ex-
ample, including the species name in the defi-
nition). This conflicts somewhat with the best
practice for individual wordnets, where in gen-
eral we want to avoid redundancy: if the synset
is linked through domain-category to e.g. math-
ematics, we would normally not start the defi-
nition with ““(mathematics)". A case in point
is the definitions for PWN30:13223710-n ground
fir, princess pine, tree clubmoss, Lycopodium ob-
scurum and and PWN:13223588-n ground cedar,

[ "http://globalwordnet.github.io/schemas/wn-json-context.json",

Figure 4: Example of an entry in WN-JSON

staghorn moss, Lycopodium complanatum which
are both defined as “~a variety of club moss". In this
case, amending the definition to “"a variety of club
moss (Lycopodium obscurum)" and ““a variety of
club moss (Lycopodium complanatum)" makes the
definitions unique (at the cost of some redundancy.
We propose using some of the wide array of brack-
ets available to show the redundant information in
the ILI definition: * ((plant)) a variety of club moss
[Lycopodium complanatum]". Doing this reduces
the number of non-unique definitions by over 50%.
The ILI definitions are thus produced automati-
cally from PWN 3.0, without always being iden-
tical to them.

We also place some limitations on the format.
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The definition should consist of one or more short
utterances, separated by semicolons. Semicolons
should not be used within each utterance, use
comma or colon instead. Definitions will be split
on semicolons before being parsed, so it is impor-
tant to be consistent here. We also do not allow the
use of ASCII double quotes instead preferring Uni-
code left and right (double) quotes to aid parsing.

In general, we need to be very conservative in
changing the definitions of concepts in the ILIL
When first written, we should try not to make
the definition too restricted, for example, prefer
for angel, backer instead of ““invests in a theatri-
cal production”, prefer ““someone who invests in
something, typically a theatrical production”. This
makes it easier to avoid having to make multiple
very similar synsets.

Definitions should use standard patterns, espe-
cially for the first utterance in a definition. Ideally,
the definition should consist of a genus (the hyper-
nym, not necessarily the immediate hypernym) and
differentiae, e.g.,

wordnet  (lemma) ““any of the
machine-readable  lexical databases
(genus) modeled after the Princeton
WordNet" (differentiae)

Adjectives and adverbs are exceptions, in that
they are often defined using prepositional phrases.

Finally we make a simple requirement that defi-
nitions have a minimum length of 20 characters or
5 words.

In future work we will produce a tool to parse
the definition and automatically identify the hyper-
nym (Nichols et al., 2005), sense tag the definition
(Moldovan and Novischi, 2004) and report on this
to the definition writer, as well as compare the def-
inition to definitions from similar concepts. This
can help identify infelicitous definitions.

4 Open Issues

There are a few cases where it was hard to decide
whether a concept should be represented in the In-
terLingual Index.

One example is named entities. Roughly 6.6%
of the entries in PWN are linked by the instance
relation (including the names of people, places,
planets, gods and many more). Named entities
are much more numerous than words and these
concepts and their relations are better captured by
other kinds of resources. However, some named

entities can be considered part of the lexicon as
well as names for objects, for example Glaswe-
gian,.; “of or relating to or characteristic of
Glasgow or its inhabitants", which is also used in
the definition of other concepts. Thus, we retain
a small number of named entities, especially geo-
graphic terms but further discussion is required to
refine an exact policy.

It could also be argued that some of the derived
forms (for example quickly,..; from quick, ) are
unnecessary: as the meaning change is generative,
there is no point in having two concepts. These
kind of changes can be applied later by means of
superceding other concepts, and for the moment
we apply the distinctions made by Princeton Word-
Net.

5 Conclusions

We have introduced and motivated the collabora-
tive interlingual index (CILI). Its simple design al-
lows us to link wordnets with a minimum of extra
work. Once concepts are added to the CILI, they
will get a persistent ID and thereafter should not
be deleted or change in meaning. We propose that
the task of checking the validity of new concepts is
taken up by the individual wordnet projects, with
only a light layer of moderation.
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Abstract

YARN (Yet Another RussNet), a project
started in 2013, aims at creating a large
open WordNet-like thesaurus for Russian
by means of crowdsourcing. The first
stage of the project was to create noun
synsets. Currently, the resource comprises
48K+ word entries and 44K+ synsets.
More than 200 people have taken part
in assembling synsets throughout the
project. The paper describes the linguistic,
technical, and organizational principles
of the project, as well as the evaluation
results, lessons learned, and the future
plans.

1 Introduction

The Global WordNet Association website lists 76
wordnets for 70 different languages', including
multilingual resources. Although the table men-
tions as many as three wordnets for Russian, un-
fortunately no open Russian thesaurus of an ac-
ceptable quality and size is still available.

The Yet Another RussNet (YARN) project’
started in 2013. It aims at creating a comprehen-
sive and open thesaurus for Russian. From the
linguistics point of view, the proposed thesaurus
has rather a traditional structure: it consists of
synsets—groups of near-synonyms corresponding
to a concept, while synsets are linked to each other,
primarily via hierarchical hyponymic/hypernymic
relations.

"http://globalwordnet.org/
wordnets—in-the-world/
https://russianword.net/en/

YARN intends to cover Russian nouns, verbs and
adjectives. Following the divide and conquer ap-
proach, we treat synset assembly and relationship
establishing separately.

The main difference between YARN and the pre-
vious projects is that YARN is based on crowd-
sourcing. We hope that the crowdsourcing ap-
proach will make it possible to create a resource
of a satisfactory quality and size in the foresee-
able future and with limited financial resources.
Our optimism is based both on the international
practice and the recent examples of successful
Russian NLP projects fueled by volunteers. An-
other important distinction is that the editors do
not build the thesaurus from scratch; instead, they
use “raw data” as the input. These “raw data”
stem from pre-processed dictionaries, Wiktionary,
Wikipedia, and text corpora. More than 200 peo-
ple have taken part in the synset assembly in the
course of the project. Currently, the resource com-
prises 48K+ word entries and 44K+ synsets that
are available under CC BY-SA license.

The paper describes the main linguistic and or-
ganizational principles of YARN, the tools devel-
oped, and the results of the current content evalu-
ation. We also point to some pitfalls of the chosen
crowdsourcing methodology and discuss how we
could address them in the future.

2 Related Work

In this section, we briefly survey projects aimed
at creation of WordNet-like semantic resources
for Russian, describe peculiarities of other the-
sauri for Slavic languages, and systematize differ-
ent crowdsourcing approaches to building lexico-
graphic resources.
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2.1 Russian Thesauri

The RussNet project® was launched in 1999 at
Saint-Petersburg university (Azarova et al., 2002).
According to the RussNet developers, the resource
currently contains about 40K word entries, 30K
synsets, and 45K semantic relations. However,
this data is not encoded in a uniform format and
cannot be published or used in a NLP application
in its current form.

RuThes is probably the most
ful  WordNet-like resource for Russian
(Loukachevitch, 2011). It has been develop-
ing since 2002, and now contains 158K lexical
units constituting 55K concepts. RuThes is a
proprietary resource; however a subset of it was
published recently*. The main hurdle for a wider
use of the resource is a restrictive license and the
fact that the data in XML format can be obtained
by request only.

Another resource—RussianWordNet—was a
result of a fully automatic translation of the
Princeton WordNet (PWN) into Russian under-
taken in 2003 and is freely available’ under the
PWN license. The approach based on bilingual
dictionaries, parallel corpora, and dictionaries of
synonyms resulted in the translation of about 45%
of the PWN entries. The thesaurus contains 18K
nouns, 6K adverbs, 5.5K verbs, and 1.8K adverbs;
no systematic quality assessments of the obtained
data were performed (Gelfenbeyn et al., 2003).
Another attempt to translate the PWN into Rus-
sian, in this case—in a semi-automatic fashion—
is the Russian Wordnet project (Balkova et al.,
2004) started in 2003, but its deliverables are not
available to the general public.

Russian Wiktionary® can be seen as an
ersatz of a proper thesaurus, since along
with definitions it contains—though marginally—
semantic relations. Wikokit project’ allows han-
dling Wiktionary data as a relational database
(Krizhanovsky and Smirnov, 2013). Russian Wik-
tionary contains about 190K word entries and 70K
synonym relations as of September, 2015.

The Universal Networking Language® project
is dedicated to the development of a computer
language that replicates the functions of nat-

success-

*http://project.phil.spbu.ru/RussNet/
*http://labinform.ru/pub/ruthes/
Shttp://wordnet.ru/
Shttps://ru.wiktionary.org/
"https://github.com/componavt/wikokit
$http://www.undl.org/

ural languages. The Russian version of its
semantic network—the Universal Dictionary of
Concepts—contains approximately 62K universal
words (UWs) and 90K links between them and is
available’ under CC BY-SA license.

One of the recent trends is the creation of
semantic resources in a fully automatic man-
ner, where collaboratively created resources like
Wikipedia and Wiktionary are used as the input.
A striking example of this approach is BabelNet,
a very large automatically generated multilingual
thesaurus (Navigli and Ponzetto, 2012); the Rus-
sian part of BabelNet consists of 2.37M lemmas,
1.35M synsets, and 3.7M word senses'?. The data
is accessible through an API under CC BY-NC-SA
3.0 license. No evaluation of the Russian data has
been performed yet.

As can be seen from the survey, no open human-
crafted wordnet for Russian is available so far. Au-
tomatically created resources are freely available
and potentially have very good coverage, but their
quality is disputed.

2.2 Thesauri of Other Slavic Languages

Slavic languages are highly inflectional and have
a rich derivation system. The survey of wordnets
for Czech (Pala and Smrz, 2004), Polish (Maziarz
etal., 2014) and Ukrainian (Anisimov et al., 2013)
shows that in each case a special attention is paid
to dealing with the morphological characteristics.
For instance, plWordNet features a versatile sys-
tem of relations with dozens of subtypes of rela-
tions between synsets and lexical units, many of
which reflect derivational relations.

2.3 Crowdsourcing Language Resources

Crowdsourcing, a human-computer technique for
collaborative problem solving by online commu-
nities, has gained high popularity since its incep-
tion in the mid 2000’s (Kittur et al., 2013). Cre-
ation and expansion of linguistic resources using
crowdsourcing became a trend in recent years as
shown by Gurevych and Kim (2013).

Despite the ongoing unabated discussions about
the types, merits and limitations of crowdsourc-
ing (Wang et al., 2013), we consider the following
genres of crowdsourcing: wisdom of the crowds
(WotC), mechanized labor (MLAB) and games
with a purpose (GWAPS).

‘https://github.com/dikonov/
Universal-Dictionary-of-Concepts
Ohttp://babelnet.org/stats
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In the WOTC genre, the resource is constructed
explicitly by a crowd of volunteers that collabo-
rates in an online editing environment. Their par-
ticipation is mostly altruistic and a participant’s
benefit is either self-exaltation or self-promotion
of any kind. Successful examples of this genre
are Wikipedia and Wiktionary. The primary issues
of such resources are vandalism and “edit wars”,
which are usually resolved by edit patrolling and
edit protection.

In the MLAB genre, the resource is created
implicitly by the workers who submit answers
to simple tasks provided by the requester. This
genre is proven to be effective in many practi-
cal applications. For instance, Lin and Davis
(2010) extracted ontological structure from social
tagging systems and engaged workers in evalua-
tion. Rumshisky (2011) used crowdsourcing to
create an empirically-derived sense inventory and
proposed an approach for automated assessment
of the obtained data. Biemann (2013) described
how workers can contribute to thesaurus cre-
ation by solving simple lexical substitution tasks.
Most of these studies have been conducted on
the commodity platforms like Amazon Mechani-
cal Turk!' (MTurk) and CrowdFlower!'2. Unfortu-
nately, MTurk can hardly be used for tasks imply-
ing the knowledge of Russian because: (1) there
are virtually no workers from Russia presented on
the platform (Pavlick et al., 2014), and (2) a re-
quester must have a U.S. billing address to sub-
mit tasks!?. Having no access to the global online
labor marketplaces is a serious obstacle to pay-
ing the workers due to the requirements of the lo-
cal legislation of Russia. However, projects like
OpenCorpora are trying to work around this prob-
lem by developing custom crowdsourcing plat-
forms and effectively appealing to altruism instead
of money reward (Bocharov et al., 2013). Since
such altruistic mechanized labor does not imply
money reward, it is not prone to spam, where an
unfair worker may permanently submit random
answers instead of sensible ones.

In the GWAPS genre, the crowdsourcing pro-
cess is embedded into a multi-player game, in
which the players have to accomplish various
goals by creating new data items to win the game.
Although such games are attractive and entertain-

Uhttps://www.mturk.com/mturk/welcome

Phttps://crowdflower.com/

Bhttps://requester.mturk.com/help/faq#
can_international_ requesters_use_mturk

ing, game development is an expensive and com-
plex kind of activity that may be feasible only
for large-scale annotation projects. The examples
here are Phrase Detectives!* and JeuxDeMots'>.

3 YARN Essentials

YARN is conceptually similar to Princeton Word-
Net (Fellbaum, 1998) and its followers: it con-
sists of synsets—groups of quasi-synonyms cor-
responding to a concept. Concepts are linked
to each other, primarily via hierarchical hy-
ponymic/hypernymic relationships.

3.1 YARN Structure

Each single-word entry in YARN is characterized
by the grammatical features (the types of POS
and inflection) according to Zaliznyak’s dictio-
nary (1977). Synsets may include single-word en-
tries {cyddukc (suffix) }, multi-word expressions
{nonBouast nonka (submarine)}, and abbrevi-
ations {IIO (mporpammuoe obecriedenwue, soft-
ware)}. Synsets may contain a definition (gloss
in terms of PWN). Additionally, definitions can
be attached to individual words in a synset—these
definitions are inherited from the dictionary data
and specify a word meaning, but cannot serve as
a good definition for the whole synset. “Empty
synsets” (i.e. containing no words) that corre-
spond to non-lexicalized concepts are legitimate
and help to create a more harmonious hierarchy of
synsets.

Each word in a synset can be accompanied by
one or more usage examples. Labels from the
five categories—emotional, stylistic, chronologi-
cal, domain/territorial, and semantic (28 labels in
total)—can be attached to words within synsets.
This list is a result of the systematization of large
and diverse Wiktionary label set. One of the
synset words can be marked as the head word. Its
sense is stylistically neutral, and it encompasses
the meanings of the whole synset, e.g. {apmus
(army), Boiicka (troops), BOOPYKEHHBIE CHUJIBI
(armed forces)}. Each synset may belong to a do-
main, e.g. {KuHO (movie), kuHOpUILM (mMovie
picture), dunbm (film)} — “Arts”, {nymars (fo
think), pasmbliiuisaTs (fo ponder)} — “Intellect”.

The vertical, hypo-/hypernymic relations be-
tween synsets are decisive for the hierarchical

“https://anawiki.essex.ac.uk/
phrasedetectives/
Bhttp://www. jeuxdemots.org/
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macrostructure of the thesaurus. The root of
the YARN hierarchy is {mpeamer (entity), 06b-
exr (object), Bemp (thing)}; the second level
is represented by {dusuueckoe siBienue (phys-
ical phenomenon)}, {orBieuénHoe TOHSATHE,
abcTpakTHOe mMOHsITHE, abcrpakimst (an ab-
straction)}, {coBOKyIHOCTb, HAOOD (set), rpyI-
na (group)}, {BooGpazkaemoe, IpejICTABISIEMOE
(imaginary)}. We elaborated 4-5 top levels for
each part of speech.

The vertical links in YARN are also formed
by the meronymy relations (the part-whole re-
lations): HO3nps (nostrill)—noc (nose)—iwuio
(face)—ronoBa (head). The antonymy relation-
ship connects specific words in the context of
corresponding synsets. For example, the verb
npubbITh (f0 arrive) is the antonym of the verb
oTobITh (fo depart), but not of HampaBuUTbHCS
(to head somewhere) and the other words in the
synset.

In the future, YARN will reflect the cross-
POS relations between derivates: {asurarscs (fo
move), nsuxenue (movement)}, {nec (forest),
JecHolt (forestyg;)}. It will be significant for the
word pairs with a minimum difference in senses.

3.2 Raw Data

As the “raw data” for the thesaurus construc-
tion we employed existing resources such as Wik-
tionary (which constituted the core of the input
data), Wikipedia (redirects), the aforementioned
result of the automatic translation of the PWN,
the Universal Dictionary of Concepts, and the data
from two dictionaries in the public domain. We
also implicitly use the data from the Russian Na-
tional Corpus (RNC) so that the corpus statistics
influence the queue of words presented to the edi-
tors. Wikipedia and RNC were also used to com-
pile the list of multi-word expressions to be in-
cluded in the resource.

3.3 User Interface

Our initial approach to synset building is based on
the WOTC inspired by the highly successful ex-
amples of Wikipedia and Wiktionary: our editors
assemble synsets using word lists and definitions
from dictionaries as the “raw data”. Technically,
virtually everybody can edit the YARN data—one
needs only to login using a social network account.
However, the task design implies minimal lexico-
graphical skills and is more complicated than an
average task offered for instance to MTurk work-

ers. Our target editors are college or university stu-
dents, preferably from the linguistics departments,
who are native Russian speakers. It is desirable
that students receive instructions from a univer-
sity teacher and may seek their advice in com-
plex cases. YARN differentiates the two levels of
contributors—Iline editors and moderators. Mod-
erators are authorized to approve thesaurus ele-
ments thus excluding them being modified by line
editors.

The current synset editing interface can be ac-
cessed online!®; its main window is presented in
Figure 1. The “raw data” are placed on the left-
hand side of the interface: definitions of the initial
word and examples, and possible synonyms for
each of the meanings, with definitions and exam-
ples for each of the synonyms. The right-hand part
represents the resulting synsets including words,
definitions, and examples. In principle, an editor
can assemble a “minimal” synset from the dictio-
nary “raw data” simply with several mouse clicks,
without any typing.

YARN Synset Editor

~ tyuboua

Figure 1: YARN synset assembly interface (the in-
terface captions are translated into English for the
convenience of the readers; originally all interface
elements are in Russian).

Synset assembly begins with a word, or “synset
starter”. The editor selects an item from the list of
words ranked by decreasing frequency; the already
processed words are shaded. The editor can go
through the words one after another or choose an
arbitrary word using the search box. The top-left
pane displays definitions of the initial word and
usage examples if any. The possible synonyms of
the initial word are listed on the bottom-left pane;
they in turn contain their definitions and exam-
ples. The top-right pane displays a list of synsets
containing the initial word. The editor can copy
definitions and usage examples of the initial word

Yhttps://russianword.net/editor
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<synsetEntry id="s9439" author="122" version="29" timestamp="2014-11-17T07:49:46Z">

<word ref="w9244">

<definition source="ru.wiktionary" url="http://ru.wiktionary.org/wiki/cyn">
Xuakoe KywaHbe, 0O6blMHO MpeacTaBAsilee coboil oTBap C NpunpaBamMu M ynoTpebnsemoe Kak nepsoe 61w0A0.

</definition>

<example source="'llyTewecTBue B CeAbMyld CTOpPOHY cBeTa', 2000, HKPA.">

Bbin 0ben - OBOWHOM cyn M Kypuua Ha BTopoe.
</example>
</word>
<word ref="w40078"/>
<word ref="w2893"/>
</synsetEntry>

Figure 2: XML representation of the synset {cy, 6ysiboH, noxaé6ka (soup)}.

from the top-left pane of the interface to the cur-
rent synset by a mouse click. From the synonyms
pane one can transfer words along with their def-
initions and examples. The editor can add a new
word to the list of synonyms; it will appear with
dictionary definitions and examples if presented in
the parsed data. If the editor is not satisfied with
the collected definitions, they can create a new
one—either from scratch or based on one of the
existing descriptions. Using search in the Russian
National Corpus!” and OpenCorpora'®, the edi-
tor can add usage examples. Additionally, a word
or a definition within a synset can be flagged as
“main”, and be provided with labels. All synset
edits are tracked and stored in the database along
with the timestamps and the editor ID.

As a pilot study showed, editors spent about two
minutes on average to compile a non-trivial synset,
i.e. containing more than a single word. The top
contributors demonstrated a learning effect: the
average time per synset tended to decrease as the
editor proceeded through the tasks, see Braslavski
et al. (2014) for details.

Our next goal is to lower the threshold of par-
ticipation in the data annotation and thus—to in-
crease the number of participants. To do this, we
are developing a mobile application in the MLab
genre that is aimed at gathering “raw synsets’:
users are presented with a series of sentences with
highlighted words and lists of possible contextual
substitutes. This approach is similar to the experi-
ment described in (Biemann, 2013).

3.4 Implementation Details

The YARN data are stored in a centralized database
that can be accessed through a web interface. In
addition, distributed teams can work directly with
the database through an API. The database is pe-
riodically exported to XML format. Although the

"http://ruscorpora.ru/en/
Bhttp://opencorpora.org/

original dictionaries and thesauri were coming in
different formats, we decided to develop a cus-
tom XML schema for data export!”. We believe
that XML format provides sufficient flexibility and
preserves the connection to the internal data rep-
resentation. The developed format is modular, as
different types of objects (lexical units, synsets,
and relationships) are described separately. The
proposed format is somewhat similar to the Lex-
ical Markup Framework (LMF)?° approach, al-
though the YARN format does not refer to the lat-
ter directly. All editing actions (in fact, aggre-
gated “action chunks”) are stored in the database.
The YARN format stores the revision history anal-
ogously to the OpenStreetMap XML format®!. A
synset structure is illustrated in Figure 2.

The YARN software is implemented using Ruby
on Rails framework. All data are stored in a Post-
greSQL database. The user interface is imple-
mented as a browser JavaScript application, which
interacts with the back-end via JSON API. User
authentication is performed through an OAuth
endpoint provided by Facebook, VK and GitHub.
The entire source code of the project is available
in a GitHub repository??.

3.5 Current State and Problems

The current version of the the YARN (Septem-
ber 2015) contains 44K synsets that consist of
48K words and 5.4K multi-word expressions; 838
words carry labels; 2.6K words are provided with
at least one usage example (there are 4.2K exam-
ples in total). The resource contains 2.5K synset-
level and 8.3K word-level definitions. The synset
size distribution is presented in Figure 3.

Phttps://github.com/russianwordnet/
yarn—-formats/
Pnttp://lexicalmarkupframework.org/
Hhttp://www.openstreetmap.org/
2https://github.com/russianwordnet
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Figure 3: Synset distribution by size.

More than 200 people have taken part in edit-
ing YARN in the course of the project; the distri-
bution of users by activity is shown in Figure 4.
Whereas we consider the early experiment under
a controlled crowd to be successful, we found the
three significant problems replicating over time:
organizational issues, synset duplication and hy-
ponymy/synonymy confusion.

Organizational Issues. The number of synsets
was growing rapidly and moderators were not
able to assess all the incoming edits. In order
to work around this problem, we are experi-
menting with MLAB workflows.

Synset Duplication. Participants do not consult
the other people’s work, which results in cre-
ation of duplicate synsets like {aBro (auro),
aBromobuiib (automobile), mammuna (car)}
and {mamuna (car), rauka (ride)}.

Hyponymy Confusion. In some cases the partic-
ipants mix hyponymy and synonymy, which
results in synsets like {mynabrduibm (car-
toon), MyJIbTHK (cartoon), anume (anime)}.

4 Evaluation

We compared YARN with other Russian thesauri
(Kiselev et al., 2015) that have been described in
Section 2.1 (Table 1). The only resource avail-
able for use besides YARNis RuThes-lite that re-
quires licensing for its commercial use. It should
be noted that although the lexicon of YARN repre-
sents 100K+ words, only half of them are included
in synsets. Thus, we provide the latter number.
The number of concepts indicates that crowd-
sourcing is a promising approach for thesauri cre-
ation for the Russian language. Interestingly,
YARN contains more concepts than RussNet, a
project started in 1999. However, when compar-
ing YARN and RuThes-lite, one may notice, that

number of users
o
o
1

o
|

1 1 1 1 1
(0,10]  (10,100] (100,500] (500, 1K] (1K, +Inf)

number of edits

Figure 4: Distribution of users by edit count.

they have an approximately equal number of con-
cepts, yet the number of words in the latter is twice
higher than in YARN. This implies the hypothesis
that expert-built thesauri include richer lexis that
could be covered by non-expert users. Hence, the
YARN synset quality requires more thorough eval-
uation.

4.1 Synset Quality

Since YARN is created using crowdsourcing, it
seems reasonable to apply this technique for eval-
uation purposes, too. In our experiments we
used an open source engine for MLAB workflows
(Ustalov, 2015). In order to estimate the quality
of the current YARN synsets, we retrieved the 200
most frequently edited synsets. We asked four ex-
perts to assess the quality of each synset by rat-
ing them on the following scale: Excellent—the
synset completely represents a concept, Satisfac-
tory—the synset is related to the concept, but some
words are missing or odd words are present, and
Bad—the synset is either ambiguous or it does not
represent any sensible concept.

We aggregated the 800 obtained answers using
the majority voting strategy, where the ties are re-
solved by choosing the worst of two answers, e.g.
given the same number of votes for both Good and
Bad, the latter will be selected. This resulted in
103 synsets of Excellent, 70 of Satisfactory and 27
of Bad quality. The results are shown in Table 2.
Values in column MYV are the numbers of synsets
per each of the three grades, values in the last three
columns are the numbers of synsets grouped by
answer diversity—all the answers are the same in
1, two different answers present in 2, and the ex-
pert opinions divided in 3.

We also computed the alpha annotator reliabil-
ity coefficient for ordinal values to estimate the
inter-rater reliability (Krippendorff, 2013). The
Krippendorff’s alpha is & = 0.202 due to the
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Table 1: Russian thesauri comparison.

# of concepts # of relations # of words Availability Commercial Usage
RussNet 5.0K 8K 15K No No
Russian Wordnet 157K — 124K No No
RuThes 55K 210K 158K No No
RuThes-lite 26K 108K 115K Yes No
YARN 44K 0 48.6K Yes Yes

Table 2: YARN synset quality.

MV 1 2 3
Excellent 103 37 62 21
Satisfactory 70 3 43 11
Bad 27 0 12 11
Total 200 40 117 43

skewness of the answer distribution: more than
half of the answers (434) are Excellent, the num-
bers of Satisfactory and Bad answers are 253 and
113 correspondingly. Given these results, we treat
the top 200 YARN synsets as sufficiently good.
These evaluation results define the upper bound
for the average quality of the resource in its current
state. Ustalov (2014) showed that revision count is
a good proxy for quality in the Russian Wiktionary
that is created in a similar fashion.

4.2 Duplicate Synsets

Sometimes users create new synsets without in-
vestigating the current synsets presented in YARN.
The main problem with this is the presence of mul-
tiple entries for the same concept in the resource.
Detecting such concepts requires special effort be-
cause they are not described with identical synsets
but with similar ones.

Hence, we had to develop a method for au-
tomatically retrieving duplicate synsets. It was
based on the heuristics suggesting that any two
synonyms uniquely define a concept. This is
not always true, but it lets us discover duplicate
synsets with a very good recall. To estimate it,
we compared the senses of random 200+ synsets
having two or more common words. It turned out
that more than in 85% of the cases these pairs de-
scribed the same sense.

However, we found out that non-linguists do
not recognize subtle nuances of meaning that are
noticeable to experts, so the non-linguists can-
not significantly improve the quality of duplicate
extraction. Thus, this method—considering any
synsets having more than two common words as

duplicates—allows to detect and merge identical
concepts with a quality that is comparable to what
can be achieved by volunteers.

5 Conclusion

The deliverables of YARN are available under the
CC BY-SA 3.0 license on the project website?? in
XML, CSV, and RDF formats. So far, we have the
following plans for the future work.

e Creating verb and adjective synsets.

o Establishing hierarchical links between
synsets through validation of the relation-
ships imported from Wiktionary and other
resources.

e Development of automatic methods for gen-
erating hypotheses based on Wikipedia and
large text corpora.

e Development of automatic methods for
preparing “raw data”, as well as for post-
processing of annotation results produced by
the crowd.

e Widening the audience of the project’s partic-
ipants through mobile applications and sim-
pler tasks.

e Development of crowd management meth-
ods, such as automatic methods for evalua-
tion of workers, task difficulty, and annota-
tion results, the system of incentives, etc.
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Abstract

We describe the implementation of a short
answer extraction system. It consists of
a simple sentence selection front-end and
a two phase approach to answer extrac-
tion from a sentence. In the first phase
sentence classification is performed with a
classifier trained with the passive aggres-
sive algorithm utilizing the UIUC dataset
and taxonomy and a feature set includ-
ing word vectors. This phase outperforms
the current best published results on that
dataset. In the second phase, a sieve algo-
rithm consisting of a series of increasingly
general extraction rules is applied, using
WordNet to find word types aligned with
the UIUC classifications determined in the
first phase. Some very preliminary perfor-
mance metrics are presented.

1 Introduction

Short Answer Extraction refers to a set of infor-
mation retrieval techniques that retrieve a short an-
swer to a question from a sentence. For example,
if we have the following question and answer sen-
tence

(1) Q: Who was the first president of the
United States?
A: George Washington was the first presi-
dent of the United States.

we want to extract just the phrase “George
Washington”. But what if we have a mismatch in
language between question and answer? What is
an appropriate measure for word similarity or sub-
stitution in question answering? If we have the
question answer pair

(2)
3)

“Bob walks to the store.”

“Who ambles to the store?”’

we probably want to answer “Bob”, because
“walk” and “amble” are similar and not incon-
sistent. In isolation, a human would likely judge
“walk” and “amble” to be similar, and by many
WordNet-based similarity measures they would be
judged similar, since “walk” is found as WordNet
synsets 201904930, 201912893, 201959776 and
201882170, and “amble” is 201918183, which is
a direct hyponym of 201904930.

We can use Resnik’s method (Resnik, 1995)
to compute similarity. In particular we can
use Ted Pedersen’s (et al) implementation (Ped-
ersen et al, 2004), which gives the re-
sult of walk#n#4 amble#n#1 9.97400037941652

Word2Vec (Mikolov et al., 2013a) using their
300-dimensional vectors trained on Google News,
also gives a relatively high similarity score for the
two words

> model.similarity (‘walk’, ’amble’)

0.525

2 Is Similarity the Right Measure?
But what about if we have
C))
)

We find that this pair is even more similar than
“walk” and “amble”

“Bob has an apple.”
“Who has a pear?”

> model.similarity (’apple’,
0.645

"pear’)

and from Resnik’s algorithm

Concept #1: apple

Concept #2: pear

apple pear

apple#n#l pear#n#l 10.15

and yet clearly 4 is not a valid answer to 5. One
possibility is that synset subsumption as a mea-
sure of word substitution (Kremer et al., 2014,
Biemann, 2013)! 2 may be the appropriate metric,

"https://dkpro-similarity-asl.

googlecode.com/files/TWSI2.zip
http://www.anc.org/MASC/coinco.tgz
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rather than word similarity.

3 Question Answering

Our approach starts with the user’s question and
the sentence that is most likely to contain the an-
swer, which is selected with the BM25 algorithm
(Jonmes et al., 2000). Then we identify the incom-
ing question as a particular question type accord-
ing to the UTUC taxonomy>. To this taxonomy
we have added the yes/no question type. Then we
pass the sentence and the question to a class writ-
ten specifically to handle a particular UIUC ques-
tion type. Generally, all the base question types
behave differently from one another. Within a base
question type, subtypes may be handled generi-
cally or with code specially targeted for that sub-
type. For this paper, we first discuss the approach
to question classification, and then to answer ex-
traction with a focus on the question subtypes that
are amenable to a WordNet-based approach.

4 Question Classification

This section presents a question classifier with
several novel semantic and syntactic features
based on extraction of question foci. We use sev-
eral sources of semantic information for represent-
ing features for each question focus. Our model
uses a simple margin-based online algorithm. We
achieve state-of-the-art performance on both fine-
grained and coarse-grained question classification.
As the focus of this paper is on WordNet, we leave
many details to a future paper and primarily re-
port the features used, the learning algorithm and
results, without further justification

4.1 Introduction

Question analysis is a crucial step in many suc-
cessful question answering systems. Determining
the expected answer type for a question can signif-
icantly constrain the search space of potential an-
swers. For example, if the expected answer type
is country, a system can rule out all documents
or sentences not containing mentions of countries.
Furthermore, accurately choosing the expected an-
swer type is extremely important for systems that
use type-specific strategies for answer selection. A
system might, for example, have a specific unit for
handling definition questions or reason questions.
*http://cogcomp.cs.illinois.edu/Data/
QA/QC/definition.html

http://cogcomp.cs.illinois.edu/Data/QA/
Qc/

In the last decade, many systems have been
proposed for question classification (Li and Roth,
2006; Huang et al., 2008; Silva et al., 2011).
Li and Roth (Li and Roth, 2002) introduced a
two-layered taxonomy of questions along with a
dataset of 6000 questions divided into a training
set of 5000 and test set of 500. This dataset
(henceforth referred to as the UIUC dataset) has
since become a standard benchmark for question
classification systems.

There have been a number of advances in word
representation research. Turian et al. (Turian et al.,
2010) demonstrated the usefulness of a number of
different methods for representing words, includ-
ing word embeddings and Brown clusters (Brown
et al., 1992), within supervised NLP application
such as named entity recognition and shallow
parsing. Since then, largely due to advances in
neural language models for learning word em-
beddings, such as WORD2VEC (Mikolov et al.,
2013b), word vectors have become essential fea-
tures in a number of NLP applications.

In this paper, we describe a new model for ques-
tion classification that takes advantage of recent
work in word embedding models, beating the pre-
vious state-of-the-art by a significant margin.

4.1.1 Question Focus Extraction

Question foci (also known as headwords) have
been shown to be an important source of infor-
mation for question analysis. Therefore, their
accurate identification is a crucial component of
question classifiers. Unlike past approaches using
phrase-structure parses, we use rules based on a
dependency parse to extract each focus.

We first extract the question word (how, what,
when, where, which, who, whom, whose, or why)
or imperative (name, tell, say, or give). This is
done by naively choosing the first question word
in the sentence, or first imperative word if no ques-
tion word is found. This approach works well in
practice, though a more advanced method may be
beneficial in more general domains than the TREC
(Voorhees, 1999) questions of the UTUC dataset.

We then define specific rules for each type of
question word. For example, what/which ques-
tions are treated differently than ~ow questions. In
how questions, we identify words like much and
many as question foci, while treating the heads of
these words (e.g. feet or people) as a separate type
known as QUANTITY (as opposed to FOCUS.
Furthermore, when the focus of a how question
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is itself the head (e.g. how much did it cost? or
how long did he swim?), we again differentiate the
type using a MUCH type and a SPAN type that
includes words like long and short.

A head chunk such as type of car contains two
words, type and car, which both provide poten-
tially useful sources of information about the ques-
tion type. We refer to words such as type, kind, and
brand as specifiers. We extract the argument of a
specifier (car) as well as the specifier itself (type)
as question foci.

In addition to head words of the question word,
we also extract question foci linked to the root
of the question when the root verb is an entail-
ment word such as is, called, named, or known.
Thus, for questions like What is the name of the
tallest mountain in the world?, we extract name
and mountain as question foci. This can result in
many question foci in the case of a sentence like
What relative of the racoon is sometimes known
as the cat-bear?

4.1.2 Learning Algorithm

We apply an in-house implementation of the
multi-class Passive-Aggressive algorithm (Cram-
mer et al., 2006) to learn our model’s parameters.
Specifically, we use PA-I, with

l
T, = min {C, 152}
]

fort = 1,2,... where C is the aggressiveness
parameter, ; is the loss, and ||2|? is the squared
norm of the feature vector for training example ¢.
The Passive-Aggressive algorithm’s name refers
to its behavior: when the loss is 0, the parame-
ters are unchanged, but when the loss is positive,
the algorithm aggressively forces the loss to re-
turn to zero, regardless of step-size. 7 (a Lagrange
multiplier) is used to used to control the step-size.
When C'is increased, the algorithm has a more ag-
gressive update.

4.2 Experiments

We replicate the evaluation framework used in (Li
and Roth, 2006; Huang et al., 2008; Silva et al.,
2011). We use the full, unaltered 5500-question
training set from UIUC for training, and evaluate
on the 500-question test.

To demonstrate the impact of our model’s novel
features, we performed a feature ablation test (Ta-
ble 2) in which we removed groups of features
from the full feature set.

Feature Set Fine | Coarse
All 92.0 | 96.2
-clusters 90.2 | 96
-vectors 90 954
-clusters, vectors 89.8 | 95.2
-lists 88 94
-clusters, vectors, lists 86.2 | 92.8
-definition disambiguation 91 94.8
-quantity focus differentiation | 90.2 | 96

Table 2: Feature ablation study: accuracies on
coarse and fine-grained labels after removing spe-
cific features from the full feature set.

System Fine | Coarse
Li and Roth 2002 | 84.2 | 91.0
Huang et al. 2008 | 89.2 | 93.4
Silva et al. 2011 90.8 | 95.0
Our System 92.0 | 96.2

Table 3: System comparison of accuracies for fine
(50-class) and coarse (6-class) question labels.

4.3 Discussion

Our model significantly outperforms all previous
results for question classification on the UIUC
dataset (Table 3). Furthermore, we accomplished
this without significant manual feature engineer-
ing or rule-writing, using a simple online-learning
algorithm to determine the appropriate weights.

5 Answer Extraction

In this section we discuss techniques for short an-
swer extraction once questions have been classi-
fied into a particular UIUC type. We employ a
“sieve” approach, as in (Lee et al., 2011), that has
seen some success in tasks like coreference res-
olution and is creating a bit of a renaissance in
rule-based, as opposed to machine learning, ap-
proaches in NLP. We provide in this paper one ex-
ample of how instead of taking an either/or ap-
proach, both methods can be combined into a
high performance system. We focus below on the
sieves that are specific to question types where we
have been able to profitably employ WordNet for
finding the right short answer. Preliminary results
have been positive employing this approach.

We have two strategies that are used across the
base question types: employing semantic role la-
bels and recognizing appositives.
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Feature Type guitar Cup

Lemma guitar cup

Shape X+ Xx+

Authority List instrument sport

Word Vector* vocals, gultars, bass, | champions, championship,
harmonica, drums tournament

Brown Cluster Prefix 0010, 001010, OIT1,0ITT1O0T,
0010101100, ... 0111011000, ...

Table 1: Features used for head words. Each dimension of the corresponding word vector was used as a
real-valued feature. *Nearest neighbors of the corresponding word vector are shown.

5.1 Corpus

Our current testing corpus consists of three parts.
The first is an open source Q&A test set devel-
oped at Carnegie Mellon University (Smith et al.,
2008)* consisting of roughly 1000 question and
answer pairs on Wikipedia articles. The second
is a proprietary Q&A test set developed at [Psoft
consisting of a growing set of question answer
pairs currently numbering roughly 2000 pairs and
conducted on short sections of Wikipedia articles.
The third test set is TREC-8 (Voorhees, 1999).

5.2 Semantic Role Labels

We employ the semantic role labeling of
ClearNLP (Choi, 2012)°. While the labels are
consistent with PropBank (Palmer et al., 2005),
ClearNLP fixes the definition of several of the la-
bels (A2-A5) that are left undefined in PropBank.
AOQ is the “Agent” relation, which is often the sub-
ject of the sentence. Al is the “Patient” or object
of the sentence. The remainder can be found in
(Choi, 2012).

Let’s look at an example and the list the steps
followed in the code to analyse the question and
answer.

(6) Q: What did Lincoln love?
A: As a boy, Abraham Lincoln loved
books.

We have the following dependency graphs
among the tokens in each sentence:

ROOT

dobj
nsubj

What did Lincoln love ?

(7)

“download from http://www.cs.cmu.edu/-ark/
QA-data/
Shttp://www.clearnlp.com
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ROOT

prep_as

det dobj
N
As a Abraham loved books

boy Lincoln

®)
and part of speech labels

(9) Whatdid Lincoln love?
WP VBDNNP VB

(10) Asa boy, Abraham Lincoln loved
IN DT NN NNP NNP VBD
books.

NNS

and semantic role labels

Al

T

(11 What did Lincoln love ?

ARGM-PRD

A0 Al

As a  boy Abraham  Lincoln  loved  books

(12)

1. We collect basic information from the ques-
tion and answer sentence

(a) find the question word, e.g. “what”,
“when”, “where”, etc. In Example 6 it
is “what-1”

(b) Locate the verb node nearest to the ques-
tion word. In Example 6 it is “love-4”

(c) Find the semantic relations in the ques-
tion. We find an Agent/AO relationship



between Lincoln-3 and the verb love-
4. We find a Patient/A1 relationship be-
tween the question word What-1 and the
verb love-4. (See Examples 11 and 12).
Find semantic relations in the answer
sentence. We find an Agent/AQ rela-
tionship between Lincoln-6 and the verb
loved-7. We find an ARGM-PRD re-
lationship between As-1 and the verb
loved-7. We find a Patient/Al rela-
tionship between books-8 and the verb
loved-7. (See Examples 11 and 12).

Perform a graph structure match be-
tween the question and answer graphs
formed by the set of their semantic role
labels. Find the parent graph node in the
answer that matches as many nodes in
the question as possible. In our exam-
ple, loved-7 is the best match. (See Ex-
amples 11 and 12).

(d)

(e)

2. Collect and score candidate answer nodes.

Score each semantic child for best parent
found in the previous step, based on part of
speech, named entity, dependency relations
from Stanford’s CoreNLP (Manning et al.,
2014), and semantic role label information.
We initialize each child to a value of 1.0 and
then penalize it by 0.01 for the presence of
any out of a set of possible undesirable fea-
tures, as follows:

e The candidate’s semantic role label
starts with “ARGM”, meaning that its
semantic role is something other than
AO0-A5. (See Examples 11 and 12).
Note that this is only applied in cases
where the question type has been iden-
tified as “Human” or “Entity”

e The node’s dependency label = “prep*”
indicating that it is a prepositional rela-
tionship. Note that this is only applied in
cases where the question type has been
identified as “Human” or “Entity”

e If the candidate node is the same form
(word spelling) as in the question, or its
WordNet hyponym

e If the candidate node is the same root
(lemma) as in the question, or its Word-
Net hyponym

o If the candidate node is lower case. Note
that this is only applied in cases where

the question type has been identified as
“Human” or “Entity”

e [f the candidate node has a child with a
different semantic role label than in the
question

e If the candidate node is an adverb or a
Wh- quantifier as marked by its part of
speech label

3. Pick the dependency node with highest con-
fidence score as the answer node. In our ex-
ample we have As-1 =0.97, Lincoln-6 = 0.96
and books-8 = 0.99.

Note that the step of scoring the answer nodes
enumerates a small feature set with hand-set coef-
ficients. We expect in a future phase to enumerate
a much larger set of features, and then set the coef-
ficients based on machine learning over our corpus
of question-answer pairs. One simple experiment
to show the value of semantic role labeling was
conducted on a portion of our testing corpus. Us-
ing semantic role labels we achieved total of 638
correct answers out of 1460 questions (which was
the total number in the IPsoft internal Q&A test
set at the time of the test), for a correctness score
of 43.7%. Without semantic role labels the result
was 462 out of 1460, or 31.6%.

5.3 Appositives

The appositive is a grammatical construction in
which one phrase elaborates or restricts another.
For example,

(13) My cousin, Bob, is a great guy.

“Bob” further restricts the identity of “My
cousin”.

ROOT

N

My  cousin

Bob s is a

great guy

(14)

We use the appositive grammatical relation to
identify the answers to “What” questions.
5.4 Entity Question Type

Short answer extraction for the Entity question
type has some specialized rules for some subtypes,
and some rules which are applied generally to all
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the other subtypes. We are also exploring using
WordNet (Fellbaum, 1998) synsets to get word
lists that are members of each Entity subtype (see
Table 4). This appears to have a significant ef-
fect, since 10 questions are answerable with this
approach just addressing two of the 22 Entity sub-
types. More work is needed to get comprehensive
statistics.

5.4.1 Entity.animal Subtype

1. First try to find an appositive relationship. If
there is one, use it as the answer. For example
14, if we ask “Who is a great guy?” we have a
simple answer with “Bob” as the appositive.
If that fails:

2. try the approach described above in subsec-
tion 5.2 and keep the candidate with the high-
est confidence score

5.4.2 Entity.creative Subtype

1. First try to find an appositive relationship. If
there is one, use it as the answer. If that fails:

2. try the approach described above in subsec-
tion 5.2 and keep the candidate with the high-
est confidence score. If that fails:

3. find the first capitalized sequence of words
and return it

5.4.3 All Other Entity Subtypes

1. First try to find an appositive relationship. If
there is one, use it as the answer. If that fails:

2. try the approach described above in subsec-
tion 5.2 and keep the candidate with the high-
est confidence score

5.5 Example

Take for example the following

(15) Q: What shrubs can be planted that will be
safe from deer?
A: Three old-time charmers make the list
of shrubs unpalatable to deer: lilac, poten-
tilla, and spiraea. Short Answer: Lilac,
potentilla, and spiraea.

Knowing from WordNet that
112310349:{lilac}, and 112659356:{spiraea,
spirea} (although not potentilla) are hyponyms of
shrub makes it easy to find the right dependency
parse subtree for the short answer.

Similarly for

(16) Q: What athletic game did dentist William
Beers write a standard book of rules for?
A: In 1860, Beers began to codify the
first written rules of the modern game of
lacrosse. Short Answer: Lacrosse.

knowing that 100455599:{game} is a hyper-
nym of 100477392:{lacrosse} makes finding the
right answer in the sentence easy.

6 UIUC Question Types and Synsets

Table 4 lists all the types and subtypes in the
UIUC taxonomy and the WordNet (Fellbaum,
1998) synset numbers that correspond to seman-
tic types for the UIUC types. These are used to
get all words that are in the given synsets as well
as all words in the synsets that are more specific in
the WordNet hyponym hierarchy than those listed.
Note that below we prepend to the synset numbers
a number for their part of speech. In the current
scheme all are nouns, so the first number is always
a “1”. We only elaborate subtypes of Entity, Hu-
man, and Location as the other categories do not
use WordNet for matching.

7 Conclusion

Using a WordNet-based word replacement method
appears to be better for question answering than
using word similarity metrics. In preliminary tests
10 questions in a portion of our corpora are an-
swerable with this approach just addressing two
of the 22 Entity subtypes with WordNet based
matching. While more experimentation is needed,
the results are intuitive and promising. The cur-
rent approach should be validated and compared
against other approaches on current data sets such
as (Penas et al., 2015).
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Class Definition Synsets
ABBREVIATION | abbreviation
ENTITY entities
animal animals 100015388
body organs of body 105297523
color colors 104956594
) inventions, books 102870092, 103217458,
creative and other creative pieces 103129123
currency currency names 113385913, 113604718
dis.med. diseases and medicine 114034177, 114778436
event events 100029378
food food 100021265
instrument musical instrument 103800933
lang languages 106282651
letter letters like a-z
other other entities
plant plants 100017222
product products 100021939
religion religions 108081668, 105946687
100433216, 100523513,
sport sports
103414162
substance elements and substances 100020090
symbol symbols and signs
technique techniques and methods
term equivalent terms
vehicle vehicles 103100490
word words with a special property
DESCRIPTION description and abstract concepts
HUMAN human beings
group a group or organization of persons | 107950920
ind an individual 102472293
title title of a person
description description of a person
LOCATION locations
city cities 108226335, 108524735
country countries 108168978
mountain mountains 109359803, 109403734
other other locations 108630039
state states 108654360
NUMERIC numeric values
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Abstract

Semantic relations between words are key
to building systems that aim to under-
stand and manipulate language. For En-
glish, the “de facto” standard for repre-
senting this kind of knowledge is Prince-
ton’s WordNet. Here, we describe the
wordnet-like resources currently available
for Portuguese: their origins, methods of
creation, sizes, and usage restrictions. We
start tackling the problem of comparing
them, but only in quantitative terms. Fi-
nally, we sketch ideas for potential collab-
oration between some of the projects that
produce Portuguese wordnets.

1 Introduction

Semantic relations are a key aspect when develop-
ing computer programs capable of handling lan-
guage — they establish (labeled) associations be-
tween words and can be integrated into lexical-
semantic knowledge bases. Available since the be-
ginning of the 1990s, Princeton’s WordNet (Fell-
baum, 1998), henceforth PWN, is a paradigmatic
lexical resource. Originally created for English,
its model is now a “de facto” standard, due to its
wide use in applications and its adaptation to dif-
ferent languages.

For Portuguese, the first resource of this kind,
WordNet.PT (Marrafa, 2001), was announced in
2001 but, unlike PWN, was never free to use. This
meant that, in practice, there was still no open Por-
tuguese wordnet. In parallel, a few alternatives

to the wordnet model arose, some of which were
compared in (Santos et al., 2010). But if those
alternatives proved themselves useful for some
tasks, they were not enough to enable all of the
standard uses of a wordnet in Natural Language
Processing (NLP), including similarity computa-
tion or word sense disambiguation. As the need
for a Portuguese wordnet was keenly felt, in the
early 2010s, several projects sprung up aiming to
develop free Portuguese wordnets. We describe
some of those wordnets, while indicating where
they were created, their construction process, their
availability and, when possible, their size.

We recall the wordnet model, its adaptation to
other languages, and how these adaptations may
be expanded through content alignment. Then, we
describe the Portuguese wordnets we are aware
of, alternative lexical-semantic resources, and go
on to focus on the open wordnets. After that, we
briefly compare the previous along a set of rele-
vant features for processing Portuguese. Then, we
suggest work leveraging what is already planned
for these wordnets, as well as some ideas for col-
laboration. Knowing where we are in terms of our
wordnets is an essential first step in establishing
lexical resources, which are vital to the computa-
tional processing of the Portuguese language. !

2 WordNet and Alternatives

Lexical knowledge bases are organized reposito-
ries of lexical items, usually including information

IThis paper is a shorter English version of our previous
article, in Portuguese (Gongalo Oliveira et al., 2015).
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about the possible meanings of words, relations
between them, definitions, and phrases that exem-
plify their use. The Princeton WordNet model,
with English as its target language, is probably the
most popular representative of this type of lexical
knowledge base. Its flexibility has led not only to
its growing use by the NLP community, but also
to the adaptation of the model to other languages.

PWN was created manually in the early 1990s
and has been updated several times since then. Ini-
tially based on psycholinguistic principles, it com-
bines traditional lexicographic information, sim-
ilar to that in a dictionary, with an appropriate
organization for computational use, which facili-
tates its application as a basis for lexical-semantic
knowledge. Like a thesaurus, PWN is organized
in groups of synonymous lexical items, called
synsets, which can be seen as the possible lexical-
izations for the concepts in the language. Besides
synonymy, inherent to synsets, PWN covers other
types of semantic relation between synsets. For
example, hypernymy — a concept is a generaliza-
tion of another — or meronymy — a concept is a part
of another. In addition, each synset has a part-of-
speech (noun, verb, adjective or adverb); a gloss,
similar to a definition in a dictionary; and it may
still have phrases that illustrate its use. The inclu-
sion of a lexical item in a synset indicates a sense
of that item.

Both its free availability and the flexibility of its
model were crucial to the success and widespread
use of PWN. This made it possible to integrate
PWN into a large number of NLP or knowl-
edge management projects, making it virtually the
standard model of a lexical resource for several
languages. The popularity of the PWN knowl-
edge base model led to the creation of the Global
WordNet Association (GWA), % a non-commercial
organization that provides a platform for discus-
sion, sharing and linking the wordnets of the
world.

2.1 Multilingual Wordnets

Many people have studied the possibility of
aligning, as far as possible, wordnets of differ-
ent languages, given their similarities. Thus,
the unveiling of multilingual wordnets such as
EuroWordNet (Vossen, 1997) or MultiWordNet
(Pianta et al., 2002), which nonetheless follow
very different approaches. In EuroWordNet,

Thttp://globalwordnet.org

wordnets are created independently for each lan-
guage, and only after that they are aligned, rely-
ing on similarities or, indirectly, using Princeton
WordNet as a pivot, through the so-called Inter-
Language Index (ILI). In MultiWordNet, the first
step was to translate, as much as possible, one
wordnet, usually Princeton’s, into the other lan-
guages. Among the multilingual wordnets aligned
with PWN, there are, for instance, BalkaNet (Sta-
mou et al., 2002), dedicated to the languages of the
Balkans, and the Multilingual Central Repository
(Gonzalez-Agirre et al., 2012) (henceforth, MCR)
dedicated to the languages of Spain.

Open Multilingual WordNet (Bond and Foster,
2013), henceforth OMWN, is an initiative to fa-
cilitate access to different wordnets, for different
languages. To this end, wordnets, created inde-
pendently, were normalized using PWN, and then
connected to each other and accessed through a
common interface. Another initiative that should
be mentioned is the Universal WordNet (de Melo
and Weikum, 2009) (henceforth, UWN), a multi-
lingual lexical knowledge base automatically built
from PWN and the alignment of multilingual ver-
sions of Wikipedia.

There are also several projects on the align-
ment of PWN with other lexical resources or
knowledge bases. These include, for instance,
YAGO (Suchanek et al., 2007), UBY (Gurevych
et al.,, 2012), BabelNet (Navigli and Ponzetto,
2012), SUMO (Pease and Fellbaum, 2010) and
DOLCE (Gangemi et al., 2010).

2.2 Closed Portuguese WordNets

There is no doubt that the open-source character of
PWN was key in its wide acceptance. Still, not all
resources that followed on the footsteps of PWN
have chosen to make their results freely available.
We describe three projects that resulted in Por-
tuguese wordnets that are not free to use.
WordNet.PT (Marrafa, 2001), henceforth
WN.PT, was the first Portuguese wordnet,
in development since 1998. Its construc-
tion is essentially manual and it follows the
EuroWordNet (Vossen, 1997) model, which
means WN.PT is created from scratch for Por-
tuguese. WN.PT 1.6, released in 2006, covers
a wide range of semantic relations, including:
hypernym, whole/part, equivalence, opposi-
tion, categorization, instrument-for, or place-of.
More recently, WN.PT was expanded to Global
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WordNet.PT (Marrafa et al., 2011), which con-
tains 10,000 concepts, including nouns, verbs and
adjectives, their lexicalizations in different vari-
ants of Portuguese and their glosses, in a network
of more than 40,000 relation instances. An ap-
proach to expand the WN.PT semi-automatically
with relations extracted from a corpus (Amaro,
2014) was recently presented, which shows that,
perhaps, the project is still active.

WordNet.BR (henceforth, WN.BR) aimed to be
a wordnet for Brazilian Portuguese. In its first
development phase (Dias-da-Silva et al., 2002),
a team of linguists analyzed five Portuguese dic-
tionaries and two corpora to collect information
on synonymy and antonymy. This resulted in the
manual creation of synsets and antonymy rela-
tions between them, and writing some glosses and
example sentences. In a second phase (Dias-da-
Silva, 2006), its synsets were manually aligned
with PWN, in a similar process to that followed
in the EuroWordNet project, using bilingual dic-
tionaries. After this alignment, the semantic re-
lations between synsets with equivalents in Por-
tuguese and English were inherited. It is assumed
that the full version of WN.BR covers relations of
hyperonymy, part-of, cause and implication (en-
tailment). However, this version is not available
online. One can view and download the results
of phase one, available under the name of Elec-
tronic Thesaurus of Portuguese (TeP) (Maziero et
al., 2008). TeP includes more than 44,000 lexical
items, organized into 19,888 synsets, which in turn
are connected through 4,276 antonymy relations.

MultiWordNet.PT, commonly referred to as
MWN.PT, is the Portuguese section of the Mul-
tiWordNet project (Pianta et al., 2002), which can
be purchased through the European Language Re-
sources Association catalog. MWN.PT includes
17,200 manually validated synsets, which corre-
spond to approximately 21,000 senses and 16,000
lemmas, covering both European and Brazilian
variants of Portuguese. As a resource established
under the MultiWordNet project, its synsets are
derived from the translation of their PWN equiv-
alents. Transitively, this resource turns out to be
also aligned with the MultiWordNets of Italian,
Spanish, Hebrew, Romanian and Latin.

The manual creation of a wordnet is a complex
task, which requires much effort and time. When
it was not possible to use an open Portuguese
wordnet, researchers working on the processing

of Portuguese felt the need to develop free alter-
natives which, in most cases, were also simpler.
Those include OpenThesaurus.PT (Naber, 2004),
typically used to suggest synonyms in word pro-
cessors; PAPEL (Gongalo Oliveira et al., 2008), a
lexical-semantic network, automatically extracted
from a Portuguese dictionary, with words con-
nected through a wide range of semantic rela-
tionships; the Port4Nooj lexical resources (Bar-
reiro, 2010), which include a set of definitions
and semantic relations between words; and the Di-
ciondrio Aberto (Simdes et al., 2012), an open
electronic dictionary which includes also several
explicit relationships between words.

3 Open Portuguese Wordnets

Open wordnets for Portuguese finaly appeared in
the early 2010s. They were created by auto-
matic or semi-automatic means and all assume that
lexical-semantic resources must be open-source to
be really useful to the community. We present four
wordnets that fall in this category.

3.1 Onto.PT

The Onto.PT (Gongalo Oliveira and Gomes,
2014) project begun in 2008. To create a
new wordnet in a completely automatic fash-
ion, Onto.PT used several lexical resources avail-
able at the time, with special focus on those
of the project PAPEL (Gongalo Oliveira et al.,
2008), including grammars to extract relations
from dictionaries. Other exploited resources in-
clude Wiktionary.PT, Diciondrio Aberto (Simdes
et al., 2012), TeP (Maziero et al., 2008),
OpenThesaurus.PT and, more recently, OpenWN-
PT (de Paiva et al., 2012).

The creation of Onto.PT follows the ECO ap-
proach (Gongalo Oliveira and Gomes, 2014), tai-
lored to this project, but flexible enough to inte-
grate words and relations extracted from different
sources. ECO is different from other approaches
because it tries to learn the whole structure of a
wordnet, including the contents and boundaries of
synsets, as well as the synsets involved in seman-
tic relations. Hence, despite exploring, automat-
ically, handcrafted resources, the authors refer to
ECO as a “fully automatic” approach. It consists
of three main phases: (i) relation extraction be-
tween words; (ii) synset discovery from the clus-
ters of the extracted synonymy network (an initial
set of synsets, such as those of TeP, may be used as
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a starting point); (iii) mapping word arguments of
remaining relations to the discovered synsets. In
Onto.PT 0.6 (Gongalo Oliveira et al., 2014), dic-
tionary definitions were also assigned to synsets,
automatically.

Onto.PT is different from the typical wordnet,
not only for its creation process, but also because
it includes a wide range of semantic relations that
are not in PWN. Those relations are the same as
the ones in PAPEL, extracted from dictionaries,
and include causation, purpose, location or man-
ner, among others.

On the one hand, ECO allows for the creation of
a large knowledge base with little effort — Onto.PT
0.6 covers ~=169,000 distinct lexical items, orga-
nized in ~117,000 synsets, which in turn are re-
lated through /174,000 relation instances. On the
other hand, there are reliability consequences. For
example, in Onto.PT 0.35, 74% of synsets were
correct, in 18% there was no agreement between
two judges, and the remaining had at least one
incorrect word. The quality of relationships also
varies dramatically depending on the type. Con-
sidering that relations between incorrect synsets
are also wrong, the hypernymy connections were
just 65% correct and between 78%-82% in a set
with other relation types. These evaluation efforts
are described in (Gongalo Oliveira and Gomes,
2014). Nevertheless, Onto.PT was used, for in-
stance, in the expansion of synonyms for informa-
tion retrieval (Rodrigues et al., 2012) or for creat-
ing lists of causal verbs (Drury et al., 2014).

Due to its design, Onto.PT is a dynamic re-
source and, from release to release, may have
significant changes in the number and size of its
synsets. Thus, it is not planned to be aligned with
PWN. Onto.PT is freely available in RDF/OWL?,
following an existing PWN model (van Assem et
al., 2006), expanded to cover all its relation types.

3.2 OpenWordNet-PT

OpenWordNet-PT (de Paiva et al., 2012) abbrevi-
ated to OpenWN-PT, is a wordnet originally de-
veloped as a syntactic projection of the Universal
WordNet (UWN). Its long-term goal is to serve
as the main lexicon for a NLP system, focused
on logical reasoning, based on representation of
knowledge, using an ontology such as SUMO. The
process of creating OpenWN-PT uses machine
learning techniques to build relations between

3http://ontopt.dei.uc.pt

graphs representing lexical information from ver-
sions in multiple languages of Wikipedia entries
and open electronic dictionaries. OpenWN-PT
has constantly been improved through linguisti-
cally motivated additions, either manually or from
evidence in large corpora. This is also the case
for the lexicon of nominalizations, NomLex-PT,
tightly integrated with the OpenWN-PT (Freitas et
al., 2014).

OpenWN-PT employs three language strategies
in its lexical enrichment process: (i) translation;
(i1) corpus extraction; (iii) dictionaries. Regarding
translations, glossaries and lists produced for other
languages, such as English, French and Spanish,
are used, automatically translated and manually
revised. The addition of data from corpora con-
tributes with words or phrases in common use,
which may be specific to Portuguese or do not
appear in other wordnets. The first corpora ex-
periment in OpenWN-PT was carried out while
processing the integration of NomLex-PT with the
main knowledge base. The use of a corpus, while
useful for specific conceptualizations in the lan-
guage, brings additional challenges for the map-
pings alignment, since it is expected that there
will be expressions for which there is no synset
in the English wordnet. As for the information
in dictionaries, this was used indirectly through
PAPEL (Gongalo Oliveira et al., 2008).

Like Onto.PT, OpenWN-PT is available in
RDF/OWL (Real et al.,, 2015), following and
expanding, when necessary, the mapping pro-
posed by (van Assem et al., 2006). Both the
OpenWN-PT data and schema of the RDF model
are freely available for download. The philoso-
phy of OpenWN-PT is to keep a close connec-
tion with PWN, but try to fix the biggest mistakes
created by the automated methods, through lan-
guage skills and tools. A consequence of this close
connection is the ability to minimize the impact
of lexicographical decisions on splitting/grouping
the senses in a synset. While such decisions are,
to a great extent, arbitrary, the practical criterion of
following the multilingual alignment behaves as a
pragmatic and practical guiding solution.

OpenWN-PT was chosen by the develop-
ers of Freeling (Padré and Stanilovsky, 2012),
OMWW (Bond and Foster, 2013), BabelNet and
Google Translate, as the representative Portuguese
wordnet in those projects, respectively, due to
its comprehensive coverage of the language and
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its accuracy. OpenWN-PT currently has 43,925
synsets, of which 32,696 correspond to nouns,
4,675 to verbs, 5,575 to adjectives and 979 to ad-
verbs. Besides being available for download, the
data can be retrieved via a SPARQL endpoint *
and can be consulted and compared with other
wordnets both through the OMWN interface and
its own interface >.

3.3 PULO

PULO (Simoées and Guinovart, 2014), short for
Portuguese Unified Lexical Ontology, intends to
incorporate resources from open publicly avail-
able wordnets into a free Portuguese wordnet,
perfectly aligned and included in the MCR
project (Gonzalez-Agirre et al., 2012), which al-
ready includes wordnets for Spanish, Catalan,
Basque and Galician, in addition to PWN.

The beginning of this project, in late 2014, in-
volved some experiments on the translation and
alignment between the English, Spanish and Gali-
cian wordnets. Beyond those, this process used
probabilistic translation dictionaries (Simdes and
Almeida, 2003), a dynamic Portuguese-Galician
translation dictionary (Guinovart and Simdes,
2013), and the official Orthographic Vocabulary
of the Portuguese Language (Ferreira et al., 2012).
This resulted in ~50,000 word meanings, but only
~17,000 were actually added to PULO. This was
due to the statistical nature of the approach and
the cutoff line established. The scoring value ob-
tained for each meaning was properly stored on the
database and may serve as a measure of relevance
or quality of each meaning.

Currently, as the other wordnets of MCR, the
ontological structure of PULO is the same as
PWN. Despite this similarity, the internal structure
of the database allows each individual wordnet to
be easily extended to new concepts. PULO is
available for download and has currently 25,711
senses, corresponding to 17,854 synsets. In a sec-
ond stage of the process, a machine translation of
glosses was produced using the MyMemory APIC.
Through the same interface,’ it is possible to con-
sult the other languages of the MCR, as well as to
browse through the base ontology.

4http://wnpt.brlcloud.com: 10035/
repositories/wn30
Shttp://wnpt.brlcloud.com/wn/
®http://mymemory.translated.net/
"http://wordnet.pt

3.4 Ufes WordNet

The Ufes WordNet (Gomes et al.,, 2013)
(UfesWN.BR) aims at building a Brazilian Por-
tuguese database with a similar structure to PWN,
based on automatic translation. For this, a tool
based on the Google Translate API was developed
to translate the contents of PWN. UfesWN.BR
covers 34,979 words, grouped in 48,981 synsets,
connected by 238,413 relations. However, only
31,6% of the English synsets were translated and
these translations are not very reliable. In the
scope of this project, the glosses of PWN were
also translated. They could be useful for other
projects, depending on the quality and easiness of
alignment, which has not been investigated.

4 Comparing Open WordNets

Table 1 summarises the main properties of the
Portuguese wordnets. The most common alterna-
tive to the creation of a wordnet for Portuguese
is based on translation, manual (MWN.PT), auto-
matic (UfesWN.BR), based on a syntactic projec-
tion (OpenWN-PT), or on triangulation between
resources (PULO). Within these four approaches,
PULO stands out for using as a “pivot”, not only
the English wordnet, but also the wordnets for
Spanish and Galician. Unlike all others, the struc-
ture of Onto.PT is learned fully automatically,
based on the extraction of relationships from other
textual resources or wordnets, and discovering
clusters of synonyms, used as synsets. Among
the advantages of a completely manual approach
is the creation of a resource with an accuracy of
virtually 100%. On the other hand, with an au-
tomatic approach, a larger resource can be cre-
ated in a shorter time, avoiding tedious and time-
consuming work, however prone to accuracy and
precision issues. A semi-automatic method where
expediency can be reigned in by accuracy would
seem the best approach.

We attempted a superficial comparison of their
latest versions, that should not be seen as more
than a purely quantitative tabling. We have not
tried to compare the consistency nor the usefulness
of the contents of the various Portuguese word-
nets.

On the number of covered lexical items,
Onto.PT stands out for including more than three
times more lexical items than the second largest
wordnet, OpenWN-PT. This confirms that a fully
automatic construction approach leads to a larger

78



Creation

Name Synsets Relations Update Usage
WN.PT manual manual manual closed
WN.BR manual transitivity manual? free synsets

MWN.PT manual? transitivity ? paid license
translation
Onto.PT RE,clustering RE,clustering  automatic free
OpenWN-PT UWN transitivity ~ semi-autom free
projection
UfesWN.BR machine transitivity ? free
translation
PULO triangulation transitivity ~ semi-autom free

Table 1: Properties of Portuguese wordnets. A ‘?° is shown for fields we could not fill.

resource. Equally important for the size of
Onto.PT, is the amount (currently six) and the
type of resources used, including: resources that
cover different variants of Portuguese, which can
lead to minor spelling variations; and dictionaries,
which already have a wide coverage of the lan-
guage. Either manually or automatically, it is com-
mon to exploit dictionaries in the construction of a
wordnet. Still, their automatic exploitation results
in many different words and meanings that exist
and are valid, but which are of no use in colloquial
Portuguese.

On the number of word senses, synsets and re-
lation instances, Onto.PT also stands out from the
rest. But it should be noted that there is an in-
trinsic trade-off between the size of a wordnet and
the accuracy and usefulness of the resource under
scrutiny. One of the difficulties in developing a
wordnet is precisely to decide, on the one hand,
if two words are to be regarded as synonymous
and thus placed within the same synset and, on
the other hand, which words should be in different
synsets. These are typical lexicography challenges
to which there is probably no final unique answer.
But there seems to be a consensus that a very large
number of synsets is a sign of “noise” in the pro-
cess of grouping words and/or in the discrimina-
tion process. Correction/accuracy is undoubtedly
one of the bottlenecks of building wordnets. If,
on the one hand, size and coverage are a quanti-
tative comparison, which is relatively simple, the
same cannot be said about the quality assessment.
The English PWN, built manually, may even re-
flect questionable decisions, but does not contain
“errors” as such, as we are using it as a baseline for
comparison. As for the wordnets built automat-

ically, or semi-automatically, for languages other
than English, quality assessment will always be
an issue, since there is no golden reference avail-
able — this is precisely what they want to become.
From this perspective, resources that rely on hu-
man labor have an advantage, although we do not
know exactly how this advantage can or should be
measured. An alignment with PWN may be im-
portant for obtaining additional knowledge,mostly
from other resources aligned with it. In addition
to relation inheritance, an alignment allows ac-
cess to knowledge of other extensions of PWN,
such as WordNet-domains, SentiWordNet or Tem-
poWordNet. On the other hand, a blind alignment
does not consider that different languages repre-
sent different socio-cultural realities, do not cover
the same part of the lexicon and, even where they
seem to be common, several concepts are lexical-
ized differently (Hirst, 2004).

Both WN.PT and Onto.PT cover a wide range
of relation types, some not typically present in
wordnets. We recall that, for Onto.PT, these ex-
tracted was possible due to the regularities in dic-
tionary definitions.

Additional comparison tables, with more de-
tails, are provided in (Gongalo Oliveira et al.,
2015).

5 Building on Open WordNets

We presented and compared various wordnets that
currently exist for Portuguese. Among them, four
are freely available. This is a vast improvement.
Until recently, the situation was very different:
one synset base (TeP), no definitions, was freely
available; one wordnet (MWN.PT) could be pur-
chased; and another could only be explored on-
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line (WN.PT). The creation of these wordnets fol-
lowed different approaches, from completely man-
ual labour, through translation-based approaches
with more or less manual labour, to an approach
in which the whole structure is populated auto-
matically. We hope to have shown that, currently,
it makes no sense to regret that there is no Por-
tuguese wordnet. In fact, the use of a wordnet in
a project targeting Portuguese is becoming less of
a problem of finding a work-around solution, and
increasingly more one of choosing the most suit-
able within the available alternatives. This selec-
tion should consider, among other things, the need
to align with other wordnets, the error tolerance,
the coverage needs — both with regards to the lexi-
cal items and to relationships between them — and
even the available budget. Since each wordnet has
distinct characteristics, one should not discard the
use of more than one wordnet in the same project.

It is sensible to ask whether all these alterna-
tives make sense or if it would be preferable to fo-
cus on a single effort to build a single Portuguese
wordnet, trying to harness the strong points of
each of the projects described. The authors of
this article, responsible for Onto.PT, OpenWN-PT
and PULO, believe that there are advantages both
on converging into a single wordnet and on keep-
ing separate projects. Thus, in the short term, the
development of each wordnet will remain the re-
sponsability of its original team, but there will be
a closer monitoring of each other’s work. The idea
is that each project may reuse what is done by the
others, this way minimizing duplicate work, but
without losing sight of its specific goals.

In a near future, Onto.PT will become a fuzzy
wordnet, based on the redundancy across several
Portuguese computational lexical resources, in-
cluding the other open wordnets, whose further
updates will be welcome by this new initiative.
Following ECO, confidence degrees will be as-
signed to each decision taken, including the mem-
bership of words to synsets or the attachment of
relations to synsets — for recent work the auto-
matic extraction of fuzzy synsets from seven open
lexical resources for Portuguese, check (Gongalo
Oliveira and Santos, 2016). This will enable the
users to, depending on their purpose, set a cut-
point to select between a larger but less reliable
resource or a smaller one with fewer issues.

OpenWN-PT has been experimenting with the
definitions and examples of PWN in Portuguese,

produced by PULO and hopes to experiment also
with the the extra relations of causation, purpose,
location or manner, produced by Onto.PT. More
generally the open wordnets will consider the in-
tegration of the contents of each other, and/or ways
of replicating their approaches to enrichment of
their own resources.

6 Conclusions

We presented a collection of Portuguese word-
nets, with an emphasis on the open initiatives,
and their shallow comparison. While none feels
as mature as Princeton WordNet, some have al-
ready been used in applications. Joint efforts, as
we started doing and hope to do more, seem to be
the only way of making progress in this hard prob-
lem. Clearly, the envisaged applications will lead
to slightly different strong points in our resources,
to provide wordnets that are open, large coverage
and as reliable as possible.
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Abstract

In the context of a student software project
we are investigating the use of Word-
Net for improving the automatic detection
and classification of actors (or characters)
mentioned in folktales. Our starting point
is the book “Classification of International
Folktales”, out of which we extract text
segments that name the different actors in-
volved in tales, taking advantage of pat-
terns used by its author, Hangrgd Uther.
We apply on those text segments functions
that are implemented in the NLTK inter-
face to WordNet in order to obtain lexical
semantic information to enrich the origi-
nal naming of characters proposed in the
“Classification of International Folktales”
and to support their translation in other
languages.

Introduction

coli.uni-saarland.de>

Stith Thompsoh In general, we are aiming at
a WordNef based generation of lexical seman-
tic relations for building a terminology network
of actors/characters mentioned in folktales. Our
work is anchored in the field of Digital Humanities
(DH), where there is an increased interest in ap-
plying methods from Natural Language Process-
ing (NLP) and Semantic Web (SW) technologies
to literary work.

In the following sections we will present first
the data we are dealing with and the transforma-
tions we applied on those for being able to use the
NLTK interface to WordNet We describe then
the functions of NLTK we are using and how we
can benefit from those for building a more generic
vocabulary and extending the basic terminology
for classifying actors/characters in folktales.

Related work on this topic is presented in De-
clerck (2012), which is more focused on the use of
Wiktionary for translation and also dealing rather
with the formal representation of the terminology
used in ATU.

This short paper reports on the current state of a
student software project aiming at supporting theé?  1he Data Source

automatized classification of folktales along theWe are taking the ATU classification scheme

line of the classification proposed by Harigg)

Uther (2004). This classification scheme is con
sidered as a central source for the analysis wor
of folklorists. It builds on former work by Antti

Aarne (1961) and Stith Thompson (1977). In the
following, we are using the acronym ATU for re-
ferring to (Uther, 2004): ATU standing for Aarne-

Thompson-Uther.

We focus in the current work on the detection

as our starting point. Just below we display the
initial part of atype of folktale, which in ATU is

arked using an integer, possibly followed by a
letter. In this example we deal with type 2, which
is included in the list of types “Wild Animal”
(from type 1 to type 99), and more specifically
within the list “The Clever Fox (Other Animal)”
(from type 1 to type 6%)

of common superclasses to the naming of the main *See the online version of the indexttp:/Awww.

actors (or characters) that are mentioned in the va
ious types of folktales listed by Uther (2004). In

Itythenia.ru/folklore/thompson/index.htm
2See (Fellbaum, 1998) and (Miller, 1995).
3NLTK is described in (Bird et al., 2009), with an updated

doing this we are able to propose more generionline version: http://www.nltk.org/book/ . At

classes of characters and an extended vocabuIaW}pWWWW-”'tkorg/howm/wordnethtm'
and so to link to other classification systems, like

the
ordNet interface is described in details.
4See also https://en.wikipedia.org/wiki/

the Motif-Index of Folk-Literature proposed by Aarne-Thompson_classification_systems
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2 The Tail-Fisher. A bear (wolf) meets
a fox who has caught a big load
of fish. He asks him where he
caught them, and the fox replies
that he was fishing with his tail
through a hole in the ice. He
advises the bear to do likewise

and the bear does. When the bear
tries to pull his tail out of

the ice (because men or dogs are
attacking him), it is frozen in

place. He runs away but leaves
his tail behind [K1021]. Cf.

Type 1891.

Combinations:  This type is usually
combined with episodes of one or
more other types, esp. 1, 3, 4,

5, 8, 15, 41, 158, and 1910.

text format, using for this a Python script. For the
type 6, just to present another example of an ATU
type, we have now the following text format:

6"Animal Captor Persuaded to
Talk.™ A fox (jackal, wolf)

catches a chicken (crow, bird,
hyena, sheep, etc. ) and is
about to eat it. The weak animal
asks a question and the fox
answers. Thus he releases the
prey and it escapes. "“K561.1

With this new format, where the sign “ ™~ " is
used as the separator, it is very easy to write
code that is specialized for dealing with parts of
the ATU entries. For our work, we concentrate
only on the third field of the “ ™ ” separated input

file. This way we avoid the “noise” that could be

In this example, we can see the number of theyenerated if considering the use of parentheses in
type (“2"), its label (“The Tail-Fisher”) and a text the second field (the label of the type), like:
summarizing the typical motifs of this type of
folktale. At the end of this “script”, a link to a Torn-off Tails (previously The
corresponding Thompson Motif-Index is provided Buried Tail).

(“[K1021]"). Finally, types are indicated, with
which the current type is usually combined. which is used in the label of type 2A.

For us, a very interesting pattern in the descrip- _
tion part of the type entry is “A bear (wolf)”. This 2-2 Pattern Extraction
way (and also using more complex patterns), thén the basis of a manual analysis of the ATU en-
author specifies variants of actors/characters thaties, regular expressions for detecting the formu-
can play a role within a folktale type. We found lation of variants of actors/characters have been
this pattern interesting because our assumption i®rmulated and implemented in Python. Below we
that in most of the cases only semantically reshow some examples of extracted text segments,
lated actors/characters can be mentioned in thisn the basis of the Python script:
text construct. And those pairs of variants give
us a promising basis for trying to generate more e A master (supervisor)
generic terms from WordNet for classifying actors
in folktales and so to support the linking of ATU
to other classification schemes.

Our work consisted first in extracting from ATU
the relevant text segments corresponding to such
patterns and then to query WordNet in order to see o A giant has sixty daughters (sons)
if the characters hamed in such text segments are
sharing relevant lexical semantic properties.

e an ox is so big that it takes a bird a whole day
(week, year)

e A sow (hare)

e a brook (sea)

2.1 Pre-Processing the ATU Catalogue

e A man puts a pot with hot milk (chocolate)

In order to be able to apply functions of the
WordNet interface of NLTK to the ATU clas-

sification scheme, we first had to transform the
original document into a punctuation separated

¢ A man who has recently been married meets
a friend (neighbor, stranger)

A wolf (bee, wasp, fly)

with more details given in the French or German correspond-
ing pages.

A suitor (suitors)
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¢ aflea (fly, mouse) the function “pathsimilarity” gives '0.2’, while

) ] for “fox.n.01” and “jackal.n.01” it gives '0,33".
* aseries of animals (hen, rooster, duck, goos&ye might have '0,33' as a threshold for accepting

fox, pig) the selected hypernym as a relevant generalization
e aperson (animal) pf the_words used in th_e patterns of AT_U we are
investigating. Or allowing also lower similarity
e An ant (sparrow, hare) measures, but filtering out the selected hypernym

on the basis of the length of the path leading from
As the reader can see, each text segment stariis

ith an indefinite Nominal Ph NP and end to the root node. The LCH “canine.n.02’ has
With an Indetinite iNominal -nrase (NP) and €ngs, much longer path to “entity” as does the LCH
with a closing parenthesis. This pattern is consisx

tentl din ATU. and ds t it person.n.01”. Our first experiments seem to indi-
rently usedin » and COrTesponds 1o our INW-c.o0 that the longer the path of the hypernym to the
ition that a referent in discourse is mostly intro-

\ . } root node, the more informative is the generaliza-
duced by an indefinite NP. For the first step of g

. o tion proposed by querying WordNet for the least
our investigation of the use of WordNet for gen- prop y querying

: . . common hypernym.
erating more generic terms for the mentioned ac- . .
Additionally to those two functions of the

tors, we decided to concentrate on the simple se- .
quence “A/An Noun (Noun)”, like for example “A eNLTK interface to WordNet, we make use of the

possibility to extract from WordNet all the hy-

f If)”. . .

ox (wolf) ponyms of the involved synsets. This can of-

2.2.1 Accessing WordNet with the NLTK fer an extended word base for searching in folk-
Interface tale texts for relevant actors/characters. While

NLTK provides for a rich set of functions for ac- this assumption seems reasonable in certain cases,
cessing WordNet. The first function we appliedlike for example for the synset “overlord.n.01”
was the one searching for the least common hypefor which we can retrieve hyponyms like “feu-
nym for the two words used in the pattern “A/An dallord”, “seigneur’ and “seignior”, it is not
Noun (Noun)”. Some few results on suchasearc]ﬁllear if it is beneficial to retrieve all the sci-
for all the synsets of the considered noun-pairs aréntific names listed as hyponyms of the synset
displayed below for the purpose of exemplifica-‘fox.n.01”, like “Urocyon.cinereoargenteus” or

tion, where we indicate the least common hyper-Vulpesfulva®. But in any case, the terminology
nym with the abbreviation LCH: basis of the words used in ATU can this way be

e Synset(man.n.01) & Synset(fox.n.05)> extended.
LCH(Synset(person.n.01)) _ _Last but not least, we take advaqtage of the mul-
tilingual coverage of WordNet, using for this an-
e Synset(fox.n.01) & Synset(jackal.n.0x)> other function implemented in NLTK. As an ex-
LCH(Synset(canine.n.02)) ample, for the following pairs mentioned in ATU,

we get from WordNet the French equivalents:
e Synset(fox.n.01) & Synset(cat.n.0x)>

LCH(Synset(carnivore.n.01)) e Synset(fox.n.01) & Synset(wolf.n.0H>
e Synset(raven.n.01) & Synset(crow.n.Gd) [renard] & [loup’, ‘louve’]

LCH(Synset(corvingbird.n.01
. (Sy ( . ) e Synset(dragon.n.02) & Synset(monster.n.04)
It is for sure interesting to see that depend-  _- ['dragon’] & ['d émon’, 'monstre’,

ing on the word they are associated with, synsets  gjaple’, 'Diable’]
of “fox”, for example, can be related to a dif-
ferent hypernym. In the case of “fox.n.05” and
“man.n.01” sharing the hypernym “person.n.01”,
we have to check if this case should be filtered out,
since the hypernym is too generic. We tested for
this the NLTK function “pathsimilarity”, which As part of future work, we are considering those
computes a measure on the basis of the respemultilingual equivalents provided by WordNet as
tive length of the path needed for each synset ta starting point for providing for a multilingual ex-
the shared LCH. For “man.n.01” and “fox.n.05” tension of the ATU classification.

e Synset(enchantress.n.02) &
Synset(sorceress.n.0%)> ['sorciere’] &
['enchanteur’, 'ensorceleur’, 'soreie’]
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3 An Ontology for ATU Identifier (URI). The property “rdf:type” indicates

that the object named by the URI is an instance
In order to store all the results of the work de- p -
) ; . . of the class “ATU". The last element of the code,
scribed above, including the multilingual corre-

: . . introduced by “rdfs:label”, stores the original la-
spondences of the English terminology used 'rbel in English (“en”). We will use this property

ATU, we decided to go for the creation of an on-u e ane " 1o encode the multilingual correspon-

tology of ATU, a step which is also aiming at sup- dences. We encode the original description of the

Foorgt%gerﬂ;e linking of .thls clalssmcatlon SChemetype as a value to the property “rdfs:isDefinedBy".
pproaches in the field. The ontology The property “linkToTMI” is the way we go

was generated automatically from the transforme(ij

ATU input data described in section 2.1., and en-'\jl)(r)t.lmlr(]'gg Ao?éoﬁi-pftsertgt '\r/leonfsh.g‘:']tede Igbgﬁ_
coded in the OWL and RDF(s) representation lan- : X ! ure (which w

guages. ATU not being a hierarchical classifi- viate with TN.”)' This I'|nk|ng IS St”! na prelimi
. . . nary stage, since we first have to finalize the corre-
cation, we decided to have only one class in the X .
sponding TMI ontology, and also check the valid-

[ h f AT o
%rgtgggg' Oa;rlgiéocle;SCSOdiseZCrestmeVc\je habjeazszznty of the linking to TMI we extracted from the
j ' \TU book. This kind of linking is the one we

instances. The main class is displayed just below, . . ; -
: . o Will use for interconnecting all types of classifica-
using the Turtle syntaX for its representation:

ATU
rdf:type owl:Class ;
rdfs:comment
"\"Ontology Version of ATU\"'@en ;
rdfs:label "\"The Types of International
Folktales Aarne-Thompson-Uthen\"'@en ;
rdfs:subClassOf owl:Thing ;

tion schemes used for folktales (and maybe also
for other literary genres). We will add a prop-
erty for including relevant hypernyms (and pos-
sibly hyponyms) extracted from WordNet to the
current labels, contributing this way to the seman-
tic enrichment of the original classification.

An instance of this class, for example for the4 Conclusion and future Work

type 101, has the following syntax:

<http://www.semanticweb.org/tonka/
ontologies/2015/5/tmi-atu-ontology#101>

rdf:itype :ATU ;

linkToTMI <http://www.semanticweb.org/
tonka/ontologies/2015/5/
tmi-atu-ontology#K231.1.3> ;

rdfs:comment "\"Type 101 of ATU\"'@en ;

rdfs:isDefinedBy "The Old Dog as Rescuer
of the Child (Sheep). A farmer plans
to kill his faithful old dog because
it cannot work anymore. The wolf makes
a plan to save the dog: The latter is to
rescue the farmer’s child from the wolf.
The plan succeeds and the dog’s life is
spared. The wolf in return wants to
steal the farmer’s sheep. The dog
refuses to help and loses the wolf's
friendship . "@en ;

rdfs:label "\"The Old Dog as Rescuer
of the Child (Sheep)\"'@en ;

We presented work done in the context of a run-
ning student software project consisting in access-
ing WordNet for providing for lexical semantic in-
formation that can be used for enriching an ex-
isting classification scheme of folktales with ad-
ditional terms gained from the extraction of rele-
vant hypernyms (and to a certain extent from hy-
ponyms) of words naming characters playing a
central roles in folktales. The aim is to generate
a WordNet based network of terms for the folktale
domain.

As future work, an investigation will be per-
formed in order to determine the optimal length
of the path between a Lowest Common Hypernym
(LCH) and the root node of WordNet as the fil-
tering process for excluding irrelevant and noise
introducing LCHs. We will also perform an evalu-
ation of the extracted LCHs against a manually an-
notated set of ATU entries. And we will compare
the French equivalents of the synsets proposed by

The reader can see in this extensive examplg/ordNet with the French terms used in the French
that each instance of the ATU class is named inWikipedia page for the AT. Additionally, we plan
the first line of the code by an Unique Resourceto compare our WordNet based approach as the ba-
sis for the linking between ATU and TMI to the
machine learning approach to such a linking de-
scribed in (Ofex et al., 2013).

5See http://www.w3.0rg/2001/sw/wiki/OWL
andhttp://www.w3.org/TR/rdf-schema/ .
®See http://iwww.w3.org/TR/turtle/ for more details.
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Abstract

In this paper, we present methods of
extraction of multi-word lexical units
(MWLUSs) from large text corpora and their
description in plWordNet 3.0. MWLUs are
filtered from collocations of the structural
type Noun+Adjective (NA).

1 Introduction

Our focus in this paper are multi-word lexical
units (henceforth, MWLUS), derived from
collocations (automatically extracted from
corpora). As in the case of many linguistic
terms, there is no agreement among scholars
on their common defining criteria. Two main
approaches are distinguished. The first one
treats as collocations all expressions that tend
to co-occur in the immediate syntactic
neighbourhood (Firth 1957). This approach is
followed by the constructors of corpora (cf.
Przepiorkowski 2012). The second approach
puts the emphasis on the linguistic properties
of collocations such as non-compositionality
and impossibility of modification and
substitution (Evert 2004). In this approach the
term collocation is close to the ternmulti-
word expressior(henceforth, MWE), used in
computational linguistics for the linkage of
words of the established meaning, analysed as
a whole (Sag et al. 2002) and to our
understanding of the term MWLU. In the
present paper we define MWLU by reference
to lexical unit (henceforth, LU), a central
element of a wordnet (Fellbaum 1998), a
whole  attributed with meaning and
morphosyntactic properties (Derwojedowa et
al. 2008). Thus, MWLU will be an LU,
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consisting of more than one word and
constituting a semantic and morpho-syntactic
whole. It is close in spirit to Maziarz et al.
2015 proposal saying that MWLU isbdilt
from more than one word, associated with a
definite meaning somehow stored in one's
mental lexicon and immediately retrieved from
memory as a whole’(Maziarz et al. 2015).
Such a definition forces one to perceive
MWLUs as having defined structure and
semantics which makes the connection
"behave like the single individual" (Calzolari
et al. 2002).

2 Data preparation

In the work on extracting MWEs, IPI PAN
Corpus and the plWordNet corpus of the
Wroctaw University of Technology (Piasecki
et al. 2014) corpora were used. The extraction
was carried out using the set of MWeXtractor
tools, developed for the purposes of the
CLARIN? project. MWeXtractor is a package
of tools, which was created for the purposes of
the construction of MWLU's network in
plWordNet and their syntactic description. It is
the part of a bigger infrastructure for aimed for
the work with text corpora. The package user
has the access to the data cloud, where they
record their own corpora (or uses the existing
corpora available on the open licence).
MWeXtractor tools package is available on the
open licence. Sketch Engine is a tool for the
work with corpora, which allows for the
extraction of collocations on the basis of their
grammatical relations (Kilgarriff et al. 2004).
In many respects Sketch Engine and
MWeXtractor do not differ from each other.
For the purposes of the development of

1
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MWeXtractor package new  statistical
measures were implemented, described in this
Section. Those measures, which are
compilations or modifications of the known
measures, improved extraction results,
described in Sections 2 and 3.

In the first phase, the authors defined initial
data (sets of corpora, tagset, WCCL's
operators describing relations within a
collocation (Radziszewski et al. 2011)). In
addition, the order of candidates for MWLU
can be changed and the continuity of the
elements of a collocation does not have to be
preserved. The next stage was a dispersion of
collocations, through which candidates whose
syntactic traits were regarded interesting, are
being promoted. In the MWeXtractor package,
apart from available measures that are present
in the subject literature, the measures designed
for the purposes of the present work and
presented in Sections 2.1, 2.2, 2.3 were also
implemented.

2.1 W Specific Exponential Correlation

The function W Specific Exponential
Correlation is a compilation of a few other
associative measures, of Specyfic Exponential
Correlation among others described above. She
is represented by the following pattern:

= b(x.y)log, P Y)°
y=p(x,y)log, 000 B(Y)

And for her the described generalization is
used the pattern:

P(Xg, X ,eee X )

[15, P(X)

Y = p(X,s X2, %y ) 10d,

2.2 W Order

W Order is the function based on the

assumption, that for them the chic more
peculiar to the given connection in which

storage connections are appearing, with it more
interesting, more certain collocation. The

function is disregarding interpretation of the

order of the chic, examining only their number
and the frequency distribution in chics and
from the frequency riots of the collocation for

the given candidate, and studying only their
attitude.
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1
f(S®))
makg f (S(1))) +1)

y:

[+

2.3 W Term Frequency Order

This function W Term Frequency Order

includes the frequency of appearing of the
candidate which many associative measures
are using assessed as good.

y =f (t)WOrder()

Two types of files are final data - files with
lists k-best of candidates for MWE, and files
with evaluations of these lists. The number of
generated files in the ranking is equal ((and +
V + C) * R *x F), where and, V and are
indicating C one by one number of exploited
functions of associative, vector associative
measures and classifiers, however R and F are
one by one a number of rounds and folds of
cross validation. Additionally for every file
with the ranking generated is being Q of files
of the evaluation of this ranking, where Q is a
number of exploited functions of the
evaluation of lists k-bests.

The final list of extracted collocations also
contained collocaltions being already Lexical
Units in plWordNet. Last filtering consisted in
removing proper names and determined
descriptions and these LU'’s.

2.4 Results

Table 1 presents the 20 bests of extracted
collocations (of the k-best list). The list

included forms of lemma according part of

speech:

String of lemma of corpus

N:link A:zewrgtrzny (‘external link’)
N:raz A:pierwszy(‘first time”)
N:wojnaA:swiatowy(‘word war’)
N:to A:sam(‘the same’)
N:samorzd A:terytorialny (‘local
government’)

N:pitka A:nazny (‘football’)
N:porzzdekA:dzienny(‘agenda’)
N:papier A:wartasciowy (‘security’)
N:sprawaA:wewrgtrzny (‘affairs’)
N:igrzyskaA:olimpijski (‘Olimpic
Games")




N:stronaA:drugi (‘other side’)
N:podatekA:dochodowy(‘income tax’)
N:minister A:wiasciwy (‘minister
responsible’)
N:finanseA:publiczny(‘public finance’)
N:rada A:nadzorczy(‘supervisory board’)
N:opiekaA:zdrowotny(‘*healt care’)
N:rok A:ubiegly(‘last year’)

N:cigg A:daleki(‘string far’)
N:dziatalngi¢ A:gospodarczy'bussines
activity’)

N:projekt A:rzgqdowy (‘government
project’)

Table 1: Bests of extracted collocations

3 Syntactically
MWE'’s

non-compositional

Automatic evaluation was the first phase of
verification of the extracted collocations. We
verified syntactic non-compositionality for
NA-type collocations (noun and a postposed
Adjective), for which we defined syntactic
idiosyncrasies, attesting the stability of the
connection (in such a form) in the corpus.
Based on a statistical analysis, we argue that
MWLUs syntactic non-compositionality must
have the following features:

1. established word order

2. separability.

What we understand by the established word
order is the ratio of neutral word order
(Adjective in postposition) occurrence in the
corpus to the alternative word order (Adjective
in preposition). We took the established word

order as the main criterion, and if its
occurrence was lower than 87.09%, the
algorithm  suggested abandoning further

procedure (Maziarz et al. 2015). In the case of
reaching more than 87.09 % of occurrence, the
algorithm tested separability defined as the
ratio of occurrence in the word order with the
Adjective in preposition and postposition
divided by at least one other text word to the
sum of occurrences in both word orders, but
without no text word between elements of the
collocation.

Finally, by using this method we extracted 607
collocations — potential MWLUs. From this
list, we rejected several proper names and
incomplete phrases. The rest of collocations
was automatically accepted.

Table 2 shows chosen syntactically non-
compositional MWLUSs.
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gra losowa(‘game of chance’)
energetyka  odnawialna (‘renewable
energy industry’)

kleskazywiotowa (‘natural disaster’)
kodeks celny'customs code’)

linie papilarne(‘fingerprint’)

medycyna weterynaryjna (‘veterinary
medicine’)

obszar wiejsk{‘rural area’)
oficer prasowy(‘Press officer’)
pole golfowd‘golf course’)
pojemna¢é skokowa
displacement’)

(‘engine

Table 2: Syntactially non-compositional MWLU’s

4  Verification of extracted

collocations

At this stage, we gave linguists the list of
extracted collocations for verification. At the
preliminary stage of verification, linguists
removed (i) combinations which were proper
names (and were eliminated during the
automatic verification), (ii) combinations with
incomplete  phrases or (i) peculiar
metaphorical uses (rare in accessible sources).
Next, linguists assessed the remaining
combinations in accordance to the following
criteria:
1. a word cannot appear outside the given
collocation (imprisoned meaning),
2. terminology,
3. paraphraseability,
4. free word order (in case of the type NA)
(Maziarz et al. 2015a)
By a phrase “a word cannot appear outside the
given collocation” we understood the word, for
which a given collocation is specific, i.e. the
word does not appear in any other collocation
in Polish or it does not appear in predicative
position. An example of such a collocation is
linia nabocznd'lateral line").
As “terms”, we recognised these collocations,
which are precisely and explicitly specified in
one or more sources (Paski et al. 1999). In
the case of mathematical-natural sciences,
technical sciences, law, econometrics or
linguistics one source, e.g. encyclopaedia
(specialist), the specialist dictionary or the
specialist lexicon, was enough for positive
verification of the collocation. In the case of



other disciplines (especially social sciences or
humanities) to do the positive verification two
sources of the types listed above were needed.
Universal encyclopedias and normative legal
texts (acts, regulations) were treated as
sufficient sources for term status confirmation
of the selected units (Maziarz et al. 2015a). We
also took into account other sources (e.qg.
scientific texts, institutional regulations) whose
status is confirmed by some organization (e.qg.
scientific unit, association). In such cases, to
do the positive verification it was essential for
the candidate to occur in two sources.
“Paraphraseability” means the possibility of
occurrence of a collocation in transformations,
in which the collocation becomes separated, or
one of its elements is replaced by another word
or phrase, without the change in meaning. At
this stage the following transformations were
allowed:

1. a subordinate clause instead of an
Adjective or a participleniebieska teczka
= teczka, ktora jest niebieskalue file =
file, which is blue’);

2. anoun or a prepositional phrase instead of
an Adjective (with the force of semantic
transposition)tekst prawny = tekst prawa
(‘legal test = text of law’),drewniana
podioga = podtoga z drewng'wooden
floor = floor made of wood’);

3. asynonym or a dictionary definition in the
place of any element of a collocation: gra
zespotowa = zabawa towarzyska, ktGra ma
okreslone  zasady, m® wymagé
rekwizytow’ (team game = team sociable
fun, which has particular rules, can need
requisites).

In the case of the NA-type, an additional

criterion, i.e. word order, was taken into

account. On the basis of corpus data, linguists
judged whether it was possible to change word
order in a collocation without changes in its

meaning. In addition, we decided that for the
change in word order to be unacceptable, the
ratio of NA word order to AN word order has

to be greater than 100:1 (Maziarz et al. 2015a).

5 Applications

MWLUs are collected in the MWE dictionary,
in which the following description of
candidates is applied:

3 Source: plWordNet

(http://plwordnet. pw.w oc. pl /wordnet/)
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MWE's syntactic scheme,

MWE's part of speech,

MWE's base form,

MWE's syntactic head,

base form of each MWE's component,

part of speech for each MWE's component.

ogakrwnE

At present, the dictionary contains 45 thousand
MWLUs, mainly of nouns and bigrams.
MWLU's are grouped together according to
syntactic schemes described according to the
WCCL formalism (Radziszewski et al. 2011a).
The dictionary is systematically enlarged.
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Abstract

This paper aims at a morpho-semantic analysis
of 2461 Persian derived nouns, documented in
FarsNet addressing computational codification
via formulating specific morpho-semantic
relations between classes of derived nouns and
their bases. Considering the ultimate aim of the
study, FarsNet derived nouns included 12 most
productive suffixes have been analysed and as
a consequence 45 morpho-semantic patterns
were distinguished leading to creation of 17
morpho-semantic  relations. The approach
includes a close examination of beginners,
grammatical category and part of speech shifts
of bases undergoing the derivation process. In
this research the morpho-semantic relations are
considered at the word level and not at the
synset level which will represent a cross-
lingual validity, even if the morphological
aspect of the relation is not the same in the
studied languages. The resulting morpho-
semantic  formulations notably increase
linguistic and operative competence and
performance of FarsNet while is considered an
achievement in Persian descriptive morphology
and its codification.

1 Introduction

A comprehensive and detailed description of the
relevant linguistic levels is a prerequisite for
achieving progress in natural language
processing (NLP). Wordnets are very popular
lexical ontologies, relying on morphological,
semantic and morpho-semantic descriptions and
formulations. ~ FarsNet which is a Persian
wordnet has been established in 2009 by NLP
research lab of Shahid Beheshti University. It
goes closely in lines and principles of Princeton
WordNet, EuroWordNet  and BalkaNet
(shamsfard et al. 2010). The latest version of
FarsNet (2.0) contains 22180 nouns (including

Negar Davari Ardakani
Shahid Beheshti University
Tehran, Iran
n_davari@sbu.ac.ir
na34@soas.ac.uk

2756 derived nouns), 5691 verbs, 6560
adjectives and 2014 adverbs. Besides semantic
relations (synonymy, hypernymy, hyponymy,
meronymy and antonymy) and morphological
relations  (derivation), some  additional
conceptual relations such as domain and related
to, have been devised in FarsNet. At present
(2015), it consists of more than 36000 entries,
organized in almost 2000 synsets. The present
study which is aimed at formulating morpho-
semantic relations of FarsNet’s derived nouns
provides the wordnet with the basic required
information for automation of the relations.

According to Deléger et al. (2009), a morpho-
semantic ~ process  decomposes  derived,
compound and complex words into their base
and associates such process to their semantic
interpretation. Through morpho-semantic
analysis derived and compound words are
analysed morphologically and relations between
base and derivational form are interpreted
semantically (Namer & Baud 2007). Raffaelli &
Kerovec (2008) consider “morphosemantics” as
the best expression describing studies which deal
with links between form and meaning at the
word level.

Derivation and compounding are the two main
word formation processes. Persian derivational
morphology consists of an affixal system in
which the number of suffixes is more than
prefixes. Persian derivational morphological
processes include suffixation, prefixation, only a
single case of circumfixation and no infixation
(Davari and Arvin 2015). Affixation patterns in
this language are generally regular however in
some cases there are few exceptions
(Megerdoomian 2000). According to Keshani
(1992) Persian derivational processes are relying
on almost 56 suffixes. The aim of the present
study is to neatly explore, formulate and classify

1
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the morpho-semantic patterns of derived nouns
by analysing the relevant data in FarsNet. It is
worth noting that the present article originates
from a wider scope research by Fakoornia
(2013), in which all FarsNet derived nouns
(2756) were analysed in order to establish
morpho-semantic relations between derived
nouns and their bases. The derived nouns under
study included 26 different suffixes. In this study
the derivatives of 12 most productive noun
marker suffixes (2461) have been focused. This
study enriches FarsNet while improves morpho-
semantic codification of Persian.

After a brief introduction to FarsNet word entries
in general and noun entries in particular, the
process of morpho-semantic pattern formulation
will be elaborated for the selected suffixes.

2 FarsNet Word Entries

Entries include phonological transcription, part
of speech, synonyms and their classifications in
to a synset, word meaning and an example. A
beginner will be selected for each lexeme.
According to Miller et al. (1990) a beginner is a
primitive semantic component of any word in its
hierarchically  structured  semantic  field.
Beginners could be used in the recognition of
domains synsets. Different syntactic types can
be related to each other in FarsNet; mapping
each entry to its corresponding concept in
Princeton WordNet 3.0 is also possible
(Shamsfard et al., 2010). Using this information
is essential in establishing morpho-semantic
relations. Table 1 shows the prevailing noun
beginners in FarsNet.

Noun beginners

6. 11. 16. 21.
1. act . .
cognition | location | plant shape
2 T 7. o
. communi . posses
animal . motive . state
cation sion
18. 23.
3. 13.
artifact 8. event object proces | substa
s nce
4. 19.
attribu | 9. feeling 14. quantit 2.4'
person time
te y
15. 20.
5. . 25.
body 10. group | phenom | relatio food
enon n

Table 1: list of noun beginners in FarsNet

The synsets which do not fall into any of the
above categories will be tagged by the label
nothing. The semantic relations are also
established among the synsets with the same
POS. Synsets with different POS will be tagged
by labels such as ‘“related to”. There are 3
choices for mapping a synset to the
correspondent one in Princeton WordNet 3.0:
equivalence mapping, near-equivalence mapping
and no-mapping. Finally, the morphological
relations among senses, such as derivational
relations are marked.

Besides specifying a noun type (such as
common, proper, countable, uncountable,
pronoun, number or infinitive), a classification
on the basis of some more general semantic
features (such as belonging to human, animal,
location or time) is provided.

3 Data Analysis

For the purpose of this study the noun corpus of
FarsNet (22180) were thoroughly explored. First
of all, the list of derived nouns (2756) was
prepared. Then they were broken into their roots
and affixes. From among 26 suffixes, in this
paper, the 12 most frequents were selected (2461
derivatives), described and analysed. They are
listed in table 2, the morphological descriptions
are compatible with Keshani's (1992) description
of Persian suffixes.

Suffix | POS | Semantic load
n-n Any type of
199 a--n H H
1 -1 noun, adjective
n-d & adverb
d-d
n-n Any type of
2 “-e” v-n noun &
a-a adjective
n-n Any type of
3| “-&k” | a-n yp
noun
v-n
s Diminution
4 e - similarity
n-n Location
5 | “-gah” | v-n Body part
d-d time
“_dan” Location
6 n-n Body part
dish
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V-n .
P Profession
7 -ger n-n :
object
n-a
8 | “-ban” | n-n Similarity
« V31 Any type of
- V-n
9 » noun &
&nde d-a L
adjective
a-a
\62 Any type of
10| “-ar” noun &
n-n .
adjective
n-a
11 “_ef, v-n Any type Of
a-n noun
n/ a- Any type of
12 | “.ane” a/d adjective &
n/ d- adverb
n food

Table 2: A list of selected suffixes

The following information is required to link
each noun to its base:

e Morphological information of nouns;
including POS of the base and derivative
as well as other noun types such as;
proper, common, number, etc.

e Semantic category; including human,
animal, location, time or nothing.

e Beginner; such as act, person, feeling,
event, etc., (table 1).

e The derivational relation
derived noun and its base.

between

4 Morpho-semantic Analysis of Selected
Suffixes

In this part we will scrutinize our 12 most
productive selected noun marker suffixes from a
morpho-semantic  point of view. More
information about the other Persian suffixes
could be found in Fakoornia (2013).

41 i

In FarsNet, 4125 nouns ends in letter /i/ among
which 1880 nouns are considered to be

299

derivatives of suffix “-i”.

“-1” is an extremely productive Persian suffix. It
has the potential for connecting to bases with
different grammatical category, to compound
words and even to syntactic phrases.
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a. “-1” connects to nouns and adjectives and
makes abstract noun, expressing an attribute
or a state. The process is highly productive in
Persian. Thus if “-i” connects to a noun or an
adjective with different types of beginners,
the resulting derivative beginner will be
attribute or state. Considering the mentioned
regularity the relation could be expressed as
follows: “derivative attribute of base”, for
example “bideGati attribute of bideGat”,
(carelessness attribute of careless). FarsNet
includes 802 tokens of such nouns.

b. “-i” connects to agent nouns and present
participles, describing a job or an act and
makes noun infinitive referring to a field, a
job or an act. In Persian the beginner of
agent noun is person and the beginner of
gerund is act or cognition. So if “-i”” connects
to a noun belonging to person or to present
participle, the beginner of derivative will be
act or cognition. Following this the relation
“base agent of derivative” is predictable. For
example; “moheendes agent of mohandesi”
(engineer agent of engineering). FarsNet
includes 890 tokens of such nouns.

C. “-1” connects to agent noun and makes
nouns referring to location or territory. So if
“-1” connects to a base which is person, and
makes a derivative referring to location, we
will have the relation “derivative location of
base” for example “taelaforufi location of
telaforu/” (jewelry location of jeweler).
FarsNet includes 15 tokens of such nouns.

d. Other structures include the use of “-i” to
refer to colors. Colors inherited from
property. Thus if the base beginner is
anything and the derivative beginner is
property, the relation “base the same color as
derivative” will be established. For example:
“porteGal the same color as porteGali”
(orange the same color as orange). FarsNet
includes 15 tokens of such nouns.

e. “-1” connects to some other nouns, verbs
and adjectives (excluding the above
mentioned ones) and makes derivatives,
referring to feeling, process, event, act,
person, object, nothing etc. So if the base
POS is verb, noun, adjective (other than
present participles) and the derivative
beginner could be anything, we will have the
relation “derivative related to base”. For



example; “barani related to baran” (raincoat
related to rain). FarsNet includes 144 tokens
of such nouns.

f. There are also 14 derivatives of “-i” in
FarsNet which can be classified in both (a)
and (b). In this case relations of “derivative
attribute of base” and ‘“base agent of
derivative” can be established. For example:

B

“baedexlagi  attribute  of  badaxlag’
(irritability attribute of irritable) and also
“baedexlag agent of baedaxlagi”.
A summary of what has been explicated is listed
in the table 3:

input output
Base suffix Base derivative derivative beginner srz(r)nrgr?t?c number
POS beginner POS .
relation
derivative
a | n/adj “-i” | anything n attribute/state attribute of 802
base
b n/pres. “q” person n act/ cognition base ?‘geY‘t of 890
part. derivative
derivative
c n “i” person n location location of 15
base
derivative the
d n “-i” | anything n Property same color as 15
base
anything derivative
e | vin/adj -i except n anything related to base 144
above
“derivative
N pres. ' _ N attribute of
f part “-i” Person n attribute/state/act/cognition base” and 14
' “base agent of
derivative”
Total 1880
Table 3: morpho-semantic patterns of suffix “-i” derivatives
According to the above patterns, “- i””’s word f. Noun (person) + “-i” = noun (attribute/
formation processes are formulated. The state/ act/ cognition) — derivative attribute

beginners are given in parenthesis and the
frequency of each pattern is given in bracket.

a. Noun (person)/ present participle + “-i” =
noun (act/ cognition) — base agent of
derivative <890>.

b. Noun (anything)/ adjective + “-i” = noun
(attribute/ state) — derivative attribute of
base <802>.

¢. Verb/ noun (other) / adjective + “-i” =
noun (anything) — derivative related to base
<144>.

d. Noun (person) + “-i” = noun (location) —
derivative location of base <15>.

e. Noun (anything) + “-i” = noun (property)
— derivative the same color as base <15>.

of base/ base agent of derivative <14>.

As can be seen, “-i” is frequently involved in
forming derivatives with beginners such as act,
cognition and attribute. Few numbers of its
derivatives are categorized under location and
property. Formula (3) shows those patterns not

covered in other structures.

4.2

“_pn?
-¢

7 morpho-semantic  patterns have been

distinguished for suffix “-e”:

a. Verb + “-e” = noun (anything except act)
— derivative related to base verb form:
“sorude related to sorudan” (song related
to sing) <47>.
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Noun (anything) + “-e”— noun (other)
— derivative related to base: “ruze
related to ruz” (fast' related to day)
<42>,

Adjective + “-” = noun (anything) —
base attribute of derivative: “jaevan
attribute of jeevane” (young attribute of
sprout) <23>.

Noun (object/ body) + “-e” noun
(anything) — derivative similar to base:
“deehane similar to dahan” (opening
similar to mouth) <16>.

Noun (quantity) + “-¢” = noun (time) —
base quantity of derivative: “dah
quantity of dehe” (ten quantity of
decade) <4>.

Verb + “-¢” = noun (act) — derivative
act of base verb form: “xende act of
xendiden” (laughter (n.) act of laugh
(v.)) <3>.

Diminutive noun (person) + “-e¢”= noun
(person) — derivative pejorative sense
of base: “doxteraeke pejorative sense of
doxtaerak” (bad girl pejorative sense of
little girl <1>.

__

13

As can be seen, “-¢” often links to verbs and
creates derivatives with different types of
beginners; it seldom results in pejorative nouns.

43 “-=k”
Suffix “-ak”” shows 8 morpho-semantic patterns
in Persian:

a.

Noun (anything) + “-&k” noun
(anything except food) — derivative
similar to base: “sureteek similar to
suraet”, (mask similar to face) <22>.
Noun (anything except person/ animal/
food) + “-a&k” = noun (anything except
person, animal and food) — derivative
similar to base and derivative diminutive
of base: “[ehraek similar to feehr” and
“fehrak diminutive of [zhr”, (town
similar to city) and (town diminutive of
city) <11>.

Adjective + “-&k” = noun (anything) —
base attribute of derivative: “sorx
attribute of sorxaek”, (red attribute of
measles) <6>.

! abstain from certain foods, as for religious or
medical reasons (especially during the day)

5

Verb + “-&k” = noun (anything) —
derivative related to base verb form:
“geelteek related to geeltideen™, (roller
related to roll) <4>.

Noun (anything) + “-&k” = noun (food)
— derivative similar to base “pafmaek
similar to p&fm”, (cotton candy similar
to wool) <3>™

Noun (person/ animal) + “-&k” = noun
(person/  animal) — derivative
diminutive ~ of  base:  “doxtarek
diminutive of doxtaer”, (little girl
diminutive of girl) <2>.

Noun (body) + “-&k” = noun (act) —
base agent of derivative: “naxon agent of
naxonaek”, (nail agent of pick) <1>.
Noun (body) + “-&k” = noun (body) —
derivative related to base: “gufek’
related to guf”, (eardrum related to ear)
<1>.

* Formula (a) and (e), however similar
cannot be merged into a single category as in
(a) although the beginner of both derivative
and base can be anything, the tokens of each
category are exclusive. It should be
mentioned that in pattern (e) the beginner of
derivative can be the same as the base.

** As the POS and the beginner of the word
“oufeek” (eardrum), do not change in the
derivation process, during computational
codification it is classified in second
formula, however, according to its meaning
it cannot entered in that group, thus it should
be manually excluded and entered in a
general relation (derivative related to
base) formulated for it.

cc_q‘e,a
Suffix “-ffe”” shows 2 morpho-semantic patterns:

a. Noun (anything) + “-tfe” noun
(anything) — derivative diminutive of base
and derivative similar to base: “deryaffe
diminutive of deerya” and “deeryatfe similar
to derya”, (lake diminutive of sea) and (lake
similar to sea) <28>.

4.4

“-ffe” in some nouns does not refer to similarity
or diminution but it merely indicates a vague
relatedness, an example is “?&nbertfe”, (sachet).
In such situations the relation “derivative related
to base” is formulated, but during computational
codification derivatives belonging to this
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structure, automatically classified in the previous
structure which should be manually removed
from it. In FarsNet there was only one derivative
of this type. Thus the formula would be:

b. Noun (anything) + “-fe” = noun
(anything) — derivative related to base:
“Yenbertfe related to ?anbar”, (sachet
related to ambergris) <1>.

45 “-gah”
Suffix “-gah” shows 3 morpho-semantic
patterns:

a. Noun (anything)/ verb + “-gah” = noun
(location) — derivative location of base:
“dermangah location of derman”,
(health centre location of treatment)
<83>.

b. Noun (anything) + “-gah” = noun (body)
— derivative related to base: “gijgah
related to gij”, (temple related to dizzy)
<6>.

Cc. Verb + “-gah” = noun (anything) —
derivative related to base verb form:
“didgah related to dideen”, (viewpoint
related to view) <1>.

The above shows that the number of derivatives,
having location as their beginner is more than the
other beginners. Moreover the suffix rarely
connects to a verb.

46 “-dan”
Suffix “-dan” shows a single morpho-semantic
pattern in Persian:

a. Noun (anything) + “-dan” = noun
(anything) — derivative location of base:
“goldan location of gol”, (vase location
of flower) <11>.

4.7 “-ger”
Suffix “-ger” shows 4 morpho-semantic
patterns:

a. Noun (act) + “-geer” = noun (person) —
derivative agent of base: “arayefQeer
agent of araye/”, (stylist agent of
makeup) <28>.

b. Noun (anything except act) + “-gaer” =
noun (person) — derivative related to

base: “ah@ngeer related to ahen”,
(blacksmith related to iron) <13>.
C. Noun (anything) + “-ge&r” = noun

(object) — derivative instrument of the

base: ‘“namayefger instrument of
nemayef”, (monitor instrument of
display) <3>.

d. Verb + “-gar” = noun (object) —

derivative agent of base verb form:
“roftegeer agent of roften”, (dustman
agent of sweep) <1>.

4.8 “-ban”
Suffix “-ban” shows 3 morpho-semantic
patterns:

a. Noun (anything) + “-ban” = noun
(person) — derivative protector of base:
“jengelban  protector of jengel”,
(woodsman protector of wood) <17>.

b. Noun (anything) + “-ban” = noun
(object) — derivative related to base:
“sayeban related to saye”, (sunshade
related to shade) <3>.

Cc. Verb + “-ban” = noun (person) —
derivative agent of base verb form:
“dideban agent of diden”, (sentinel
agent of guard) <2>.

49 “-zende”
Suffix “-ende” shows a single morpho-semantic
pattern:

a. Verb + “-@nde” = noun (anything) —
derivative agent of base verb form:
“Yafarineende agent of ?afaeriden”,
(creator agent of create) <76>.

410 “-ar”

Suffix “-ar” shows 4 morpho-semantic patterns:

(13 99

a. Noun (anything) + “-ar” = noun
(anything) — derivative related to base:
“dadar related to dad”, (God related to
justice) <56>.

b. Verb + “-ar” = noun (act) — derivative
act of base verb form: “goftar act of
goften”, (speech act of say) <2>.

c. Verb + “-ar” = noun (person)
derivative agent of base: “xeridar agent
of xaeridaen”, (buyer agent of buy) <2>.

d. Verb + “-ar” = noun (anything except act
and person) — derivative related to base

—
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verb form: “saxtar related to saxten”,
(structure related to construct) <2>.

411 “-ef”
Suffix “-¢f” shows 3 morpho-semantic patterns:

a. Verb + “-¢[” = noun (act) — base act of
derivative verb form: “Gorriden act of
Gorref”, (roar (v.) act of roar (n.)) <68>.

b. Verb + “-ef” = noun (anything except
act) — derivative related to base verb
form: “derexfef act of derzxfiden”,
(shine act of shine) <15>.

C. Noun (anything) + “-¢/” = noun
(anything) — derivative related to base:
“yone[ related to yon”, (ionization
related to ion) <8>.

4,12 “-ane”

Suffix “-ane” shows 3 morpho-semantic patterns:

a. Noun (anything)/ adverb + “-ane” =
noun (food) — derivative food of the
base: “sobhane food of sobh”, (breakfast
food of morning) <7>.

b. Verb + “-ane” = noun (object) —
derivative instrument of base verb form:
“resane instrument of resandan”, (media
instrument of broadcast) <6>.

C. Noun (anything) + “-ane” = noun
(anything except food) — derivative
related to base: ‘“Pengoftane related to
?aengoft”’, (thimble related to finger)
<5>.

The 2 represented exceptions; “gufek”
(eardrum) and ‘“?enbartfe” (sachet) will
naturally and respectively fall in the formulated
relations “derivative similar to base” or
“derivative diminutive of base” and “derivative
diminutive of base” or “derivative similar to
base”, however considering the meaning of their
bases and the resulting derivatives, they do not
belong to the mentioned relations, thus some
other relations should be formulated to include
them.

5 Conclusion

Morpho-semantic analysis of a selection of 2461
derived nouns in FarsNet showed 45 morpho-
semantic patterns and 17 morpho-semantic
relations (such as “derivative agent of base”,
“derivative location of base”, etc.) for 12 most

productive suffixes. Considering that only 2
words out of 2461 (0.08%) did not fall into the
patterns, it could be concluded that the patterns
have successfully provided the foundations for
establishing automatic relations between derived
or complex nouns and their bases in FarsNet.
The coincident consideration of the words’
morphological features such as their POS, their
semantic and grammatical category (e.g. agent
noun, participle noun, present participle, etc.) as
well as recognizing the beginners of the bases
(e.g. act, person, food, etc.) and their change
after the affixation process have been the key
criteria in formulating the relations which were
especially crucial for the majority of studied
suffixes that were polysemous. Defining and
codifying these morpho-semantic patterns leads
us to coherent establishment of morpho-semantic
relations in FarsNet and hence has a remarkable
developing impact on the applicability of the
data base in machine translation, question
answering systems, etc. Although In this research
the morpho-semantic relations are considered at
the word level and not at the synset level,
mapping the results to the relations formulated in
other languages wordnets will provide a cross-
lingual validity, even if the morphological aspect
of the relation is not the same in the mapped
languages.
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Abstract

We present a methodology for building
lexical sets for argument slots of Italian
verbs. We start from an inventory of
semantically typed Italian verb frames
and through a mapping to WordNet we
automatically annotate the sets of fillers
for the argument positions in a corpus of
sentences. We evaluate both a baseline al-
gorithm and a syntax driven algorithm and
show that the latter performs significantly
better in terms of precision.

1 Introduction

In this paper we present a methodology for build-
ing lexical sets for argument slots of Italian verbs.
Lexical sets (Hanks, 1996) are paradigmatic sets
of words which occupy the same argument posi-
tions for a verb, as found in a corpus. For example,
for the verb read, the following set can be built by
observing the lexical fillers of the object position
in the BNC corpus:

(D) read {book, newspaper, bible, article, let-
ter, poem, novel, text, page, passage, ...}

To collect lexical sets for Italian verbs, we use the
lexical resource T-PAS (Jezek et al., 2014), an in-
ventory of typed predicate argument structures for
Italian manually acquired from corpora through
inspection and annotation of actual uses of the an-
alyzed verbs. In the current version of the T-PAS
resource, only the verb is tagged in the annotated
corpus, while the lexical items for each argument
slots are not. Thus, the annotation of the lexical
sets will enrich the actual version of the resource
and will open to experiments for automatically ex-
tending its coverage.

A relevant step in our methodology is the an-
notation of the lexical items for argument posi-
tions in sentences. A previous work (Jezek and
Frontini, 2010) has already outlined an annotation
scheme for this purpose, and highlighted its bene-
fits for NLP applications. In that work, however,
the annotation of lexical sets was intended as man-
ual, whereas the methodology we propose here is
conceived for automatic annotation, and exploits
an existing external resource. Under this perspec-
tive our work is related to semantic role labeling
(Palmer et al., 2010).

This paper is organized as follows. Section 2 in-
troduces the T-PAS resource; in Section 3 the lex-
ical set population task is defined, and in Section
4 the experimental setting is presented. Section 5
discusses the results and is followed by the error
analysis in Section 6. Finally, Section 7 provides
some conclusions and directions for future work.

2 Overview of the T-PAS Resource

T-PAS, Typed Predicate Argument Structures, is a
repository of verb patterns acquired from corpora
by manual clustering of distributional information
about Italian verbs (Jezek et al., 2014).

The resource has been developed following
the lexicographic procedure called Corpus Pattern
Analysis, CPA (Hanks, 2004). In particular, in
the resource T-PASs are semantically motivated
and are identified by analysing examples found in
a corpus of sentences, i.e. a reduced version of
ItWAC (Baroni and Kilgarrift, 2006).

After analyzing a sample of 250 concordances
of the verb in the corpus, the lexicographer de-
fines each T-PAS recognising its relevant struc-
ture and identifying the Semantic Types (STs) for
each argument slots by generalizing over the lexi-
cal sets observed in the concordances; as an exam-
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Figure 1: T-PAS#2 for the verb divorare.

e lo consiglio a chi ha voglia di  divorare [2] un romanzo, e sottolineo romanzo,
sono chiusa in casa, mangio e studio. ~ Divoro  [2] libri, trascrivo appunti, le mani nei

poi gli avrei reso la cortesia! Mentre divoravamo 2] libri-game e provavamo tutti i giochi
a chi ancora non lo ha letto, & di non divorare [2] questo libro in poche ore come

Figure 2: Lexical Set identification for T-PAS#2
for the verb divorare.

ple, Figurel shows the T-PAS#2 of the verb divo-
rare: [[Human]] divorare [[Document]] (Eng. to
devour), where [[Document]] stands for {libro, ro-
manzo, saggio} (Eng. {book, newspaper, essay })
(Figure 2). STs are chosen among a list of about
230 corpus-derived semantic classes compiled by
applying the CPA procedure to the analysis of con-
cordances for about 1500 English and Italian verbs
(Jezek et al., 2014)'. If no generalization is pos-
sible, the lexical set is listed. Finally, the lexi-
cographer associates the instances in the corpus
to the corresponding T-PAS and adds a free-text
description of its sense (Figure 1). The T-PAS re-
source thus lists the analyzed verbs?, the identified
T-PASs for each verb, the annotated instances for
the T-PAS in the corpus.

In the next Sections, we will define the lexical
set population task and describe the experiment we
ran and its evaluation.

3 Task Definition

The aim of our system is to automatically derive
lexical sets corresponding to the STs in the T-PAS
resource. The task is defined as follows. The
system receives as input (i) a T-PAS of a certain
verb and (ii) a sentence associated to that T-PAS
in the resource. The system should correctly mark
(where present) the lexical items or the multiword
expressions correspondent to the STs of each ar-
gument position specified by the T-PAS (i.e. sen-
tence annotation step). By replicating this anno-
tation for all the sentences of a T-PAS, the system
will build the lexical set for a specific ST in a spe-
cific T-PAS (i.e. lexical set population step).

"Labels for STs in T-PAS are in English, as in the cor-
responding English resource PDEV (Hanks and Pustejovsky,
2005).

2The current version of T-PAS contains 1000 analyzed av-
erage polysemy verbs, selected on the basis of random ex-
traction of 1000 lemmas out of the total set of fundamental
lemmas of Sabatini Coletti (2007).

For instance, example (2) shows the T-PAS#1
of the verb preparare (Eng. to prepare) and a sen-
tence associated to it.

2) [[Human]] preparare [[Food | Drug]]

potatoes, prepares a cake”)

In this case, the system should identify nonna
(Eng. grandmother) as a lexical item for
[[Human]]-SUBJ and torta (Eng. cake) for
[[Food]]-OBJ. If this annotation is repeated for
all the sentences of the T-PAS#1 of the verb
preparare, the system will build the lexical set
for the ST [[Human]] in Subject position in the
T-PAS, such as {nonna, chef, Gino, bambina, ..},
and for [[Food]] in object position, such as {torta,
zuppa, pasta, panino, .. }.

4 Experimental Setting

In order to identify possible candidate items for a
ST, the system uses information from MultiWord-
Net (Pianta et al., 2002)(from now on MWN);
e.g. to derive that “grandmother” is a human
being and associate it to the ST [[Human]] and
that “cake” is a type of food and associate it to
the ST [[Food]]. The task, thus, required an initial
mapping between the T-PAS resource and MWN.
Then, we compared a naive Baseline algorithm
and a more elaborated algorithm that we called
LEA, Lexical Set Extraction Algorithm. Finally,
to evaluate the performance of our methodology
we also created a gold standard.

ST to Synset mapping. For our experiment,
the list of STs used in the T-PAS resource was au-
tomatically mapped onto corresponding WordNet
1.6 synsets. For instance, the ST [[Human]] was
mapped to all the synsets for the noun human (i.e.
human#n). Manual inspection was limited to the
case in which there is no exact match between a
ST and a synset (e.g. by associating “atmospheric-
phenomenon” to [[Weather Event]]).

The Baseline algorithm. The Baseline algo-
rithm identifies possible candidate members of the
lexical set corresponding to a certain ST for a cer-
tain T-PAS by (i) lemmatizing each sentence using
TextPro (Pianta et al., 2008), (ii) checking if each
lemma is in MWN and (iii) determining whether
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the lemma belongs to a synset that was mapped to
the ST, or if it is an hyponym of one such synsets.

For instance, in example (2), the Baseline
lemmatizes the sentence and selects as possible
candidates the nouns of the sentence, i.e. nonna,
torta and patate. The Italian lemma nonna is
thus searched in MWN and the correspondent En-
glish lemmas grandma#n#l, grandmother#n#l,
granny#n#l, grannie#n#l are found. Since none
of these synset lemmas match with [[Human]],
[[Food]] or [[Drug]], the MWN hierarchy is
traversed until human#n#l is found, which is
mapped to [[Human]]. The same is done for torta
and patate, until [[Food]] is found. Thus, for (2),
the Baseline identifies nonna as [[Human]] and
torta and patate as [[Food]] (with patate being a
misclassified item, as it is not referred to the verb
preparare).

The LEA algorithm. Compared to the Base-
line algorithm, the LEA algorithm takes into ac-
count also the dependency tree of the sentence,
named entities as recognized by TextPro, and mul-
tiword expressions.

It starts by (i) finding the position of the verb
in an example and considering as valid candidate
only the chunks that are a subject, direct object or
complement of the verb according to the TextPro
dependency tree. With respect to the Baseline, this
leads to a more precise identification of the items
for the argument slots of just the verb we are con-
sidering. For instance, in (2) we expect the algo-
rithm to correctly identify nonna as [[Human]] and
torta as [[Food]], but not proposing patate (as the
Baseline does).

The LEA algorithm also (ii) checks if the verb
allows the same ST for subject and object, as in the
T-PAS#3 of pettinare: [[Human1]] pettinare [[Hu-
man2]] (Eng. to comb someone’s hair). In the sen-
tence “La mamma pettina il bambino” (Eng. The
mum combs the baby), LEA will correctly propose
mamma as [[Humanl1]] and baby as [[Human2]].
In this case, it also checks if the verb is in passive
form and swaps the items for subject and object
position as needed, improving the precision with
respect to the Baseline.

Furthermore, the algorithm (iii) checks if the
chunk contains/overlaps with proper names re-
lated to persons, organizations and locations de-
tected by TextPro, and, if this is the case, checks
the corresponding type of named entity against the

ST allowed by the T-PAS frame (e.g. Maria Rossi
— Person — [[Human]]). Since the Baseline rec-
ognizes only named entities that are in MWN, we
expect this algorithm to identify more items.

Finally, LEA (iv) looks for multiword expres-
sions in a chunk by checking if the combina-
tion exists in MWN. For instance, in “La nonna
prepara la conserva di frutta” (Eng.: the grand-
mother prepares the fruit conserve), LEA should
identify conserva di frutta as [[Food]] (while the
Baseline identifies only the token frutta).

The LEA algorithm, thus, should recognize as
valid only the items for a certain argument slot
of the analyzed verb (and not for other verbs in
the sentence), solve major cases of same ST in
different slots and identify named entities and
multiword expressions.

Gold Standard. We created a gold standard
for the task by manually annotating 500 exam-
ples. We asked three annotators to mark the lex-
ical items or the multiword expressions that cor-
respond to the STs, without annotating pronouns
or relative clauses. We selected the 500 sentences
by extracting 10 sentences for 10 different STs in 5
different T-PASs (for a total of 50 different T-PASs
belonging to 47 verbs). In particular, we chose,
among all the STs within the [[Inanimate]] hierar-
chy, 10 types that are used in at least 5 different
T-PAS, each of them having at least 10 (poten-
tial) sentences associated in the corpus resource.
For example, we selected [[Food]] and annotated
10 sentences for T-PAS#1 of mangiare [[Hu-
man]] mangiare [[Food]]” (Eng. to eat), since (i)
there are at least 5 verbs with a T-PAS containing
[[Food]], like mangiare itself and (ii) we have at
least 10 sentences available for each of these five
T-PASs 3. This selection of few STs was intended
to better compare performances of the algorithms
for different lexical sets.

The gold standard annotation resulted in a total
of 981 annotated tokens out of 15090 (the average
sentence length being 30.18 tokens).

5 Results

For what concerns sentence annotation, we eval-
uate overall precision, recall and F-measure, con-

3This is mainly a selection criteria. Considering that we
analyzed a limited number of examples for each verb, and
that more than one ST can be specified for each argument
slot, it is also possible that none of the sentences extracted
for a ST for a verb instantiate that particular ST.
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sidering as a positive match when the algorithms
agree with the gold standard in recognizing a to-
ken as an item (or part of the item in case of multi-
word expressions) instantiating a ST for a precise
position.

Compared to the Baseline, the LEA algorithm
registers a significant higher value for precision
(see Automatic Mapping in Table 1). This is not
surprising, as the Baseline considers as valid all
the items in the sentence that can correspond to the
ST, without taking into account if they are in the
argument position required by the T-PAS or not.
On the contrary, the LEA algorithm also consid-
ers the syntactic structure, thus lowering the false
positives rate; the downside effect is that its recall
is lower than the one of the Baseline.

Automatic mapping

Precision Recall Fl1

Baseline 0.28 042 034
LEA 0.70 025 037
Mapping with manual revision
Baseline 0.30 0.52 0.38
LEA 0.72 032 044

Table 1: Results for sentence annotation for the
Baseline Algorithm and the LEA Algorithm.

We also measured the similarity between the 5
most populated lexical sets in the gold standard
(from 6 to 15 tokens in 10 sentences) and their cor-
respondent lexical sets built by the two algorithms
(see Table 2), by calculating the Dice’s coefficient*
(van Rijsbergen, 1979). For example, we compare
the lexical set of the T-PAS#1 of crollare: [[Build-
ing]] crollare (Eng. to fall down) {e.g. casa, muro,
torre} with the lexical set for the same ST in the
same T-PAS derived by the Baseline and LEA.

Results show that both the Baseline and LEA do
not reach high overlap. In fact, even if LEA has an
high precision in identifying the members of the
lexical set, the low recall penalizes the amount of
items it can detect given few sentences to anno-
tate. On the contrary, the Baseline is favored by
a higher recall, but its low precision causes major
differences with the gold standard sets. For these

“Dice’s coefficient measures how similar two sets are by
dividing the number of shared elements of the two sets by
the total number of elements they are composed by. This

produces a value from 1, when both sets share all elements,
to 0, when they have no element in common.

reasons, we believe that on a broader scale, the
higher precision for LEA is more advisable with
respect to the Baseline.

Baseline LEA
Cuocere#2-SBJ-[[Food]] 0.54 0.57
Crollare#1-SBJ-[[Building]] 040 025
Dirottare#1-OBJ-[[ Vehicle]] 0.72 0.50
Prescrivere#2-OBJ-[[Drug]] 0.42 0.46
Togliere#4-OBJ-[[Garment]] 0.45 0.22

Table 2: Dice’s value for lexical set annotation for
the Baseline Algorithm and the LEA Algorithm.

6 Error Analysis

The results presented in the first part of Table 1
were manually inspected to identify sources of er-
rors. In particular, we have noticed that many in-
accuracies are due to the automatic mapping of
STs to WordNet synsets. For instance, both algo-
rithms failed to recognize casa (Eng.: house), cor-
responding to the ST [[Building]] which was au-
tomatically mapped onto building#n; they would
have succeeded, had the ST been mapped to the
more general construction#n.

Even when the automatic mapping works, the
different structure of the two resources can lead
to wrong results. For instance, vehicles such as
elicottero (Eng.: helicopter) are frequently gen-
eralized by the ST [[Vehicle]] in T-PAS and are
hyponyms of vehicle#n in MWN. However, while
in T-PAS [[Machine]] is a hypernym of [[Vehi-
cle]], the same is not true for machine#n in MWN.
As a consequence, in the sentences in which ve-
hicles are considered members of the lexical set
correspondent to [[Machine]], even traversing the
MWN hierarchy, the algorithms can not consider
these items as valid candidates for the ST [[Ma-
chine]].

To solve at least some of these problems, we
manually inspected the 40 STs of the sentences
of the gold standard, and modified the automatic
mapping of 11 of those; for example, we chose
to translate the ST [[Building]] to construction#n,
and mapped [[Machine]] to both transport#n and
machine#n. This led to a significant improvement
of the recall for both algorithms, and a minor im-
provement of the precision, as shown in Table 1.

This improvement is also reflected on the sec-
ond part of the task (i.e. the creation of the lexical
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set). For example, the Dice value for Crollare#1-
SBJ-[[Building]] improves from 0.4 to 0.71 for
the Baseline and from 0.25 to 0.6 for LEA.

Another significant aspect concerns the recog-
nition of proper names: out of the 185 tokens that
are -or are part of- proper nouns (137 are related
to persons, locations or organizations), the Base-
line recognized correctly only 10 (mainly common
nouns that are used as proper names), while the
LEA algorithm only 26.

Finally, some errors are introduced in the PoS
tagging and dependency parsing steps. During the
former, an incorrect tag can be assigned to a word
(e.g. anoun could be mis-tagged as an adjective)
and hinder both algorithms, as the word would not
be checked in MWN. The latter only undermines
the recall of the LEA algorithm instead. More-
over, LEA does not deal with complex syntactic
structure yet (e.g. when our verb is in an infinitive
phrase, which is the object of a main verb, such
as “[..] e il presidente chiede agli italiani di ipote-
care la casa [..]”, Eng.: [..] and the president asks
Italians to mortgage their houses [..]).

7 Conclusion and Further Work

In this paper we have presented an experiment
for the automatic building of lexical sets for ar-
gument positions of the Italian verbs in the T-PAS
resource. The method is based on the use of MWN
in order to match the STs with the potential fillers
of each argument position.

The experiment suggests that LEA can be used
to automatically populate the lexical sets with
good precision. We believe that significantly bet-
ter results could be obtained with an accurate man-
ual mapping of the STs to synsets, possibly nar-
rowed to specific senses (e.g. mapping [[Build-
ing]] to just the third sense of construction#n).
Furthermore, recognizing proper nouns proved
a difficult task, and even using named entities
recognition in addition to MWN was not enough.
Therefore a resource to map these nouns to a
synset in the WordNet hierarchy is needed; Ba-
belNet (Navigli and Ponzetto, 2012) could prove
useful in this sense.

Further work includes the extension of the sen-
tence annotation and lexical set population for all
T-PAS and the comparison of the same ST in dif-
ferent T-PASs in order to study Italian verbs’ se-
lectional preferences from the perspective of verb
selectional classes (for example, all verbs that se-

lect [[Food]] as object).
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Abstract

WordNet represents polysemous terms by
capturing the different meanings of these
terms at the lexical level, but without giv-
ing emphasis on the polysemy types such
terms belong to. The state of the art pol-
ysemy approaches identify several poly-
semy types in WordNet but they do not ex-
plain how to classify and organize them.
In this paper, we present a novel approach
for classifying the polysemy types which
exploits taxonomic principles which in
turn, allow us to discover a set of poly-
semy structural patterns.

1 Introduction

Polysemy in WordNet (Miller, 1995) corresponds
to various kinds of linguistic phenomena and
can be grouped into various polysemy types
(Falkum, 2011). Although WordNet was inspired
by psycholinguistic and semantic principles
(Miller et al., 1990), its conceptual dictionary puts
greater emphasis on the lexical level rather than
on the semantic one (Dolan, 1994). Lexicalizing
polysemous terms without any further information
about their polysemy type affects the usability of
WordNet as a knowledge resource for semantic
applications (Mandala et al., 1999).

In general, the state of the art approaches suggests
different solutions to the polysemy problem. The
most prosperous among these approaches are the
regular/systematic polysemy approaches such as
(Buitelaar, 1998) (Barque and Chaumartin, 2009)
(Veale, 2004) (Peters, 2004). These approaches
propose the semantic regularity as a basis for
classification of the polysemy classes and offer
different solutions that commensurate the nature
of the discovered polysemy types.

Despite the diversity and depth of the state of
the art solutions, no or very little attention has
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Trento, Italy
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Indian Statistical Institute (ISI)
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been given, so far, to the principles or rules
used to identify polysemy types. In fact, none
of these approaches can explain how to identify
the polysemy types of the discovered polysemy
structural patterns or how to differentiate for
example, between homonymy and metaphoric
structural patterns. Although Apersejan’s seman-
tic similarity criterion (Apresjan, 1974) can be
used to account for regularity in polysemy, it
can not predict the polysemy type of the regular
polysemy types in WordNet. Our hypotheses in
this paper is that identifying and differentiating
between the polysemy types of the regular pol-
ysemy structural patterns requires understanding
the hierarchical structure of WordNet and, thus,
the criteria related to the taxonomic principles that
the hierarchical structure of WordNet comply with
or violates. In this paper, we show how to use two
taxonomic principles as criteria for identifying
the polysemy types in WordNet. Based on these
principles, we introduce a semi automatic method
for discovering and identifying three polysemy
types in WordNet.

The paper is organized as follows. In Sec-
tion two, we discuss the problem. In Section
three, we introduce the formal definitions we
use. In Section four, we discuss the taxonomic
principles that we use to discover three of the
polysemy types in WordNet. In Section five, we
give an overview of our approach. In Section six,
we show how to use the taxonomic principles to
identify metaphoric structural patterns. In Section
seven, we demonstrate how to determine special-
ization polysemy structural patterns. In Section
eight, we describe how to discover homonymy
structural patterns. In Section nine, we explain
how to handle false positives in the structural
patterns. In Section ten, we present the results of
our approach. In Section eleven, we conclude the
paper and depict our future work.
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2 Problem Statement

WordNet is a machine readable online lexical
database for the English language. Based on psy-
cholinguistic principles, WordNet has been devel-
oping since 1985, by linguists and psycholinguists
as a conceptual dictionary rather than an alpha-
betic one (Miller et al., 1990). Since that time,
several versions of WordNet have been developed.
In this paper, we are concerned with WordNet 2.1.
WordNet 2.1. contains 147,257 words, 117,597
synsets and 207,019 word-sense pairs. The num-
ber of polysemous words in WordNet is 27,0006,
where 15776 are nouns.

In this paper, we deal with polysemous nouns at
the concept level only. We do not consider pol-
ysemy at the instance level. After removing the
polysemous nouns that refer to proper names, the
remaining polysemous nouns are 14530 nouns.
WordNet does not differentiate between the types
of the polysemous terms and it does not contain
any information in terms of polysemy relations
that can be conducted to determine the polysemy
type between the synsets of a polysemous term.
The researchers who attached the polysemy prob-
lem in WordNet gave different descriptions for the
polysemy types in WordNet. For example, poly-
semy reduction approaches (Edmonds and Agirre,
2008) (Mihalcea R., 2001) (Gonzalo J., 2000)
differentiate between contrastive polysemy and
complementary polysemy. Regular polysemy ap-
proaches such as (Barque and Chaumartin, 2009)
(Veale, 2004) (Peters, 2004) (Freihat et al., 2013)
(Lohk et al., 2014) give more refined classification
of the polysemy types into metonymy, metaphoric,
specialization polysemy, and homonymy. In one
of our recent papers, compound noun polysemy is
introduced as a new polysemy type beside the for-
mer four polysemy types in WordNet (Freihat et
al., 2015).

So far, no polysemy reduction approaches have
introduced a mechanism for classifying the pol-
ysemy types into contrastive and complemen-
tary. Instead, these approaches adopt seman-
tic and probabilistic rules to discover redundant
and/or very fine grained senses. On the other
hand, the regular polysemy approaches embrace a
clear definition for classifying polysemous terms
into regular and non regular polysemy (Apresjan,
1974). Although, the definition of regular poly-
semy in these approaches is useful to distinguish
between regular and non regular polysemy, these

approaches do not reveal the principles or the cri-
teria used to classify polysemous terms into poly-
semy types.

In this paper, we explain how to use the exclusive-
ness property and the collectively exhaustiveness
property (Bailey, 1994) (Marradi, 1990) for iden-
tifying the following polysemy types.

1 Metaphoric polysemy: Refers to the poly-
semy instances in which a term has literal
and figurative meanings (Evans and Zinken,
2006). In the following example, the first
meaning of the term fox is the literal mean-
ing and the second meaning is the figurative.
#1 fox: alert carnivorous mammal.

#2  dodger,

deceptive person.

fox, slyboots: a shifty

2 Specialization polysemy: A type of related
polysemy which denotes a hierarchical rela-
tion between the meanings of a polysemous
term. In the case of abstract meanings, we
say that a meaning A is a more general
meaning of a meaning B. We may also use
the taxonomic notations type and subtype
instead of more general meaning and more
specific meaning respectively. For example,
we say that the first meaning of turtledove
is a subtype of the second meaning.

#1 australian turtledove, turtledove:
small Australian dove.

#2 turtledove:
World wild doves.

any of several 0Old

3 Homonymy: Refers to the contrastive
polysemy instances, where meanings are not
related. Consider for example the following
polysemy instance of the term bank.

#1 depository financial institution,
bank:
#2 bank:
the slope beside a body of water).

a financial institution.

sloping land (especially

3 Approach Notations

We begin with the basic notations. Lemma is the
basic lexical unit in WordNet that refers to the base
form of a word or a collocation. Based on this defi-
nition, we define a natural language term or simply
a term as a lemma that belongs to a grammatical
category; i.e., noun, verb, adjective or adverb.

Definition 1 (7erm).
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A term T is a quadruple (Lemma, Cat), where
a) Lemma is the term lemma;
b) Cat is the grammatical category of the term.

Synset is the fundamental structure in Word-
Net that we define as follow.

Definition 2 (WordNet synset).

A synset S is defined as (Cat, Terms, Gloss,
Relations), where

a) Cat is the grammatical category of the synset;
b) Terms is an ordered list of synonymous terms
that have the same grammatical category Cat;

c) Gloss is a text that describes the synset;

d) Relations is a set of semantic relations that hold
between synsets.

Now, we move to the hierarchical structure
of WordNet. WordNet uses the relation direct
hypernym to organize the hierarchical relations
between the synsets. This relation denotes the
superordinate relationship between synsets. For
example, the relation direct hypernym holds
between vehicle and wheeled vehicle where
vehicle is hypernym of wheeled vehicle. The
direct hypernym relation is transitive. In the
following, we generalize the direct hypernym
relation to reflect the transitivity property, where
we use the notion hypernym instead of a direct
hypernym.

Definition 3 (hypernym relation).

For two synsets s and s, s is a hypernym of s, if
the following holds: s is a direct hypernym of s,
or there exists a synsets s" such that s is a direct
hypernym of s ands isa hypernym of s.

For example, vehicle is a hypernym of car,
because vehicle is direct hypernym of wheeled
vehicle and wheeled vehicle is a direct hyper-
nym of car.

We use the following symbols to denote direct
hypernym/hypernym relations:

a) s < s if s is a direct hypernym of s

¢) s <* s if sis a hypernym of s

Using the direct hypernym relation, wordNet
organizes noun-synsets in a hierarchy that we
define as follows.

Definition 4 (wordNet hierarchy).

Let S = {s1, S2, ..., s} be the set of noun-synsets
in WordNet. WordNet hierarchy is defined as a
connected and rooted digraph (S, E'), where

a) entity € S is the single root of the hierarchy;
by Ec S xS,

C) (81,82) e B if S1 < S9;

d) For any synset s # entity, there exists at least
one synset s such that s < s.

In this definition, point (a) defines the single
root of the hierarchy and point (d) defines the
connectivity property in the hierarchy.

We move now to the semantics of WordNet. We
define the subset of the semantics of WordNet
hierarchy that is relevant for our approach. A full
definition of the WordNet semantics is described
in approaches such as (Alvarez, 2000) (Rudolph,
2011) (Breaux et al., 2009).

We define the semantics of WordNet using an
Interpretation I = (A, f), where A’ is an non
empty set (the domain of interpretation) and f is
an interpretation function.

Definition 5 (Semantics of WordNet Hierarchy).
Let WH = (S, E) be wordNet hierarchy. We

define an Interpretation of WH, I = (Al  f) as
follows:

a) entityl = Al

b) L' = &

) Vse S: sl c Al
d) (s1m 32)1 = 5{ N 35;
e) (s1 us2)! = sl usl;

f) s1 E sy if 51 = sl

In points a) and b), we define the empty and
universal concepts. Point c) states that A’ is
closed under the interpretation function f. In and
d) and e), we define the conjunction and disjunc-
tion operations. In f), we define the subsumption
relation.

We present now the polysemy notations. A
term is polysemous if it is found in the terms of
more than one synset. A synset is polysemous if
it contains at least one polysemous term. In the
following, we define polysemous terms.

Definition 6 (polysemous term).

Atermt = <Lemma Cat, T-Rank) is polysemous
if there is a term ¢ and two synsets s and s,
s # s such that

a) t € s.Terms and t € s Terms;

b) t.Lemma = t/.Lemma;

¢) t.Cat = t Cat.

In the following, we define polysemous synsets.
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Definition 7 (polysemous synset).

A synset s is polysemous if any of its terms is a
polysemous term.

It is possible for two polysemous synsets to share
more than one term. Two polysemous synsets and
their shared terms constitute a polysemy instance.
In the following, we define polysemy instances.

Definition 8 (polysemy instance).

A polysemy instance is a triple [{T'}, s, s2],
where s1, s9 are two polysemous synsets that have
the terms {T} in common.

For example, the term belongs
to the following polysemy instances:
[{bazaar,bazar}, #1,#2], [{bazaar}, #1,#3],
and [{bazaar}, #2, #3].

#1 bazaar, bazar:

bazaar

a shop where a variety

of goods are sold.

#2 bazaar, bazar: a street of small
shops.
#3 bazaar, fair: a sale of miscellany;

often for charity.

We move now to the last part of our definitions.
We exploit the structural properties in WordNet
hierarchy to identify the polysemy types of the
polysemy instances in WordNet. According to
the connectivity property of WordNet hierarchy
in definition 4, any two synsets in wordNet have
at least one common subsumer that we define as
follows.

Definition 9 (common subsumer).

Let s1,s92, and s be synsets in wordNet. The
synset s is a common subsumer of s; and sg if
s <* s1and s <* s9.

The WordNet hierarchy is a DAG (directed
acyclic graph). This implies that it is possible
for two synsets to have more than one common
subsumer. We define the least common subsumer
as the subsumer with the least height.

In the following, we define structural patterns.

Definition 10 (structural pattern).

A structural pattern of polysemy instance I =
[ {T}, s1, s2] is a triple P = {r, p1, p2), where

a) r is the least common subsumer of s; and ss;
b) r < p1 and r < po;

C) P1 <* S1 andpg <* S9.

We call r the and pq,

pattern  root

p2 the pattern hyponyms. For exam-
ple, the structural pattern of the poly-
semy instance [ {bazaar,bazar}, s, sa] is
{mercantile establishment, marketplace, shop)
as shown in Figure 1, where mercantile
establishment 1is the pattern root and
marketplace and shop are the pattern hy-
ponyms. A special structural pattern is the

mercantile establishment, ...

a place of business for retailing
goods r

marketplace, mart shop, store

a mercantile establishment for
the retail sale of goods or services p,)

an area in a town where a public
mercantile establishment is setup p;

I l

bazaar, bazar bazaar, bazar
a street of small shops a shop where a variety of goods
(especially in Orient) sS4 are sold s

Figure 1: Example of a structural pattern

common parent structural pattern as illustrated in
Figure 2. A strcutural pattern P = {r, p1, p2) of a
polysemy instance I = [ {T'}, s1, s2| is a common
parent structural pattern if p; = s; or py = s9.

=
@--*

Figure 2: Common parent structural pattern

4 Taxonomic principles in WordNet

WordNet hierarchy represents a classification hi-
erarchy where synsets are the nodes. Classifica-
tion hierarchies should fulfill among other require-
ments the exclusiveness property and the exhaus-
tiveness property.

We begin with the exclusiveness property.

Definition 11 (Exclusiveness property).

Two synsets s1,s2 € S fulfill the exclusiveness
property if s{ m sl = 11, For example, abstract
entity and physical entity fulfill the exclu-
siveness property. On the other hand expert and
scientist do not fulfill this property because
expert! m scientist! # 11,

The exclusiveness property means that any two
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sibling nodes m;,nj in the hierarchy are dis-
joint, i.e., n! o n][ and nJI = nl. Analyz-
ing the structural patterns in WordNet shows that
the exclusiveness property is not always guar-
anteed in WordNet. For example, the pattern
{person, expert, scientisty shown in Figure 3
does not fulfill this property because forcing this
property would result in preventing a scientist to
be an expert or an expert to be a scientist. We

person

a human being

I
I I

expert scientist, man of science

a person with special knowledge
or ability who performs skillfully)

calculator, figurer, estimator, ...

an expert at calculation (or at op-
erating calculating machines)

a person with advanced knowledge
of one or more sciences

l

mathematician

a person skilled in mathematics

I l

statistician, actuary statistician,mathematical statistician

someone versed in the collection

- y - a mathematician who specializes
and interpretation of numerical data

in statistics

Figure 3: An example of exclusiveness property
violation

are concerned with the cases, where the synsets
s1 and sy are not disjoint and each of them sub-
sumes a synset of the same polysemous term such
as the term statistician in Figure 3. The fact that
the two synsets of the polysemous terms are not
disjoint implies that the polysemy type of these
two synsets can not be homonymy, metonymy, or
metaphoric. This can be explained as follow. The
polysemy type homonymy implies that the two
synsets are unrelated and that the disjointness be-
tween the two synsets indicates a relation between
the two synsets. Metonymy on the other hand
means that one synset is a part of the other synset.
Now, we explain the exhaustiveness property.

Definition 12 (Collective Exhaustiveness).

Two synsets s1, s2 € S are collectively exhaustive
if it is possible to find a synset s such that

st = sl L sk and s1, so fulfill the exclusiveness
property.
For example, abstract entity and

physical entity fulfill the collectively ex-
haustiveness property because entity! =
abstract entity! U physical entity!. On
the other hand worker and female in the pattern
{peron,worker, female) do not fulfill this
property because worker corresponds to a role

and female to a concept. This is because person
is a direct hypernym of the concept organism and
the role causal agent.

5 Approach Overview

We exclude the structural patterns whose pattern
root resides in the first and second level in Word-
Net hierarchy. Accordingly, any structural pattern
whose root belongs to the synsets {entity,
abstract entity, abstraction, physical
entity, physical object } was automatically
excluded. Our hypothesis is that the pattern
hyponyms in these structural patterns in general
fulfill the exclusiveness and the exhaustiveness
property. These patterns are subject to our current
research in discovering metonymy structural
patterns. On the other hand, exclusiveness and
exhaustiveness property are not guaranteed for all
structural patterns whose roots reside in the third
level and beyond. The input of the algorithm is
the taxonomic structure of WordNet, starting from
level 3, after removing lexical redundancy in com-
pound nouns (Freihat et al., 2015). The output
consists of three lists that contain specialization
polysemy, metaphoric polysemy and homonymy
instances. The first step of our algorithm is
automatic, while the other two are manual.

S1. Structural pattern discovery: The input of
this step is the current structure of WordNet
after removing lexical redundancy. The al-
gorithm returns structural patterns associated
with their corresponding polysemy instances.

S2. Structural pattern classification: In this
step, we manually classify the structural pat-
terns returned in the previous step. The out-
put consists of four lists of patterns associ-
ated with their polysemy instances. These
four lists are:

Specialization polysemy patterns: This list
contains the patterns whose corresponding
instances are specialization polysemy candi-
dates.

Metaphoric patterns: This list contains the
patterns whose corresponding instances are
metaphoric candidates.

Homographs patterns: This list contains the
patterns whose corresponding instances are
homonymy candidates.

Singleton patterns: The patterns in this group
are those patterns that have one polysemy in-
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stance only and thus cannot be considered to
be regular.

S3 Identifying false positives: In this step, we
manually process the polysemy instances in
the four lists from the previous step. Our
task is to decide the polysemy type for the
instances in the singleton patterns list and re-
move false positives form the other three lists.

6 Metaphoric Structural Patterns

Identifying metaphoric patterns is based on the
distinction between the literal meaning and the
figurative meaning. Our idea is that it is not
possible for a literal and the figurative meaning
to be collectively exhaustive.  Violating the
exhaustiveness property in a structural pattern
{r, p1, p2) may be a result of the following:

a) p1 and py belong to different types and can not
be subsumed by the pattern root r, or

b) p1 & pa or pa € p1.

For example female and worker can not
be subsumed by person in the pattern
{person, female,worker) as shown in Fig-

ure 4. On the other hand, it is correct that
| worker | female, female plerson
| employee I | woman, adult ferTl1aIe

:
| workman, working man, ..
T

a woman who associates with or
marries a rich man in order to
get valuables from him through
gifts or a divorce settlement

| laborer, manual laborer, ...

|
|
| gold digger
|
|

| miner, mineworker
T

gold miner, gold digger,

a miner who digs or pans for
gold in a gold field

Figure 4: Example of a metaphoric polysemy in-
stance

person and animal are organisms in the structural
{organism, animal, person) but it is clear that
person’ = animal’

In the following, we define metaphoric patterns

structural pattern as follows.
Definition 13 (Metaphoric structural pattern).

A pattern p = {r, p1, p2) is metaphoric if p; and
p2 do not fulfill the collectively exhaustiveness
property.

In the following we give examples for iden-
tified metaphoric patterns. The pattern
{organism,animal, person) is metaphoric.
Although both synsets share the same hypernym

organism, they are not collectively exhaustive as
explained. The polysemy instances that belong
to this pattern are 326 instances. Consider for
example the following instance.

#1 snake, serpent, ophidi