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Abstract

Sindhi is an Indo-Aryan language spoken pri-
marily in Pakistan and India by about 40 mil-
lion people. Despite this extensive use, it is a
low-resource language for NLP tasks, with few
datasets or pretrained embeddings available.
In this work, we explore linguistic challenges
for annotating Sindhi in the UD paradigm, such
as language-specific analysis of adpositions
and verb forms. We use this analysis to present
a newly annotated dependency treebank for
Universal Dependencies, along with pretrained
embeddings and an annotation pipeline specif-
ically for Sindhi annotation.

1 Introduction

Developing a Universal Dependencies (UD) Tree-
bank for Sindhi presents unique challenges due
to the language’s complicated linguistic features.
Despite being spoken by approximately 40 mil-
lion people in Pakistan and India, Sindhi is a low-
resource language compared to other languages
of similar population, with only a few tools and
datasets available (see section 2).

Sindhi is a split-ergative Indo-Aryan language,
written right to left.! It is closely related to Punjabi
and Saraiki. Both languages have UD datasets as
works in progress (Arora, 2022; Alam et al., 2024),
but they are not yet publicly released, and many
related languages are also low resource, meaning
difficult issues in Sindhi annotation have few refer-
ences from which to work.

Annotating Sindhi for the increasingly
widespread Universal Dependencies frame-
work (de Marneffe et al., 2021) is complicated

! As Sindhi text is written RtL, annotated trees in this text
are written RtL, including the English glosses

by its complex case system, where case markers
themselves undergo further inflection, alongside
rich inflectional morphology with nominal and
verbal elements. Additional complexities arise
from pronominal suffixation with nouns, postpo-
sitions, adverbs, and verbs, and a partially free
word order that introduces syntactic ambiguity.
Furthermore, the language employs intensifiers
across various word classes. The multifunctional
use of pronouns as determiners also poses chal-
lenges for establishing consistent dependency
relations. These characteristics require a tailored
approach to create an accurate and robust Sindhi
UD treebank, with some of the more difficult
topics explained in section 4.

To annotate plain text, current annotation
pipelines almost universally use neural methods
with static or contextual embeddings. As a low-
resource language, Sindhi is most commonly rep-
resented in such embeddings as part of a multilin-
gual collection, such as the FastText project (Grave
etal., 2018), or as part of a collection of related lan-
guages (Khanuja et al., 2021). However, embed-
dings specifically trained for the language in use
typically produce better results, a result this work
demonstrates applies to Sindhi. In order to train
new embeddings, we collect data from a variety of
text sources, described in section 5.

We use the annotated dependency treebank and
newly trained word embeddings to train an anno-
tation pipeline using the Stanza package (Qi et al.,
2020). To facilitate annotation, we build pipelines
from partially annotated data and use these labels
as silver annotations for the annotators to use as a
baseline.

The main contributions of this work are:
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¢ build a UD dataset for Sindhi, to be available
at universaldependencies.org

* use a multilingual transformer to build pro-
gressively better crosslingual models, allow-
ing for quicker annotation

¢ build Sindhi word vectors and transformers,
to be available at huggingface.com

e combine these into a Sindhi annotation
pipeline, to be integrated into Stanza at
stanza.github.io.

2 Related Work

There are existing datasets for building compo-
nents of Sindhi annotation pipelines, although
none of them are complete solutions.

A partially complete analysis of 665 sentences
for Sindhi, named Mazhar Dootio (MD) after its
primary author, is available at universaldependen-
cies.org (Dootio and Wagan, 2019). This dataset
is small and lacks dependency trees. Neverthe-
less, it provides a useful baseline, especially for
features and lemmatization. In this work, we re-
analyze these sentences, adding dependencies and
updating the tagging and featurization standards.

Ali et al. (2020b) presents an NER dataset for
Sindhi, with 26,000 tagged sentences, available on
github.? We use it here to build an NER model
for the annotation pipeline. The same group also
produced a POS dataset of 293K words (Ali et al.,
2021).

As static and contextual word embeddings are
essential for training neural models, there have
been multiple works which provide embeddings.
For static embeddings, FastText included Sindhi
vectors trained on Common Crawl and Wikipedia
(Grave et al., 2018). Later, UESTC crawled a
larger corpus of 61M words to produce Sindhi-
specific word vectors (Ali et al., 2020a).

For contextual embeddings, XLM-R (Conneau
etal., 2020) uses 40M tokens of Sindhi text as part
of its training collection. Muril-Large (Khanuja
et al., 2021) uses the same amount of Sindhi text,
but perhaps because it is focused on Indic and Dra-
vidian languages, tends to perform better on down-
stream tasks.

Prior work aside from the Mazhar-Dootio
dataset also addresses lemmatization, including
Nathani et al. (2020) and Dootio and Wagan (2017).

*https://github.com/AliWazir/SiNER-dataset

We use a different lemmatization standard in this
work, though; see section 3.2.

This work uses Stanza (Qi et al., 2020) to build
and evaluate models. Similar projects which could
build a Sindhi annotation pipeline using the data in-
clude UDPipe (Straka, 2018) and spaCy (Honnibal
et al., 2020).

3 Annotation Process

The UD dataset described here was annotated in
partnership with MLtwist, an NLP annotation com-
pany. MLtwist recruited two native speakers of
Sindhi for annotation, listed here as authors.

For annotation platforms, we used Datasaur for
dependencies and UPOS, followed by Kili for fea-
tures and XPOS. Individual sentences that needed
revision were edited via the free tool conllueditor
(Heinecke, 2019), with batch edits executed with
Semgrex and Ssurgeon (Bauer et al., 2023).

3.1 Incremental Models

Annotating treebanks from the starting point of a
silver dataset is a common practice. The English
EWT dependency treebank (Silveira et al., 2014)
started with LDC constituency trees using a deter-
ministic conversion process (Manning et al., 2014).
The English GUM dependency treebank (Zeldes,
2017) uses a parser trained on existing English ma-
terials to provide initial silver trees to the annota-
tors. As shown in Mikulova et al. (2022), using
silver trees improves the final annotation quality.

Meanwhile, using multilingual representations
to improve parsers is a common practice, such as
in recent Javanese parsing work (Ghiffari et al.,
2024), which used two layers of multilingual rep-
resentations to build the parser.

This work combines those two concepts to build
initial silver trees, even in the setting of very few
trees already annotated.

The Muril transformer (Khanuja et al., 2021)
contains all of the scheduled languages in India, of
which Sindhi is one. Several languages in Muril
are also represented in Universal Dependencies,
shown in table 1:

Language Family Total Trees
Hindi Indic 16,649
Urdu Indic 5,130
Marathi Indic 466
Tamil Dravidian 600

Table 1: Languages in Muril with sufficient UD data
and the size of the largest treebank
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To build silver trees, we train a Stanza POS tag-
ger and dependency parser with a mix of trees
from these languages, even without having labeled
Sindhi dependency trees available.?

To demonstrate the effectiveness of this ap-
proach, we train models based on subsets of the
available data and score them on the Sindhi test set.
Each model trained here includes 1000 Urdu trees,
1000 Hindi trees (Bhat et al., 2017; Palmer et al.,
2009), 373 Marathi trees (Ravishankar, 2017),
and 400 Tamil trees (Ramasamy and Zabokrtsky,
2012).* Tamil is an interesting case, as it is Dravid-
ian rather than Indic, but we find there is still some
benefit to transfer learning for dependencies. Table
2 shows that even low amounts of gold Sindhi data
result in high-quality silver trees, when combined
with multilingual training.

Train Dev None Indic Full
POS AllTags F1

0 0 - 82.66 81.94

0 100 - 81.72 82.22

50 100 8551 87.15 86.88

100 100 89.81 89.39 89.54

200 500 90.65 91.06 90.91

500 500 92.85 92.64 90.90
Depparse LAS F1

0 0 - 69.40 7291

0 100 - 72.02 72.52

50 100 6154 75.13 76.01

100 100 70.38 78.71 78.74

200 500 76.73 80.87 80.88

500 500 81.33 82.68 82.53

Table 2: Accuracy of crosslingual models. Annotation
gets easier when adding more data. “Indic” means the
model is trained with additional Indic UD data, and
“Full” includes Tamil as well.

3.2 Lemmatization

For the most part, we follow the Dootio and Wagan
(2019) standard for lemmatization, with one key
difference. In the former, the lemma is chosen to
be the root form of the word regardless of POS tag,
whereas here the lemma uses the default root form
with the same POS tag. We remove inflections,
but not derivational endings. For example, in the
English dataset EWT (Silveira et al., 2014), ADJ
words ending with -ish are lemmatized to the -ish
form, whereas the Mazhar Dootio standard would
stem the word without the -ish.

3With 0 Sindhi trees, the Urdu dev set is used.
“The entire training set for Marathi and Tamil, and a ran-
dom subset of Hindi and Urdu

Form w/o POS w/ POS
hawkish hawk hawkish
childish child childish

sympathize sympathy sympathize

The results in Sindhi follow a similar pattern:

Sindhi ADJ] M-D Ours
il Gleallailal

KA 35 933
o 99 C,Jg.\ .&.bo.'dg.\

Repeated iteration of training a Stanza seq2seq
lemmatizer helped speed the lemmatization pro-
cess, as once 1000 lemmas were manually lemma-
tized, the lemmatizer model demonstrated an 86%
accuracy on unseen lemmas. In contrast, the “iden-
tity” lemmatizer, using the word itself, would only
be 66% accurate on unseen words.

3.3 Corpus Statistics

After retokenizing and deduplicating the MD
dataset, 509 annotated sentences remain. We use
this and a collection of 378 sentences of news arti-
cles and folk tales to build the test set. Another 386
sentences will comprise the dev set. As of this writ-
ing, 4116 total sentences have XPOS and features
annotated. Another 1532 have UPOS and depen-
dencies and will be fully annotated by the time of
publication.

3.4 Agreement

To measure interannotator agreement, we gave the
same batch of 200 silver sentences to both of the
UPOS and dependencies annotators. The result-
ing annotations agreed on 96% of the UPOS (95.4
kappa) and 91.4% of the dependencies.

These numbers have a caveat, though, in that
agreement will be much higher when annotating
silver trees, as the annotators will be predisposed to
choose the silver label in the case of an ambiguous
annotation. This phenomenon has been previously
studied in work such as Berzak et al. (2016).

4 Linguistically adapting UD for Sindhi

Several constructions in Sindhi are challenging
to annotate as part of a Universal Dependencies
framework, or are seen only in the context of other
low-resource languages.

4.1 Demonstratives as Determiners

Similar to many Indo-Aryan languages, and oth-
ers such as the Slavic language Czech, Sindhi
lacks standalone articles and does not have a well-
defined category of determiners. Instead, demon-
strative pronouns often function as determiners.
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Therefore, Sindhi demonstrative pronouns map to
the DET part of speech.

This multifunctional use of demonstratives can
lead to ambiguity and requires careful annotation
in Universal Dependencies relations. For example,
w® hi can be a demonstrative (proximal he) or a
determiner (this). The use of _,» as both a demon-
strative and a determiner can be seen in the follow-
ing sentences:

1. gal Lo, hidyo (He came)

2. glg »S92> . hi chokro ayo (This boy
came) )

In the first sentence, (. is a demonstrative pro-
noun used standalone and functions as the nsubj of
the sentence. In the second sentence, . is used
as a determiner modifying ¢)Sg>, where 0S92
is the nsubj. When used standalone in a sentence,
demonstratives function as pronouns and can ap-
pear in the roles of nsubj, obj, iobj, or obl. How-
ever, when used before nominals, they function as
determiners.

As argued in (Bharati et al., 2008), it can be use-
ful to have a separate part of speech for demonstra-
tives compared to other pronouns. Furthermore,
the treebanks for other Indic languages such as
Hindi and Urdu establish the convention of always
tagging demonstratives DET. It is useful to have
this distinction even when they function as pro-
nouns, even though this contrasts with English UD,
which contextually distinguishes “this” as PRON
or DET, for example. In such cases, the depen-
dency relation demonstrates the use of the word.

/ nsubj Y
9l oD
came / VERB He /DET
92 9592 oD
came/ VERB  boy/NOUN  This/DET
4.2 Intensifiers

One common class of words in Sindhi is infensi-
fiers. These are words with no direct English trans-
lation which put the emphasis of the sentence on
the previous word. In English writing, bold or
italic text would have a similar effect.

An example sentence from this dataset is:

oS Olss il gL ST S
ghurje  kothan adab  barano 1 khe un
need calling  lit. childish EMP case that

It should be called children’s literature

In this sentence, (» is an intensifier. Figure 1
has an analysis of the phrase ()l S ol.

advmod:emph ¥

3 Ol

e
(emiph) (case marker) He / That

Figure 1: The intensifier 5 turns “he” into “Only he”

In Sindhi, intensifiers are typically labeled with
the part-of-speech tag PART having advmod:emph
relation, attached to the modified word.

Intensifier words may not always act as intensi-
fiers and can serve other roles based on the context.
Notably, the particle < (na) is usually a negation
particle, annotated as PART with the advmod rela-
tion, but it functions as an intensifier when follow-
ing imperative verbs, as in & | (ach na, “come
on”), where it emphasizes the command. However,
when & precedes the verb, as in Gl 4 (na ach,
“don’t come”), it acts as a negation particle. Simi-
larly, 45 (ta) is generally a subordinating conjunc-
tion, annotated as SCONJ with the mark relation,
but it becomes an intensifier when following spe-
cific verb forms, as in & El (ach ta, “come on”),
or nominals, as in 4 go (hu ta, “he too” or “he in-
deed”). These multifunctional particles highlight
the need for context-sensitive annotation in Sindhi
UD.

4.3 Fixed

In Universal Dependencies (UD), the fixed rela-
tion connects words within a multiword expression
(MWE) where the fixed combination functions as
a single grammatical unit with non-compositional
meaning. For example, & ¢5 (ko na, “not any”)
is a two-word fixed expression annotated with the
advmod relation, representing negation. Individu-
ally, ¢S (ko) can serve as a determiner (det) or an
unspecified dependency (dep), while 4 (na) acts
as anegation particle or intensifier (typically PART,
see section 4.2). Together, however, these two to-
kens form a unit with an advmod role. Because of
their rigidity and role as single grammatical units,
we label these fixed.

Some examples include:

4 gS not any advmod
¢S 45 ¢S one or another det
glow HS except case
S L nor advmod
100t @
——(fixed)
[ ined)
lie another or one
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4.4 Postpositions

Most adpositions in Sindhi, tagged ADP as per
UD standards, are postpositions. An entire adposi-
tional phrase typically precedes the modified head.
A simple example in this dataset is “The protest of
the citizens™:

-root
nmod
[
protest of citizens

Postpositions in Sindhi frequently function as
case markers, appearing after nominals and requir-
ing those nominals to take the oblique case form.
This oblique case is a fundamental prerequisite for
further case marking in the language. Consider the
following examples:

0938 Lo (hi gadiyan) “These vehicles”

w umlﬁ O (hinan gadian te) “On these vehi-
cles”

In the first example, both elements of the adpo-
sitional phrase “ _,»” (hi, “these”) and * ()gs38”
(gadiyun, “vehicles™) are in the default nomina-
tive (or direct) case, as no postposition is present.
In the second example, the postposition “ (5" (te,
“on”) triggers the oblique case, causing both the
determiner “ _»” (hi) to inflect to “ (y»” (hi-
nan) and the noun “ 093387 (gadiytin) to inflect
to “ (38" (gadian). This illustrates how post-
positions in Sindhi govern the case of the preced-
ing nominals, shifting them from nominative to
oblique forms (accusative case in terms of Univer-
sal Dependencies).

Sindhi genitive adpositions (ADPs) differ from
other ADPs, such as locative ones, due to their abil-
ity to inflect for number, gender, and case. Unlike
locative ADPs like “ (7'-’” (me, “in”), “ UJ’ (te, “on”),
and “ Og” (vat, “near/beside”), which only mark
the accusative (oblique) case of preceding nomi-
nals and lack further inflectional features, genitive
ADPs not only assign case to the nouns they follow
but also bear their own inflectional features.

Examples of the distinctions between these fea-
tures can be found in appendix B.

We use XPOS to separate out two classes of ad-
positions, genitive and location. Genitive ADP are
inflected for case and are featurized for nomina-
tive and accusative cases. ADP that represent lo-
cation are treated as having no further features, as
are ADP which are not one of these two subclasses.
We do not use Case=Loc for location ADP as there
is no inflection which indicates the ADP is loca-

tive.

4.5 Prepositions

There are some rare cases of prepositions, such as
the word ¢lguw, “except”, in the sentence analyzed
in figure 2:

ool Gl2S 9> 250 > Hlols clow Hlw ez
4.6 Participles and VerbForm Features

Participles in Sindhi are versatile verb forms that
function as adjectives, nouns, and adverbials. They
also play a role in tense and aspect formation. Par-
ticiples in Sindhi include verbal nouns and the
present, past, future, and conjunctive participles.
Participles are further marked by number, gender,
and person inflections, encoded in the features.
These features, along with the VerbForm feature,
distinguish the different participles.

Examples features for the different verb forms
described here are in table 6.

Present Participle The present participle in
Sindhi is marked by the verbal suffix “ 55” (and),
further inflected for number and gender. The fol-
lowing sentence is an example of a present partici-
ple paired with an auxiliary verb forming imperfec-
tive habitual aspect in present tense where the main
verb SJ (likh, “write”) is inflected by masculine
singular suffix “ ¢33 (ando), forming the present
participle ¢2iSJ (likhando, habitual “writes”).
o1 93SJ g (hu likhando ahe, “He writes™)

Past Participle The past participle in Sindhi is
marked by the suffix “ Jy” (yal), which rarely in-
flects for number (e.g., “ JuSJ” /likhyalan/ for plu-
ral in some dialects). In the following sentence, the
verb J (likh, “write”) with the suffix “ J»” (yal)
forms the past participle form J.SJ (likhyal, “writ-
ten”), with perfective aspect in passive voice.

ool JSJ olis Lo hi kitab likhil ahe “This
book is written” )

Future Participle The future participle in
Sindhi is often an inflected form of the infinitive.
For example, the infinitive “ 5SJ” (likhan, “to
write”), is marked by number and gender to
indicate obligation or futurity. In the following
sentence, the verb form ¢35J (likhano, “to write”
or “having to write”) is a masculine singular inflec-
tion of the above infinitive with an imperfective
aspect.

Lol 955) Llis S )9 (miin khé kitab likhano
ahe, “I have to write a book™)
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2

o2l (815 > S

is relation of one

JYs
every

),
oz ol glow

> olw
of illiterate  except

with

whom

Figure 2: Very rarely, Sindhi has prepositions as well as postpositions

“To which everyone except the illiterate belongs”

Unlike the present and past participles where
VerbForm=Part is used, we label this Verb-
Form=Inf to avoid ambiguity.

Conjunctive Participle The conjunctive partici-
ple in Sindhi typically denotes an action completed
before the main verb or clause’s action, linking two
events without an explicit conjunction. Itis formed
by inflecting the verb root with the suffix “ ",
as in SJ (likhi) from J (likh, “write”). How-
ever, this form’s role, either as a simple verb or a
conjunctive participle, depends not only on its mor-
phology but also on its syntactic standing in the
sentence. In the following examples, syntactic con-
text such as adverbial modification of the main verb
distinguishes two potential roles of ,SJ (likhi):

A simple past verb: (jg0 (i> L,SJ (miin chitht
likhi, “I wrote a letter”). Here, USJ is the root.

A conjunctive participle: ugJTUD LS eSS Gl
(atin chithi likhi ghar dyas, “I came home after writ-
ing a letter”). Here, it modifies the root _uwl (ayas,
“came”), indicating a prior action.

Conjunctive participles in Sindhi do not inflect
for number, gender, or person; they are invariable,
unlike the present or past participles discussed
above. Their aspect is always perfective, reflecting
a completed action relative to the main clause.

In Universal Dependencies, the conjunctive par-
ticiple is mapped to the converb category, tagged
with VerbForm=Conv. Across UD, a converb is a
verb form that adverbially modifies the main verb,
often indicating sequence, cause, or manner.

Verbal Noun Verbal nouns in Sindhi are derived
from verbs and function as nouns while retain-
ing verbal properties like implying an action. Un-
like infinitive forms like 5SJ (likhan, “to write”),
which can also act as nouns, Sindhi has a distinct
class of verbal nouns marked by the agentive suf-
fix 535 (ndar), indicating the doer (e.g., SJ (likh,
“write””) becomes jaiSJ (likhandar, “writer”)).

In the sentence Lol j0uS) LLS S| (Akbar
kitab likhandar éhe," “Akbar is the writer of the
book™), 58 (likhandar) is a verbal noun, acting

as a predicate noun with imperfective aspect (on-
going capacity to write) and singular number. It
inflects for number and case, as in gl3y S ()jS)
wlis (kitab likhandaran khé budhayo, “Tell the
writers of the book™), where (j3iSJ (likhandaran)
is plural, marked with accusative case via uS (khe,
“to”).

nsubj
x
ool jausd wls sl
be writer book Akbar

In the dependency parse of al 53] Llis
S|, there is no ADP indicatiné “of the book”,
but rather “book” is the obj of “writer”. Further-
more, unlike English deverbals such as “chaser”
in “ambulance chaser”, this potential obj can have
many substitutions, including complete phrases.
As “writer” is taking on VERB dependencies, we
follow the analysis of Cecchini (2021) and an ex-
tensive UD discussion® and treat these as VERB,
with the feature VerbForm=Vnoun.

Infinitive Infinitive verbs in Sindhi are formed
by the & (-n) suffix inflection. For example, J
(likh) *write’ becomes (SJ (likhan) “to write”. In-
finitives always exhibit the imperfective aspect and
are marked by the feature VerbForm=Inf.

The lack of further inflection distinguishes in-
finitives from future participles. Although both
share the VerbForm=Inf and Aspect=Inf features,
they are distinguished by the remaining features.
Unlike infinitives, future participles inflect for
number, gender, and person.

Infinitives can appear in various syntactic roles
within the Universal Dependencies (UD) structure,
including nsubj (nominal subject), obj (object),
xcomp (open clausal complement), ccomp (clausal
complement), and advcl (adverbial clause).

4.7 Passive Voice

Sindhi forms passive voice constructions across
various tenses and aspects, primarily utilizing mor-

Shttps://github.com/UniversalDependencies/
docs/issues/1125
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phological passive forms and auxiliary verbs. In
the present tense with imperfective aspect, passive
forms are marked by suffixes such as “ =" (-je)
or “ ¢” (-bo), inflected for number and geflder, and
paired with present tense auxiliaries like ““ g3 (tho)
or “ U_QT” (ahe). For example, the active sentence “
o5 LS Llis < l” (Akbar kitab likhe tho, “Akbar
writes a book™) becomes “ g} ol slols
” (kitab Akbar kan likhje tho, “The book is writ-
ten by Akbar”) for masculine singular. Transition
from active to passive voice cause a usual role shift
like subject to oblique agent and object to passive
subject marked by the UD relations obl:agent and
nsubj:pass respectively. However, the auxiliary is
not necessarily tagged with aux:pass when the mor-
phological form of the main verb inherently indi-
cates passivity as it serves solely to mark tense and
is thus tagged with the general aux relation. This
can be seen in the following example:

root

I
¥ xS o8 usl ols

be  written by Akbar book

Similarly, “_8l ¢.8) S sl LLs” (kitab Ak-
bar kan likhbo dhe, “The book is written by Ak-
bar”) and “(yal yguS) O9++>"" (chithiytin likhbiyiin
ahan, “Letters are written”) show passive construc-
tions by using the ““ ¢3” (-bo) suffix, which varies by
gender and number (e.g., ““ («SJ” /likhbi/ for femi-
nine singular). "

As is true in many languages, including English,
it is possible to use these constructions for each of
past, present, and future tense. For further discus-
sion of how these verbs inflect, see appendix C.

m@

4.8 Non-projectivity

Sindhi is a highly projective language, with less
than 6% of the sentences in the dataset having non-
projective arcs. There are some cases where this
occurs, though. An example non-projective sen-
tence is given in figure 3.

4.9 Pronominal Suffixes

Sindhi employs pronominal suffixes on verbs,
nouns, and postpositions to encode possessive, sub-
ject, or object roles, as in “ LuiloguSJ” (likhy-
omans, “I wrote to him”). These suffixes blur the
line between affixes (bound morphemes) and cli-
tics (semi-independent), posing challenges in UD
annotation for tokenization, UPOS tagging, and de-
pendency relations.

To analyze these tokens, two approaches are
used across UD datasets.

Single Token Approach Treat the word as one
token with rich morphological features capturing
the host’s POS (e.g., VERB) and suffix roles (e.g.,
Person[Subj]=1, Person[iObj]=3).

This can capture the morphology, but it obscures
syntactic relations (e.g., ambiguity between object,
indirect object, or oblique roles).

Split Token Approach Split suffixes into sepa-
rate tokens (e.g., PRON), each with its own fea-
tures and relations (e.g., nsubj, iobj).

This clarifies the syntax via relations. However,
it risks ambiguity, as suffixes like “ w” (-s) vary
by context (e.g., 3rd singular in uis)le” /marins/,
“he was beaten”, vs. Ist singular in “ _us®” /hés/,
“I was”).

UD treebanks adopt either approach based on
language-specific arguments and conventions, fa-
voring single tokens for bound suffixes but split-
ting clitic-like forms. Challenges include assign-
ing UPOS (VERB vs. PRON), defining relations,
and resolving ambiguities in suffix meaning.

Here, we choose to split these suffixes using the
multi-word token approach, with a compelling rea-
son being that some of the pronouns themselves in-
flect with features such as Case, which are not ad-
equately represented in the single token analysis.

S Embedding Pretraining

As has been typical in the last decade of NLP work,
before building the annotation pipeline, we pre-
trained static word embeddings, a character model
(Akbik et al., 2018), and a transformer using a cor-
pus of raw text. The corpus collected is 372M
words, significantly less than the original BERT,
which used 3,300M words for English (Devlin
et al., 2019), but sufficient for pretraining models
for anew language. This is significantly larger than
that used in Muril and XLM-R, each with less than
40M.

Source M Tokens

Wikipedia 5

Oscar CC 11 (Abadji et al., 2022)
Books Corpus 2 (Alietal., 2020a)
Adabi Forums 0.5

Sindhi LA Journals 0.8

Sindhi LA Encyclopedia 5

Various newswire 38

Sindh Salamt Forums 24

Sindh Salamt Books 57

Sangraha 229  (Khan et al., 2024)
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Figure 3: In this non-projective tree, dlJlauc attaches to Lg.n despite the intervening subject
“Two people, including Master Abdullah, are reported to have drowned.”

We experimented with GloVe (Pennington et al.,
2014), FastText (Grave et al., 2018), and word2vec
(Mikolov et al., 2013), the latter two using the Gen-
sim implementation (Rehurek and Sojka, 2011).

NER Depparse

Model Eity F1 TSFL U PAG
Original 84.25 76.10 80.92
GloVe 86.07 77.90 81.69
Word2Vec 85.22 77.24 81.96
FastText 82.12 77.09 81.75
GloVe w/

CharL.M 86.11 80.90 82.84

Table 3: Dev scores for three annotators using static
word embeddings, potentially with charlm

Based on these results, we use the GloVe model,
to be distributed with the Stanza pipeline for
Sindhi. Other pretrained models will be available
along with the default Stanza pipeline.

Stanza (Qi et al., 2020) implements a contextual
character model. Table 3 also demonstrates the
benefits of this model.

We used HuggingFace’s Roberta implementa-
tion to finetune Muril and to train two candidate
Sindhi transformers from a random initialization.
Interestingly, and unfortunately, each of the mod-
els produced were less accurate on the three tasks
compared with the original Muril-Large (see table
4). Possible explanations include that Muril incor-
porated an additional machine translation learning
objective and a large multilingual corpus. Future
work will involve experimenting with multilingual
datasets with the larger Sindhi collection or with a
more targeted low-resource technique such as Mi-
croBERT (Gessler and Zeldes, 2022).

NER Depparse
Model Entity F1 Tags F1 IE)/I;S
Muril 87.06 78.03 84.30
Finetuned 86.78 80.10 83.13
6 layers 82.66 75.59 81.07
12 layers 81.75 76.31 81.77

Table 4: Dev scores for three annotators using trans-
formers

6 Annotation Pipeline

Having annotated a UD dataset and built some
pretrained models, we then built a pipeline using
Stanza annotation software. For NER, we used the
existing SiNER dataset (Ali et al., 2020b).

Lemma and NER scores are high. Surprisingly,
feature tagging is presently the lowest, perform-
ing below dependency and NER. Continued im-
provements to the annotations and the embeddings
should improve scores.

Task Emb Score

Lemma seq2seq w/ charlm  99.08 Accuracy
UPOS Muril 98.44 F1
Features Muril 85.56 F1
Depparse ~ Muril 91.83 LAS
NER Muril 88.13 Entity F1

Table 5: Test scores for 5 Sindhi tasks

For a breakdown of individual relations, see Ap-
pendix E.

7 Conclusion

This project explores the more challenging struc-
tures for analyzing Sindhi grammar using Univer-
sal Dependencies. We then analyze roughly 6000
sentences of Sindhi, building a dataset for release
in the 2.16 and 2.17 releases of UD. In parallel,
we collect a larger corpus of Sindhi text than pre-
viously collected, facilitating more accurate static
embeddings for the language. Combining each of
these tasks with Stanza results in the first end-to-
end annotation pipeline for the Sindhi language.

Limitations

Stanza includes three additional annotators, cur-
rently not implemented. A coreference dataset
would be a useful addition to Sindhi annotation,
but was beyond the scope of this work. As noted
in section 2, there are sentiment datasets published
for Sindhi, but as of this writing none have been
made publicly available. There is also a con-
stituency parser, but given the recent trend towards
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dependency parsing instead of constituency pars-
ing, it is unlikely there will be a gold annotation of
this treebank for constituencies.

The dataset utilised in this study has several
limitations that may impact the reliability of our
findings. The data primarily consisted of text
from the Kawish newspaper. Many of the sen-
tences are headlines, resulting in significant syntac-
tical shortcomings, as these brief statements often
highlighted named entities without forming com-
plex linguistic structures. Key syntactical elements
were largely absent due to newspaper headlines’ in-
herent brevity and formulaic nature.

Furthermore, the dataset showed a significant
lack of tense variation, with an overrepresentation
of present-tense constructions to convey immedi-
ate facts. In contrast, past and future tense forms
were either underrepresented or completely absent.
This lack of tense diversity hindered capturing im-
portant temporal variations essential for compre-
hensive language modeling, resulting in limited
morphological variation in our model.

Additionally, the repeated presence of named en-
tities, geographical references, and thematic con-
tent typical in news publications generated poten-
tial biases in the distributional properties of the
language representation. To improve future it-
erations of this research, a more diverse Sindhi
language corpus should be developed using high-
quality sources, including:

+ Sindh Textbook Board®. Provides academic
and domain-specific linguistic material.

« Sindhi Adabi Board’. Offers access to clas-
sical and modern Sindhi literature.

+ Encyclopedia Sindhiana®. A rich source for
definitional and encyclopedic language pat-
terns.

* Literary works of various authors, such as
Anwer Pirzado. Contributes complex syntac-
tic structures and culturally rich narratives.

Incorporating these resources will enhance lin-
guistic richness, expand tense usage, reduce re-
dundancy, and increase both lexical and syntactic
diversity—ultimately supporting the development
of more robust and representative Sindhi language
models.

https://stbb.edu.pk

"https://sindhiadabiboard.net/library/
%https://encyclopediasindhiana.org/

Ethics Statement

As an annotation project for a language primarily
spoken in Pakistan and India, with two non-local
authors on the author list, the primary ethical con-
cern for this paper would be that of “parachute re-
search”, as described in Odeny and Bosurgi (2022)
for the medical domain.

To ensure fairness in the process, authorship
credits were offered to each of the annotators. Fur-
thermore, Professor Rahman, leading the research
group at ISRA, occupies the lead author position
in the author list.

As justification for the inclusion of the non-local
authors, one provided extensive linguistics advice,
whereas the other contributed significant techni-
cal time in terms of aligning the treebank with
UD requirements, building models, and submitting
pull requests and/or issues to conllueditor, Stanza,
and Semgrex for features needed to support this
project.

In terms of research relevant to the local com-
munity, one of the authors of the paper is a native
speaker who started the project out of a desire to
see this type of annotation pipeline available for
Sindhi.

It is our hope that these practices will not only
call attention to the strong linguistics group at Isra
University, but also facilitate further collaborations
between “Global North” research groups and local
research groups.
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A Features

Table 6 demonstrates the morphological features
used for the various verb forms described in section
4.6.

B Postposition Examples

As explained in section 4.4, genitive adpositions
in Sindhi inflect to agree with the associated noun,
whereas ADPs representing location do not inflect.
For example, consider the locative ADPs in these
sentences:

3

*“ 9 I Lie” (mathe te topi, “A cap on
the head"’) the noun “ g0’ (matho, “head”)
shifts to its oblique form “ _is” (mathe) be-
fore “ 3" (te). )

* “olso 2 L7 (pare me dukan, “A shop in
the neighborhood”) “ ¢5L” (paro, “neighbor-
hood”) becomes “ (s3L” (pare).
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Example Verb Verb Type
ool 93t 52 .
hu likhando ahe, “He writes” 98 Pres. Part
ool s olis
hi kitab likhil ahe JsJ Past Part.
“This book is written”
ool i) OLS S ge
mun khe kitab likhano ahe o2sJ Fut Part
“I have to write a book”
atn chithi likhi ghar ayas Y Converb

“I came home after writing a letter”
93y S pias) lis
kitab likhandaran khé budhayo
“Tell the writers of the book”
ol gl 58 Llis
kitab likhan sutho ahe
“It is good to write a book™

Infinitive

o8

O)3SJ Verbal Noun

VerbForm  Aspect Gender Number Other
Part Imp Masc Sing -
Part Perf - - Voice=Pass
Inf Imp Masc Sing -
Conv Perf - - _
Vnoun Imp - Plur Case=Acc
Inf Imp - - -

Table 6: Morphological features for example verb phrases
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* “ @19 D9 g0 (miin vat veh, “Sit near me”)
“09il” (aan, “T”) shifts to “ ;ygo” (min “me”).

In these examples, the locative ADPs mark the
accusative/oblique case of the preceding nouns,
which inflect accordingly (e.g., ““ ¢io” — “ Lio”),
but the ADPs themselves remain uninflected and
are typically tagged as locative postpositions
(PSPL).

In contrast, genitive ADPs, such as “ ¢ (jo,
“of”), also govern the accusative/oblique case of
preceding nominals but are themselves inflected
for number, gender, and case, agreeing with the fol-
lowing noun. Consider these examples:

* 9> S)seS” (ghore jo puchh, “the tail
of the horse”) “ ¢5985” (ghoro, “horse”) be-
comes “ 53985 (ghore, accusative singu-
lar masculine), and ¢>" (jo) is nominative
singular masculine, matching “ zu” (puchh,
“tail”).

e “ 55 > 559657 (ghore ja kan, “the ears of the
horse”) “ g inflects to “ 5 (ja, nominative
plural masculine) for “ ;,<” (kan, “ears”).

“ 993l o> ($596S” (ghore juin akhiyiin, “the
eyes of the horse™) « 9>~ becomes “ (jg=>"
(jon, nominative plural feminine) for * yguSI”
(akhiyiin, “eyes”).

*“ls 9> gu o> JeaS” (ghore je puchh jo
var, “the hair of the tail of the horse”) “ P,
o> Si9aS” (ghore je puchh) uses “ > (je,
accusative singular masculine) govefned by
“ CJ’ (puchh, accusative), while ““ =" (jo) is

nominative singular masculine for *“ ,lg” (var,
“hair”).

The genitive ADP ““ ¢>” (jo) inflects based on the
number and gender of the following noun, default-
ing to nominative case in the first three examples.
In the last example, its accusative form “ =" (je)
reflects the case of the intermediate noun ol
(puchh), which is accusative as it is followed b

ADP, while the final “ ¢>” (jo) matches “ lg”
(var). Thus, the genitive ADP’s case aligns with
the following noun’s case, accusative if the follow-
ing noun is accusative, nominative otherwise. The

number and gender also agree with the noun.

C Passive Voice Examples

Here, we continue the discussion of the passive
voice started in section 4.7.

The present tense perfective aspect in Sindhi em-
ploys two distinct patterns for passive voice con-
structions. The first pattern uses a perfective verb
form followed by *“ 39 ;&I (viyo ahe, “has been™),
where “ g29” (viyo) serves as an intermediate auxil-
iary marking passivization, while “ _al” (ahe) in-
dicates present tense. For example, the active sen-
tence “ S| LS 9.S) Lal” (Akbar kitab likhyo
ahe, “Akbar has written a book’) becomes olis
2151 18 9.8J 939 Lol (kitab Akbar kan likhyo viyo
dhe, “The book has been written by Akbar”). In
this case, “ g19” (viyo) is tagged with the UD rela-
tion aux:pass because it forms the passive voice,
while “ _al” (ahe) retains the aux relation as a
tense marker. This can be seen in following graph
(The obl:agent <l is not shown):
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(aux) root
[ ,{aux:pass /nsubj:pass]N
be went written book

The second pattern involves a perfective mor-
phological passive form, inflected for number and
gender, paired with a present tense auxiliary that
solely marks tense, not passivization. Here, the
auxiliary does not require the aux:pass relation, as
the main verb’s morphology already indicates the
passive voice. This can be seen in “ LlLS LxS]
Ool” (kitab likhjiya ahan, “Books have been writ-
ten”), where “ LixSJ” (likhjiya) is a masculine plu-
ral passive form with “ o lis” (kitab, “books™) as
nsubj:pass, and “ ;! (ahin) is tagged as aux for
present tense.

In the same way past imperfective passive is
formed by the passive verb form combined with
past tense auxiliaries (with usual number, gender
inflections) like *“ lo _,=SJ” (likhje ha, “would have
written””) and “ Lo L;SJ” (likhba hua, “were being
written””). The past perfective passive mirrors the
present perfective with past tense auxiliaries.

Similarly, Sindhi future passive formations em-
ploy various patterns combining perfective or pas-
sive verb forms with future tense auxiliaries, such
as gawg” (vendo) or giiga” (hondo), to indicate
passivization.

Despite the variety of patterns, the Universal
Dependencies (UD) relation patterns for future
tense passive formations—including nsubj:pass
(passive subject), obl:agent (oblique agent), and
aux:pass (passive auxiliary)—remain consistent
with those of the present tense passive construc-
tions discussed earlier. The choice of UD relations
depends on the auxiliary’s role in marking passiv-
ity versus tense, but the syntactic structure mirrors
that of the present tense.

D Use of Semgrex and Ssurgeon

As the annotation scheme changed, this project
made extensive use of two tools for editing and
checking the results of those edits: Semgrex and
Ssurgeon (Bauer et al., 2023), and CoNLLUEditor
(Heinecke, 2019). Both author groups were quite
responsive in adding new features to support the
needs of this particular project.

In the early stages of annotation, Future Partici-
ples were labeled as VerbForm=FutPart, an annota-
tion that does not exist in current UD. As a first step
to update the features to match the annotations de-
scribed in this paper, we needed to update all exist-

ing Inf annotations to match the scheme described
in section 4.6. We used figure 4 for this update.

After performing this update, we then searched
for other verbs labeled Inf which may not fit the
expected annotation patterns using figure 5.

Another example was an edit of a token where
the intensifier was incorrectly tokenized as part of
the word, which we edited with figure 6.

In order to search for nonprojective arcs, we
used a Semgrex expression which searched for an
arc going from a node before the current word to
after the current word, then an arc going from the
current word to a word on either side of that arc
using a query shown in figure 7.

Searching for features, searching against fea-
tures, splitting words, and searching for undirected
connections are examples of some of the features
added to support this project.

E Dependency Statistics

We present statistics on the dependencies present
in the test set, along with the F1 scores for those
dependencies from the best Stanza model.

Reln F1 Total
acl 0.7586 40
acl:relcl 0.4286 5
advcl 0.8387 385
advmod 0.8852 405
advmod:emph  0.9329 142
amod 0.9206 472
appos 0.6667 2
aux 0.9605 436
case 0.9885 1436
cc 0.9366 244
ccomp 0.5185 48
compound 0.8696 711
conj 0.9464 327
cop 0.9564 266
dep 0.7403 62
det 0.9177 161
discourse 0.7619 11
dislocated 0.6667 4
fixed 0.9333 8
flat 0.9655 56
iobj 0.5806 21
mark 09119 353
nmod 0.9196 1148
nsubj 0.9136 896
nsubj:pass 0.1111 15
nummod 0.9565 88
obj 0.8565 416
obl 0.8763 790
parataxis 0.4000 3
punct 0.9465 1047
root 0.9763 887
vocative 0.6667 1
xcomp 0.6440 173
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{word:/".* 5%/;cpos: VERB;morphofeatures: { VerbForm:Inf} }=word
EditNode -node word -morphofeatures Aspect=Imp|VerbForm=Inf

Figure 4: An Ssurgeon pattern for updating existing infinitives to match a new feature pattern

{morphofeatures: { Aspect!:Imp;VerbForm:Inf} }

Figure 5: A Semgrex search for features which do not match the expected Infinitive guidelines

{word:/" Lsyiu$/}=split <=edge {}
splitWord -node split -exact Uy, -exact ¢, -reln advmod:emph
-headIndex 0 -name O=adv,1=emph

editNode -node emph -pos PART -cpos PART -after “”

editNode -node adv -pos ADP -cpos ADV -remove morphofeatures
relabelNamedEdge -edge edge -reln advmod

Figure 6: A Ssurgeon pattern for splitting an incorrectly attached intensifier, then applying tags and dependencies

{} .. {}=later -- ({ }=earlier <> { }=later)
[<> ({}=attach -- { }=later) | <> ({ }=attach .. {}=earlier)]

Figure 7: A Semgrex search for finding non-projective arcs
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