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Abstract

Is the framework of Universal Dependencies
(UD) compatible with findings from linguistic
typology? To address this question, we need to
systematically review how UD represents lin-
guistic constructions in the world’s languages,
and how it handles the range of morphosyntac-
tic variation attested in linguistic typology. In
this paper, we start this review by discussing
reference and modification constructions. The
review shows that, although UD can represent
all major constructions in this area, there are a
number of cases where UD categories do not
align systematically with a typological classi-
fication of constructions, and where construc-
tional similarity is therefore not transparent
across languages. We also identify limitations
in the representation of certain morphosyntac-
tic strategies, notably indexation and linkers.
To overcome these limitations, we propose a
number of revisions that may be considered for
future versions of UD.

1 Introduction

Universal Dependencies (UD) is a framework for
morphosyntactic annotation, which is designed to
be applicable to all human languages in a way that
enables meaningful cross-linguistic comparisons
(Nivre et al., 2016, 2020; de Marneffe et al., 2021).
To find out whether UD meets these requirements,
Nivre (2025) proposes to build a constructicon for
UD based on the survey of universal construc-
tions and morphosyntactic realization strategies in
Croft (2022) and the MoCCA database of com-
parative concepts derived from it (Lorenzi et al.,
2024). In this framework, constructions are form-
function pairings defined solely in terms of their
function (hence universal), while strategies are de-
fined by the pairing of a function with some cross-
linguistically identifiable morphosyntactic form.
If we can provide a UD analysis for every com-
bination of a construction and a strategy, then we
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can assess to what extent UD systematically cap-
tures cross-linguistic similarities and differences.
In the same process, we can also gather evidence
of gaps or inconsistencies in the current UD guide-
lines, and propose improvements for future ver-
sions.! In this paper, we present a first contribution
to this project by discussing one of the most cen-
tral constructions in the world’s languages, that of
nominal phrases, or referring expressions, includ-
ing modification constructions that provide addi-
tional information about referents via their prop-
erties, their quantities, or their relations to other
objects. Reference and modification constructions
are discussed in Chapters 3—-5 of Croft (2022).

2 Reference Constructions

Referring phrases are used to pick out and identify
a referent, and they can be classified semantically
into three broad categories, illustrated with a Rus-
sian example in (1) (Croft, 2022, p. 66):

(1) jadal knig-u  Ver-e
I gave book-ACC Vera-DAT
‘I gave Vera the book’

While ja identifies its referent contextually as the
individual fulfilling the speaker role, knigu identi-
fies the referent as belonging to a certain type (the
book type), and Vere refers to a unique individual.
Given these three semantic categories, we can de-
fine three basic reference constructions: pronouns,
with contextual reference; nouns, with type refer-
ence; and proper nouns, with individual reference.

The basic reference constructions can be further
subdivided both with respect to semantic content
and information packaging. On the semantic side,
nouns are often subdivided according to (degrees
of) animacy, and pronoun systems often reflect on-
tological categories like person, thing, place, time

'An early review of UD from a typological perspective
can be found in Croft et al. (2017).
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Construction Strategy UD Annotation ‘
Pronoun Zero -
Indexation | Predicate[Features]
Word PRON/DET
Noun Word NOUN
Noun + Determiner | Affix NOUN]|Features]
Word NOUN 2% DET
Proper Noun Word ‘ PROPN ‘

Table 1: UD annotation of reference constructions and strategies. Features = indexation features.

and manner (Haspelmath, 1997). On the informa-
tion packaging side, the most important notion is
information status, which concerns the identifia-
bility and accessibility of a referent. Information
status is really a continuum, ranging from refer-
ents already mentioned in the discourse to purely
hypothetical ones, but a broad distinction can be
made between definite and indefinite referring ex-
pressions, where the defining criterion of the for-
mer is that the referent is already known to both
speaker and hearer (Croft, 2022, p. 72-99).

The basic constructions are commonly realized
on their own, as in (1), but especially (common)
nouns are often combined with other expressions
to form complex referring phrases. This often in-
volves modification constructions, which will be
discussed in Section 3, but it is also common to
combine basic reference constructions. For exam-
ple, contextual reference and type reference are of-
ten combined, as in the phrase this book, where
the demonstrative this is used to constrain the type
reference of the noun book. This combined use
of the demonstrative — as opposed to its use as a
pronoun on its own — is a subtype of the deter-
miner construction, which also includes articles.
Determiners are generally used to indicate the in-
formation status of the referent. However, while
articles only express information status, demon-
stratives in addition encodes location with respect
to the speaker and hearer (Croft, 2022, p. 73-74).
Besides determiner constructions, it is common to
combine several proper nouns, as in Susan Smith,
and to combine common and proper nouns, as in
Aunt Susan. More complex nominal phrases can
be formed via modification, as discussed below in
Section 3.

When it comes to morphosyntactic strategies,
pronouns, nouns and proper nouns are most com-
monly realized as single words, but pronouns can

also appear in reduced forms in many languages.
They may be realized as clitics, that is, as mor-
phemes that have the syntactic characteristics of a
word but depend phonologically on another word
or phrase; they may appear as affixes on the pred-
icate, a strategy known as indexation; or they may
not be phonetically realized at all, a zero strat-
egy. Determiners can be realized as affixes on the
noun or as separate words (sometimes with index-
ation of noun features such as number and gender).
In general, strategies for referring expressions can
be ranked on an accessibility scale (Givén, 1983;
Ariel, 1988, 1990), where shorter expressions are
preferred for higher accessibility referents.

How are the basic reference constructions rep-
resented in UD? Table 1 gives an overview of the
constructions and strategies described in this sec-
tion and their annotation in UD. In the following
subsections, we discuss each case in detail and
also make some observations about issues with the
current guidelines and annotation practice in UD.

2.1 Pronouns in UD

The first thing to note here is that zero pronouns
are not represented at all in UD. This is a con-
sequence of the data-driven approach of UD (and
most corpus annotation efforts), where the goal is
to assign an interpretation to overtly observable
forms, rather than to account for the realization of
a certain content. This principle, which has been
summarized in the slogan “Don’t annotate things
that are not there!” (Nivre, 2015), does have the
drawback that core arguments of a predicate are
sometimes not represented at all, but changing it
would be a major reorientation of the UD approach
to morphosyntactic annotation.

Moving on to pronouns that are realized by in-
dexation on a predicate, also known as agreement,
this is captured in the UD annotation through mor-
phological features on the predicate. However,



(a) {nsubj} (b)
f
él lo

sabe
PRON PRON VERB
Case=Acc,Nom Case=Acc  Number=Sing
Gender=Masc Gender=Masc  Person=3
Number=Sing Number=Sing
Person=3 Person=3

PronType=Prs PronType=Prs

katten jagade en mus

NOUN VERB DET NOUN

Case=Nom Definite=Ind ~ Case=Nom
Definite=Def Gender=Com  Definite=Ind
Gender=Com Number=Sing Gender=Com
Number=Sing PronType=Art Number=Sing

Figure 1: Simplified UD annotation of reference constructions: (a) pronouns, (b) nouns (with determiners).

when the indexation occurs together with an overt
pronoun, there is nothing in the representation that
links one to the other; and when there is no overt
pronoun, there is no explicit information about
which argument is being indexed. Thus, in the
Spanish example in Figure 1(a),? there is nothing
to indicate that the feature bundle [Number=Sing,
Person=3] on the verb sabe (knows) corresponds
to the specification of the subject pronoun é[ (he)
rather than the object pronoun /o (it) (which hap-
pens to have the same values for these features).
So if the subject pronoun is omitted, which is nor-
mal in Spanish if the subject is accessible in the
context and not emphasized, it may accidentally
look like Spanish has object-verb agreement. A
possible improvement in future versions of UD
could be to represent not only the features but also
the target of the indexation, which would make the
annotation more informative regardless of whether
there is an overt realization of the target or not.

When a pronoun is realized as a word, finally,
it is assigned the part-of-speech tag PRON and
further subclassified using features, as illustrated
in the Spanish example in Figure 1(a).® The fea-
ture PronType is used to distinguish major types
of pronouns (and determiners) such as demonstra-
tive, personal, interrogative, indefinite, and so on,
while features such as Case, Gender, Number, and
Person capture contrasting features within a given
pronoun paradigm.

A special case of pronouns realized as words
are clitics, which have the syntactic characteristics
of a word but depend phonologically on another

2In this and all following examples, we simplify the UD
representations by omitting (a) lemmas and (b) morphologi-
cal features that are not relevant for discussion (such as Tense
and Mood features on the verb in this example).

3Some treebanks keep the tag DET also in pronominal
uses for demonstratives regularly used as determiners, such
as all and some in English, which is currently a source of
cross-linguistic inconsistency in UD.

word or phrase, and which may therefore not be
clearly recognizable as separate words in the stan-
dard orthography of a language. A typical case
is Spanish véase, which consists of the imperative
verb form vea (see) and the reflexive pronoun se.
Cases like these are accommodated in UD through
the mechanism of multiword tokens, which allows
a single orthographic token (véase) to be treated
as two separate syntactic words in the morphosyn-
tactic annotation. However, multiword tokens are
always optional, which means that there may be
languages in UD that do not recognize all clitic
pronouns as independent words. In such cases, the
clitic will essentially be treated as an inflectional
morpheme and analyzed by means of features (as
the case of indexation discussed earlier).

2.2 Nouns and Determiners in UD

Nouns are almost always realized as independent
words. In UD they are tagged with the universal
part-of-speech tag NOUN and subclassified using
features, as illustrated in the Swedish example in
Figure 1(b). Common features for nouns include
intrinsic features such as Gender, NounClass and
Animacy, as well as inflectional features like Case,
Number and Definite.*

The Swedish example also illustrates two dif-
ferent strategies for realizing determiners. In the
subject noun phrase katt-en (cat-DEF), the definite
article is realized as an inflectional suffix, captured
in the annotation by the feature Definite=Def on
the head noun. In the object noun phrase, the in-
definite article is realized as an independent word
en, which is linked to the head noun with the syn-
tactic relation det (for determiner). The standalone
article is tagged DET and has its own set of fea-

“The occurrence of nominative case features (Case=Nom)
on both the subject and object is due to the Swedish case
system having been reduced to just two cases: nominative
and genitive.



tures, including PronType=Art and Definite=Ind,
which together distinguish indefinite articles from
other types of determiners.

The tag DET and the relation det are used not
only for articles but also for other determiners,
including demonstratives (this book), quantifiers
(all books), and sometimes possessives (ny book),
which can be problematic from a typological per-
spective. We will return to this issue in Section 3.

2.3 Proper Nouns in UD

UD has a special part-of-speech tag PROPN for
words that are primarily used as proper nouns,
such as Mary, Smith, London, and Sweden. When
several proper nouns are combined into a refer-
ring phrase, such as Mary Smith, they are tagged
PROPN and combined with the syntactic relation
flat (unless one of them is clearly distinguishable
as the syntactic head).

It should be noted that not all phrases that are
used with individual reference are analyzed in this
way in UD. Phrases like the North Sea and Gone
with the Wind, which are compositional phrases
where the head word may not even be nominal,
are annotated according to their internal syntac-
tic structure even when they are used as phrases
with individual reference. Hence, the proper noun
construction, defined as the coupling of any lin-
guistic form with the function of individual ref-
erence, is only partially captured in UD by the
part-of-speech tag PROPN. One way of improv-
ing the correspondence would be to add the feature
ExtPos=PROPN to names with internal syntactic
structure.’

3 Modification Constructions

The information packaging function of modifiers,
or attributive phrases, is to add information to help
identify the referent of a referring phrase. Croft
(2022) distinguishes six basic modification con-
structions, exemplified in (2):

(2) a. the black dog
b. five books
c. the third day
d. a pound of sugar
e. Peter’s mother
f. the man who got away
>The ExtPos feature can be used in UD to specify the part-

of-speech category that a multiword expression would get if
it were analyzed as a single word.

In (2a), black is an adjectival modifier, or simply
adjective in Croft’s terminology, which helps iden-
tify the referent of the head noun dog by adding
information about a property, in this case its color.
Besides color, adjectival modifiers commonly de-
note properties such as shape (round), age (old),
value (good), and dimension (big) (Dixon, 1977).
From an information packaging point of view, ad-
jectival modifiers are said to be subcategorizing.
Adjectival modifiers can be combined with ad-
modifiers, like very in a very big house, which
describe semantic operations on the scale denoted
by the modifier. Besides intensifiers like very, ad-
modifiers can be downtoners (a rather big house),
comparatives (a bigger house), or superlatives (the
biggest house).

The following three examples (2b—2d) instead
belong to the class of selecting modifiers, whose
information packaging function is to select an in-
stance or set of instances using information about
quantity or set membership. This is a diverse
class, where three main constructions are distin-
guished: numeral quantifiers, set-member terms,
and mensural terms (Croft, 2022, p. 109-111).
Numeral quantifiers include cardinal numerals like
five in (2b) together with a wide range of different
quantifiers like several (a vague numeral), most (a
proportional quantifier), and each (a distributive
quantifier). Set-member terms include ordinal nu-
merals like third in (2c) as well as non-numerical
terms like next, last, and other. Numeral quanti-
fiers and set-member terms both presuppose that
the head noun denotes an individuated entity. This
is not the case for mensural terms, exemplified by
the measure term a pound of in (2d) and including
a diverse set of constructions referring to contain-
ers (cup), groups (flock) or pieces (slice), among
others (Koptjevskaja-Tamm, 2001).

The next modification construction, exemplified
in (2e), is nominal modification, where the refer-
ent of the head noun is identified by its relation
to another referent, such as the kinship relation in
Peter’s mother. The number of relations that can
be invoked in this way is in principle unlimited,
but other common relations are ownership (Peter’s
car), body-part relations (Peter’s arm), and figure-
ground relations (the book on the table) (Kay and
Zimmer, 1990). From an information packaging
point of view, nominal modifiers have a situating
function, which makes them semantically similar
to the pronoun and determiner constructions dis-
cussed in Section 2.



Construction Strategy

\ UD Annotation ‘

Adjectival modifier | Simple/Indexation

amod

RE — ADIJ[Features]

Admodifier Word

ADJ 2vmed Ay

Affix

ADJ[Degree=X]

Numeral quantifier

Simple/Indexation

nummod

RE — " NUM|[Features]

nummod clf

RE —  NUM — NOUN

RE ﬂ DET|[Features]

amod

RE — ADIJ[Features]

Set-member

Simple/Indexation

amod

RE — ADIJ[Features]

Mensural quantifier | Simple

nmod

RE — NOM

Flag: Adposition

nmod case

NOM — RE — ADP

Nominal modifier

Simple/Indexation

nmod

RE — NOM|[Features]

RE ﬁ NOM]Features]

Flag: Affix

nmod

RE — NOM]Case=X]

Flag: Adposition

nmod case

RE — NOM — ADP

Compounding

RE “2%4" NoM

Table 2: UD annotation of modification constructions and strategies. RE = referring expression; NOM = nominal
(noun, proper noun or pronoun); Features = indexation features (possibly empty).

The final example in (2f) shows action modi-
fication, where the referent is being identified in
relation to an event, and its prototypical realiza-
tion in the form of a relative clause. Since subor-
dinate clauses will be the topic of a later paper, we
will not discuss action modification further in this
paper, except to note that the relative clause con-
struction can sometimes be recruited for property
modification as an alternative to adjectival modifi-
cation (Croft, 2022, pp. 113-114).%

The morphosyntactic strategies of modification
constructions can be divided into four main types
Croft (2022, pp. 114-138):

* Simple: The modifier is combined with the
referring expression without any additional
element; the modifier may be realized as
an independent word (juxtaposition), through
compounding or affixation. Juxtaposition is
exemplified in the English examples (2a—c),
where the adjective black, the cardinal nu-
meral five, and the ordinal numeral third are
all placed next to the head noun without any
additional element.

¢ Relational: The combination involves a third
®Recruitment occurs when one construction borrows the

morphosyntactic form of another (usually more prototypical)
construction (Croft, 2022, p. 53-58).

element — a flag — that encodes the seman-
tic relation between referent and modifier
(Malchukov et al., 2010); the flag may be re-
alized as an independent word (adposition)
or as an affix (case marker). The former is
exemplified by the preposition de in French
la mere de Pierre (Pierre’s mother), the latter
by the genitive case inflection in Latin mater
Petri (Petrus’s mother); cf. Figure 4(a-b).

¢ Indexical: The combination involves a third

element — an index — encoding features of
the referent (such as person, number or gen-
der/class) (Croft, 2003). Indices are most
commonly realized as affixes, as in French
chien noir (black dog), where the inflectional
form of the adjective noir indicates the gen-
der (masculine) and number (singular) of the
noun; cf. Figure 2(a). A special case of the
indexical strategy is the classifier strategy,
commonly found with numerals, as in Chrau
du tong aq (one crossbow), where the clas-
sifier tong (for long objects) is required with
the numeral du (one) and the noun ag (cross-
bow) (Thomas, 1971).

e Linker: The combination involves a third el-

ement — a linker — invariant with respect to
the features characteristic of flags and indices



(@) (b)
det

le chien noir un
DET NOUN ADJ DET
Gender=Masc Gender=Masc Gender=Masc

Number=Sing Number=Sing Number=Sing

Gender=Masc Gender=Masc

Number=Sing Number=Sing

©

chien plus grand a Dbigger dog
NOUN ADV  ADJ DET ADJ NOUN
Gender=Masc Degree=Cmp

Number=Sing

Figure 2: UD annotation of adjectival modifiers: (a—b) with indexation, (b—c) with admodifier.

(that is, it neither indicates a specific seman-
tic relation nor encodes referent features). A
typical example is Persian db-e garm (hot
water), where the linker e appears with the
nominal @b (water) and the adjectival mod-
ifier garm (hot) but does not contrast with
any other morpheme used to relate these con-
struction elements to each other.

As discussed above, modifiers can furthermore be
accompanied by admodifiers, which can be real-
ized as independent words or affixes.

How does UD represent the different modifica-
tion constructions and strategies? In Table 2, we
give a schematic overview of the most important
cases to be discussed in following subsections.

3.1 Adjectives and Admodifiers in UD

Adjectival modifiers are normally realized as inde-
pendent words, which are analyzed in UD by at-
taching them to their nominal head with the amod
relation and assigning them the part-of-speech tag
ADJ. In an English example like the black dog,
this is a simple juxtaposition strategy, as there is
no additional word or morpheme mediating the
relation. However, adjectives are also commonly
found with the indexation strategy, where the ad-
jective inflects to agree with the nominal head with
respect to features such as gender and number, as
illustrated for the corresponding French example
le chien noir (the black dog) in Figure 2(a). In the
latter case, the UD annotation combines the amod
relation and the ADJ tag with morphological fea-
tures on the adjective. As noted in Section 2.1,
nothing in the annotation indicates that this is in-
dexation, as opposed to the adjective and noun ac-
cidentally having identical features values for gen-
der and number, but this is less problematic here
because there is only one candidate controller.
Admodifiers realized as independent words are
linked to their adjectival modifier heads with the
advmod relation and are normally assigned the
part-of-speech tag ADV, as shown for the French

example un chien plus grand (a bigger dog) in Fig-
ure 2(b). Admodifiers realized as affixes are in-
stead captured by morphological features on the
adjective, as seen in the English example a bigger
dog in Figure 2(c), where the adjective bigger is
assigned the feature Degree=Cmp. It is worth not-
ing that, while the features used for inflectional ad-
modifiers are quite specific, the use of the advmod
relation lumps the independent word admodifiers
together with a very large and diverse group of
expressions, including manner adverbials as well
as temporal and locative expressions, among other
things.

3.2 Selecting Modifiers in UD

While the annotation of adjectival modifiers in
UD appears straightforward, the situation is more
complex for the group of selecting modifier con-
structions. Starting with numeral quantifiers, UD
clearly distinguishes cardinal numerals, which are
annotated with the nummod relation and the part-
of-speech tag NUM, categories that are not used
for any other construction. This is illustrated
for the Swedish example fem bocker (five books)
in Figure 3(a). Other numeral quantifiers, like
many and all, should according to the guidelines
be annotated as determiners (with the der rela-
tion and the tag DET), like the Swedish example
alla bocker (all books) in Figure 3(b). In prac-
tice, however, they are sometimes annotated as ad-
jectival modifiers (with the amod relation and the
tag ADJ), like the Swedish example mdnga bocker
(many books) in Figure 3(c).” Numeral quantifiers
can also be realized using the classifier strategy,
in which the numeral (or determiner) is combined
with a special classifying element (often histori-
cally a noun and tagged as such in UD), as shown
schematically in Table 2.

Set-member terms include ordinal numerals,
which in UD are not analyzed using the num-

A similar variation between DET and AD]J is found also

in other languages, such as English (all/ = DET, many = ADJ)
and French (plusieurs = DET, tous = ADJ).



(a) (b)

fem
NUM
NumType=Card

alla
DET

bocker
NOUN

(d) det ©)
den tredje dagen ett
DET NOUN ADJ

NumType=Ord

Number=Plur Number=Plur

kilo
DET NOUN NOUN

(c)

bocker
NOUN

manga  bocker
ADJ NOUN

Number=Plur Number=Plur

0
=

a pound of sugar
DET NOUN ADP NOUN

socker

Figure 3: UD annotation of selecting modifiers: (a—c) numeral quantifier, (d) set member, (e—f) mensural quantifier.

mod relation and NUM tag reserved for cardinal
numerals. Instead, they are analyzed as adjecti-
val modifiers, as shown for the Swedish example
den tredje boken (the third book) in Figure 3(d).
The same analysis is used for non-numerical terms
like next, last, and other, although we suspect that
some of the more pronoun-like cases may be ana-
lyzed as determiners in some treebanks.

Mensural quantifiers are the construction type
that causes the most problems for UD, because
some of its strategies give rise to a mismatch be-
tween the syntactic and semantic head. The men-
sural part of this construction is typically realized
as a nominal phrase, such as a pound or a bottle.
When this is combined with the referring nomi-
nal using simple juxtaposition, as in the Swedish
example ett kilo socker (a kilo of sugar) in Fig-
ure 3(e), the mensural part (ett kilo) can be an-
alyzed as a modifier, linked to its head (socker)
with the nmod relation, in which case the syntactic
and semantic heads coincide. However, when the
combination of the two parts involves an adposi-
tion, as in the English example a pound of sugar in
Figure 3(f), the UD guidelines give priority to the
grammatical form, which indicates that the men-
sural part is the syntactic head. As a result, we
fail to capture the common construction in the two
languages and end up with nmod relations going
in opposite directions.

To arrive at a more transparent annotation of
constructions and strategies, future versions of
UD should consider some revisions of the anno-
tation guidelines. Since the current distinction be-
tween det, amod, and nummod does not align well
with comparative concepts from linguistic typol-
ogy, these relations can be replaced by a general
mod relation.® More specific constructions can be

8This change has been made in Surface Syntactic Univer-
sal Dependencies (SUD) (Gerdes et al., 2018, 2019, 2021).

distinguished using part-of-speech tags, where we
suggest restricting DET to demonstratives and ar-
ticles, keeping ADJ for property words, and re-
placing NUM by a broader QNT category that in-
cludes quantifiers and set-member terms. If part-
of-speech tags are not specific enough, syntactic
subtypes may be used as well. In addition, we pro-
pose a new relation admod for the admodifier con-
struction, which is distinct from other construc-
tions currently covered by the advmod relation.

For mensural quantifiers, we advocate an anal-
ysis that consistently treats the measured noun as
the head, as in the Swedish example in Figure 4(e).
This can be seen as a construction-oriented analy-
sis, where syntactic relations are aligned to capture
constructional similarity whenever possible, as op-
posed to a strategy-oriented analysis, where prior-
ity is given to similarities in strategies. To resolve
the apparent conflict between form and function in
cases like the English example in Figure 4(f), we
propose to analyze this as a linker strategy rather
than a case marking strategy.

3.3 Nominal Modifiers in UD

Nominal modifiers are typically realized as nomi-
nal phrases, headed by a pronoun, noun or proper
noun. With a few exceptions to be discussed
shortly, they are analyzed in UD by attaching
them to their nominal head with the nmod relation.
Nominal modifiers are often realized using a rela-
tional strategy, with a flag that can take the form
of an adposition, as in the French example /la mere
de Pierre (Pierre’s mother) in Figure 4(a), or an
affix, as in the Latin example mater Petri (Petrus’s
mother) in Figure 4(b). In the former case, the flag
is attached to the nominal modifier with the case
relation; in the latter, it is represented by a Case
feature on the modifier.

There are two exceptions to the rule that nom-



(a) (b) ()
e
la mere de Pierre mater Petri sa mere
DET NOUN ADP PROPN NOUN PROPN DET NOUN
Case=Nom Case=Gen Gender=Fem Gender=Fem
Number=Sing Number=Sing

Number[Psor]=Sing

Person[Psor]=3

Figure 4: UD annotation of nominal modifiers.

inal modifiers are analyzed as an instance of the
nmod relation. The first concerns possessive pro-
nouns, as in the French example sa mere (his/her
mother) in Figure 4(c). Possessive pronouns al-
ternate with full nominal phrases to express nom-
inal modification, so from a constructional point
of view it makes sense to subsume them under the
nmod relations. In many languages, however, they
resemble determiners with respect to word order
and/or indexation. The UD guidelines therefore
currently allow possessives to be analyzed either
as nominal modifiers (with the nmod relation) or
as determiners (with the det relation).” We pro-
pose to use nmod consistently to capture construc-
tional parallelism across languages. More gener-
ally, we think strategy-oriented relations should
be restricted to strategies realized as independent
function words, such as adposition flags, while re-
lations between construction elements should be
construction-oriented, as discussed above in con-
nection with mensural classifiers.

The second exception is found in nominal modi-
fiers that are realized with a compounding strategy,
such as the English iron pipe, where the UD anno-
tation prioritizes the information that the two com-
ponents form a word, rather than a phrase, and at-
taches the modifier to the head with the compound
relation. This highlights a more general issue in
UD annotation, where construction-oriented rela-
tion types like nmod and strategy-oriented relation
types like compound can come into conflict be-
cause the UD representation only allows one type
for each syntactic relation. In line with the princi-
ple of prioritizing construction-oriented relations
between construction elements, we propose to use
nmod instead of compound for this kind of nomi-
nal modification. We are aware that this will blur

°As it happens, the French UD treebanks prefer the det
analysis, while the English and Swedish UD treebanks use
nmod instead, a discrepancy that does not appear to be moti-
vated by the linguistic facts.

the distinction between compounding and phrasal
modification, but we think this can be remedied
using features or subtyping.'”

One final observation concerning nominal mod-
ification is that it is unclear how the linker strategy
should be annotated in UD. If the linker is realized
as an affix, a morphological feature can be added
to its head, but if it is realized as an independent
word, it seems the best we can do currently is to
lump linkers and flags together under the case re-
lation.!! For future versions of UD, we therefore
propose a new relation /nk, which can be used to-
gether with the tag PART to annotate linkers.

4 Discussion

While our review has shown that the UD annota-
tion framework can represent all the major con-
structions and strategies for reference and modi-
fication discussed in Croft (2022), we have also
seen that the correspondence between compara-
tive concepts and elements of the UD annotation
is quite complex. Of course, UD has developed
without an explicit aim to represent constructions,
let alone distinguish strategies for those construc-
tions across languages. Nevertheless, our review
reveals ways in which UD can capture properties
of constructions and strategies, using a combina-
tion of syntactic relations and part-of-speech tags.

First, some, perhaps most, of the syntactic rela-
tions closely match the major information packag-
ing constructions described in Croft (2022), albeit
subdivided. For the constructions reviewed here,
the main information packaging constructions are
modification and admodification. Our suggestions

1Tt is worth noting in this context that the analysis of com-
pounds in UD is not consistent across languages because of
differences in orthography. Thus, the Swedish equivalent of
iron pipe, jarnror, is currently not analyzed as a compound at
all, because it is written as a single orthographic token.

"In UD v2.15, the Tagalog-Ugnayan and Cebuano-GJA
treebanks use the mark relation for linkers that occur with

nominal and adjectival modifiers, which is surprising given
that the linkers do not mark relations between clauses.



for future revisions of the relations, specifically
distinguishing admod from advmod and having a
single mod relation replacing det, amod and num-
mod, increases this parallelism. Naturally, there
will be some mismatches between construction
function and morphosyntactic form, but we as-
sume that these are relatively infrequent compared
to the general matching of form and function. An-
other suggestion of ours that makes UD relations
more closely match constructions is for a uniform
representation of mensural constructions such that
the measured noun is the head, which is facilitated
by analyzing the etymological adposition in the
pseudo-partitive strategy as a linker, not a flag.

Second, some of the part-of-speech categories
are close to semantic categories. For example,
NUM describes the semantic category of numer-
als; in fact, in many languages (most famously
Russian), different numerals use different modi-
fication constructions. The categories NOUN,
PROPN and PRON parallel the distinction be-
tween type reference, individual reference, and
contextual reference. Modification is character-
ized by a similar information packaging function
carried out by different semantic categories of
modifiers. Our narrowing of DET to articles and
demonstratives, and introducing the new tag QNT,
again increases this parallelism.

Third, UD must represent independent words
that form part of certain strategies (also known
as “function words”), since they are part of mor-
phosyntax. This is currently done using syntactic
relations, part-of-speech tags, or both. For a better
treatment of modification, we suggest a new Ink
relation, distinct from case, to handle the gram-
maticalized function word in the pseudo-partitive
strategy for mensural constructions, as well as in
certain genitive and other modification construc-
tions. The linker itself is assigned the tag PART, a
tag that is used for function words in a variety of
strategies.

5 Conclusion

In this paper, we have taken a first step towards a
constructicon for UD, in the sense of Nivre (2025),
by reviewing the way UD annotates constructions
and strategies for reference and modification, fol-
lowing the taxonomy of Croft (2022). The con-
structicon is shown in Tables 1 and 2, where we
outline how these constructions and strategies are
currently annotated according to the UD guide-

lines. (In passing, we have also remarked on a few
inconsistencies in the way that these guidelines are
applied across languages.) On the positive side,
we have found that UD can represent almost all
constructions and strategies discussed in the sur-
vey. On the negative side, we have found that UD
categories do not always align systematically with
comparative concepts from typology, that there is
sometimes a conflict between annotating elements
of constructions and strategies, respectively, and
that some strategies are not well captured in the
UD framework.

In some cases, we have made concrete pro-
posals for future revisions of UD, revisions that
would improve the correspondence between UD
categories and comparative concepts. It is worth
clarifying that these revisions are incompatible
with the current version of the UD guidelines (v2),
since they involve changes to the set of syntac-
tic relations and part-of-speech tags, which means
that they could only be considered for v3 of the
guidelines. Moreover, these proposals need to
be evaluated also from other perspectives, since
UD is designed as “a very subtle compromise be-
tween a number of competing criteria” (de Marn-
effe et al., 2021, p. 302) and should be suitable
for language-specific analysis as well as typolog-
ical language comparison, and should be accessi-
ble to non-experts and suitable for processing by
computers. Finally, the discussion needs to be in-
formed by a more comprehensive review of the
UD framework, covering all major types of con-
structions and strategies. It is our goal to continue
this review in a series of future publications.
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