
Proceedings of the 1st Workshop for Research on Agent Language Models (REALM 2025), pages 80–88
July 31, 2025 ©2025 Association for Computational Linguistics

AID-Agent: An LLM-Agent for Advanced Extraction
and Integration of Documents

Bin Li, Jannis Conen, Felix Aller
cbs Corporate Business Solutions, Heidelberg Germany

{bin.li, jannis.conen, felix.aller}@cbs-consulting.de

Abstract

Extracting structured information from com-
plex unstructured documents is an essential but
challenging task in today’s industrial applica-
tions. Complex document content, e.g., irreg-
ular table layout, and cross-referencing, can
lead to unexpected failures in classical extrac-
tors based on Optical Character Recognition
(OCR) or Large Language Models (LLMs). In
this paper, we propose the AID-agent frame-
work that synergistically integrates OCR with
LLMs to enhance text processing capabilities.
Specifically, the AID-agent maintains a cus-
tomizable toolset, which not only provides ex-
ternal processing tools for complex documents
but also enables customization for domain and
task-specific tool requirements. In the empir-
ical validation on a real-world use case, the
proposed AID-agent demonstrates superior per-
formance compared to conventional OCR and
LLM-based approaches.

1 Introduction

Automatic extraction and integration of document
information is an essential task for digitalization.
Unstructured data in PDF documents are tradition-
ally manually extracted and integrated into a struc-
tured schema. The development of advanced OCR
techniques leverages the automation of machine
extractions in many scenarios; nevertheless, the in-
formation recognized by OCR engines remains at
a synthetic and symbolic level, which leads to mas-
sive failures in complex documents, where the tar-
get information is not explicitly extractable. Even
some commercial tools (e.g., Azure Document In-
telligence 1, Google Document AI 2) achieve supe-
rior OCR performance on general-purpose tasks,
they may still fail when applied to domain-specific
and complex documents.

1https://azure.microsoft.com/en-us/products/
ai-services/ai-document-intelligence

2https://cloud.google.com/document-ai

Recently, multi-modal LLMs support directly
prompting PDF documents as images and extract-
ing information in a question-answering fashion.
However, two major challenges hinder the usage
of such models at scale. Firstly, a complex doc-
ument usually contains unstructured information
(e.g., irregular table structure) or cross-references
within the document, meaning that feeding the
OCR-parsed text into an LLM often leads to subop-
timal results. Although multimodal LLMs can in-
corporate layout information and prompt long con-
text, at the current stage, they still result in a signif-
icant cost overhead than classical approaches. It is
especially inefficient for long documents, where the
relevant information only lies on a few pages. Sec-
ondly, despite recent advances in the long-context
feature of LLMs, holistically resolving target infor-
mation from multiple spots in complex documents
is still a challenging task. Furthermore, in some
domain-specific tasks, extracting professional enti-
ties is also beyond the capability of general-purpose
LLMs, e.g., pictograms, chemical compositions,
and technical abbreviations.

To this end, we propose using LLM-based agents
to handle the extraction of complex documents,
where external tools with centralized scheduling ef-
ficiently optimize the extraction process. Agent AI
systems enable AI models to solve complex tasks
independently. Specifically empowered by recent
LLMs, LLM-agents have shown superior capabil-
ity in several application domains (Durante et al.,
2024), e.g., gaming, robotics, and NLP. However,
in the document information extraction domain,
the research is still underexplored. A desired LLM-
agent is supposed to extract document information
and integrate it into the target schema in an end-
to-end fashion. Task decomposition, reasoning,
and scheduling are key abilities in this scenario.
General and task-specific tools can accelerate the
effective extraction procedure. Finally, an internal
validator should ensure consistency and validity
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based on available knowledge, in either a zero-shot
or a few-shot setting.

In this paper, we propose the AID-agent (Ad-
vanced Integration of Documents-Agent), an LLM-
agent specialized in complex document informa-
tion extraction. Our contribution can be summa-
rized as follows:

• we present the architecture of AID-agent for
complex document extraction and integration,

• we introduce multiple general and task-
specific external tools that facilitate the agent
processing capability,

• we explore potential improvement possibil-
ities in training the AID-agent scheduling
strategy and enabling full-automatic agent
decision-making.

2 Related work

2.1 Agentic approaches

A few recent works focus on building static work-
flows or dynamic agent systems using LLMs for
document extraction tasks. Wiest et al. (Wiest et al.,
2024) propose LLM-AIx, an LLM-based pipeline
for unstructured medical extraction, where LLM
extraction is processed with static evaluation mod-
ules. Instead of extracting information to a prede-
fined schema, Musumeci et al. (Musumeci et al.,
2024) utilize a multi-agent system to generate a
desired document, in which the agents can com-
municate with each other on the current require-
ment. Luo et al. (Luo et al., 2024) decompose
the conventional extraction workflow into three
agents, schema agent, extraction agent, and reflec-
tion agent. Jiao et al. (Jiao et al., 2024) propose an
agent framework with multiple data science tools
for the extraction of structured tables. Despite ex-
isting work on agent-based document extraction,
dealing with complex documents remains to be
explored.

2.2 Non-agentic approaches

Several document extraction works have already
adopted a single LLM with certain prompting in
their solution frameworks. However, without the
agentic style reasoning and executing external tools,
the quality of such approaches is limited to the
LLM’s capability and prompting. Perot (Perot et al.,
2024) et al. proposed LMDX, which utilizes the
OCR-parsed text and their spatial position for the

extraction and localization of information. They
apply a chunking step to fit long context into the
LLM input, however, the model is not optimized
toward complex information like cross-references.
Fornasiere et al. employ LLM for medical doc-
ument extraction. Specifically, they proposed a
timeline-fashion extraction, where the LLM can
extract a sequence of documents corresponding
to a patient’s clinical history. Furthermore, there
are several works on LLM-based structured docu-
ment extraction. For instance, entity linking from
scientific tables (Oshima et al., 2024) and Text-to-
SQL (Tai et al., 2023). In our problem setting, we
aim to make use of LLMs as the core engine of
processing both structured and unstructured doc-
uments and embed them in an agent system for
efficient scheduling and reasoning.

3 AID-agent

In this section, we introduce the proposed AID-
agent, i.e., an LLM-agent for advanced extraction
and integration of documents. The architecture of
AID-agent is visualized in Figure 1.

The AID-agent is designed to process complex
document extraction tasks end-to-end. It accepts
PDF documents and the target extraction schema in
JSON format as inputs and outputs the filled JSON
schema after extraction. Internally, AID-agent con-
sists of three major components, an executor, a tool
pool, and a validator.

The executor is implemented using an LLM,
which is responsible for task decomposition,
scheduling, and tool calling. This can be imple-
mented, for example, using the ReAct (Yao et al.,
2022) framework for efficient reasoning and action.

The tool pool comprises a set of external tools for
the executor. Depending on the document property,
the executor automatically selects tools to solve
the extraction task. In the current stage, the auto-
matic tool selection is based on the initial prompt,
tool description as well as validator feedback. Ul-
timately, we aim to train the executor using rein-
forcement learning for an optimal tool selection,
refer to Section 5 for more discussion. Aiming at
complex documents that lead to failures of naive
LLM-based approaches, we introduce three general
tools in our tool pool. The table resolver organizes
all structured tables in the document, which enables
retrieving tabular information in an SQL-fashion.
The reference resolver targets cross-referenced in-
formation in the document and integrates multi-
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Figure 1: AID-agent architecture

ple information sources in the document to gen-
erate the final answer. It is implemented using
keyword matching and semantic embedding com-
parison. Both table resolver and reference resolver
return the retrieved relevant information back to
the executor for the LLM-based extraction. For
certain documents with irregular and unstructured
content, e.g., irregular tables with attached text
descriptions, the vision analysis tool provides a
powerful option to identify the bounding box of the
target document area and use the vision language
model (VLM) for the extraction. Since only irreg-
ular, complex parts of the document are extracted
using VLM, we limit the expense as much as possi-
ble. Finally, for domain- and task-specific demands,
we also leave a standard interface in the tool pool
for customized tools, where specific professional
tools can be implemented to leverage the LLM-
extraction, e.g., chemical composition translator,
and pictogram checklist. In the few-shot setting, a
few extraction examples or domain expert guidance
can also be included as a customized tool, which
provides additional knowledge and regulation for
the extraction.

Lastly, the validator interacts with the executor
and provides an assessment of the current extrac-
tion quality, which will guide the tool selection ac-
tion in the next iteration. A rule-based function val-
idates compatibility of extraction formatting w.r.t.
the target schema. Furthermore, the consistency
among similar extraction fields is ensured by us-
ing regular expressions. Given the target schema
and the current extraction, we also use LLM-as-
a-judge to generate feedback to indicate possible

improvements for the executor. Once all fields are
extracted (missing fields marked as None), or the
agent reaches the predefined maximum iterations,
the extraction procedure terminates.

4 Case study

We present a case study of applying the AID-agent
on technical report documents from our industrial
partner. Specifically, the goal is to extract metadata
of the supplier information and chemical composi-
tions of materials from each document. A toy exam-
ple of the procedue is demonstrated in Appendix A.
We have collected 44 manually labeled PDF doc-
uments for evaluation. The major challenges are
that different suppliers organize the document in
different layouts, and the information is presented
in irregular table structures, causing classical OCR
and table detection techniques to fail. Furthermore,
the target chemical composition volume number
is usually surrounded by confusing items, like the
common volume range, which makes it not trivial
to extract without proper row and column headers
in the tables.

We include a domain expert knowledge tool to
provide extra knowledge for the agent. The tool
loads a file that contains field types and allowed
data formats. Additionally, we introduce a table
extraction tool, which resolves and reconstructs the
table structure from the OCR-parsed text. Specifi-
cally, it supports the LLM to understand table struc-
ture by analyzing the row and column alignment
and incorporating the table cell coordinates.

The PDF documents passed to the agent are
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Model Accuracy Precision Recall F1-Score

Baseline 0.767 ± 0.242 0.807 ± 0.248 0.897 ± 0.209 0.839 ± 0.224

w/o table extractor 0.794 ± 0.185 0.842 ± 0.189 0.911 ± 0.152 0.869 ± 0.165
w/o VLM 0.800 ± 0.198 0.868 ± 0.169 0.889 ± 0.193 0.870 ± 0.174
w/o validator 0.824 ± 0.204 0.875 ± 0.207 0.893 ± 0.206 0.882 ± 0.203

AID-agent (gpt-4o-mini) 0.673 ± 0.211 0.786 ± 0.193 0.788 ± 0.193 0.782 ± 0.187
AID-agent (gpt-4o) 0.867 ± 0.093 0.916 ± 0.082 0.941 ± 0.058 0.926 ± 0.059

Table 1: Performance and ablation study

firstly parsed into text and layout information us-
ing the Azure Document Intelligence API. Specif-
ically, we introduce line-entity, which organizes
each OCR-identified content block as an entity
line-wise. Each line-entity is represented by
{Content |PageNum |Coordinate |
ContentType}.The content type includes text, ti-
tle, image, and table. Specifically for tables, we ap-
pend {TableNum |RowNum |ColumnNum}.
With this, we include all necessary information
from the OCR result, while consuming significantly
fewer tokens in the prompt compared to classical
markdown or JSON representations.

As evaluation metrics, we employ accuracy, pre-
cision, recall, and F1-score, while true positive is
the number of correct extracted fields, false posi-
tive is the number of mistaken but non-empty fields
and false negative is the number of mistaken empty
fields. We evaluate the metrics per document and
report the overall average and standard deviation.
Furthermore, in order to assess the effectiveness of
tools employed by the agent, we also conduct mul-
tiple ablation studies that exclude one tool at a time,
as well as replace the standard GPT-4o model with
GPT-4o-mini model as the base model. And we in-
clude "OCR+LLM" as a baseline solution where no
additional tool is available. The evaluation results
are summarized in Table 1.

Generally, the AID-agent with complete tool ac-
cess performs the best. With a 0.926 F1-score, the
agent is able to extract the majority of desired in-
formation. The reasons for a few representative
mistakes are poor OCR recognition, misalignment
of complex tables, and integration of multiple ex-
traction versions. Since we did not include any
treatment to rotated content, the performance on
one 90◦-rotated document is significantly lower
than others, even feeding the cropped image to the
VLM did not improve the result.

From the various ablation studies, we deter-

mined the necessity of the toolset we designed.
Leaving out any of the tools will result in decreased
performance. The most significant performance
degradation is caused by replacing the base LLM
from GPT-4o to GPT-4o-mini. This result indicates
that the necessary information is included either in
the OCR-parsed text or the cropped images, and
a sub-optimal LLM or VLM can misuse it in the
agent inference process.

5 Discussion

In this paper, we have introduced the AID-agent
for complex document extraction and integration.
Multiple tools and the validator support efficient
reasoning and action of the executor during pro-
cessing. The customizable tool pool also enables
extensive extension flexibility for use case-specific
challenges. Compared to classical LLM-based doc-
ument extraction, which requires enormous effort
in prompting engineering, the prompts used by the
AID-agent executor and tools are reusable, while
task-specific information can be included as a tool.

The major improvement we are trying to bring to
the AID-agent is the optimization of tool schedul-
ing. At the current stage, the executor applies rea-
soning and action steps based on the extraction task
in the prompts and tool descriptions. The LLM of
the agent executor makes the scheduling using all
textual information within the agent. In the future,
we aim to train the executor using a few-shot rein-
forcement learning approach. Specifically, with la-
beled samples, the executor is supposed to optimize
the order of tool calls to minimize the time and
API-call costs. For instance, directly reading se-
lectable PDFs is more time-efficient than OCR, and
text-based LLM extraction is more cost-efficient
than image-based VLM extraction. These can be
regularized as a reward function.

At the current stage, we have conducted a case
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study using a limited set of proprietary PDF doc-
uments from a single domain. As a next step, we
plan to evaluate the AID-agent on various public
benchmark datasets, such as BIGDOCS (Rodriguez
et al., 2025). Our primary focus is to facilitate
the automation of industrial document processing
tasks, including invoices, purchase orders, and de-
livery notes. Furthermore, we aim to conduct com-
parative studies with recent document extraction
models. Specifically, we intend to compare AID-
agent with pipeline-based extraction tools (e.g.,
MinerU (Wang et al., 2024), Docling (Livathinos
et al., 2025)) that perform step-by-step process-
ing—from layout analysis and OCR to text inte-
gration—as well as with end-to-end VLMs (e.g.,
GOT-OCR (Wei et al., 2024), SmolDocling (Nas-
sar et al., 2025)) that directly produce structured
outputs from input documents. Finally, we also
consider leveraging state-of-the-art LLMs, such as
Qwen (Yang et al., 2025) and LLaMA (Touvron
et al., 2023), as potential backbones for AID-agent.
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A Appendix

A conversational example of AID-agent

User: Extract following schema from the document ./demo.pdf
SCHEMA:

{
"materialNumber ": null ,
"batchNumber ": null ,
"chemicalComposition ": {

"C": null ,
"SI": null ,
"P": null

}
}

Agent Thinking: I need to extract the required information from the specified PDF document and
utilize the external knowledge to enhance the extraction process. I will start by loading the external
knowledge to understand the expected fields better.

Agent Action: load_external_knowledge

Observation:
materialNumber: ^[A-Za-z0-9\-/]+$
batchNumber: ^\d+$
chemicalComposition: {^\d+(\.\d+)?$}

Agent Thinking: I now need to parse the PDF document to extract the relevant information
according to the schema provided.

Agent Action: parse_pdf

Observation:

ID Content Page Coordinates OCR conf. Type
0 Material number 1 1017.223,43.394 0.996 text
...
50 C 1 1186.075,466.136 0.935 table 0 0 0
51 SI 1 1595.405,465.859 0.997 table 0 0 1
52 P 1 2004.103,465.981 0.843 table 0 0 2
53 0.2 1 1185.976,503.339 0.892 table 0 1 0
54 > 0,<0.5 1 1595.342,503.972 0.601 table 0 1 1
...
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Agent Thinking: Based on the provided text, the SCHEMA can be filled as follows:

{
"materialNumber ": 99 -001002/003/A,
"batchNumber ": null ,
"chemicalComposition ": {

"C": 0.2,
"SI": >0, <0.5,
"P": 0.1

}
}

Agent Action: validator

Agent Thinking: The validator has flagged the “chemicalComposition.SI” field due to format
conflict with external knowledge. I’ll re-run the extraction using the “vision_analysis” on the
cropped areas where the chemical composition is likely to be found, as this may help in retrieving
more accurate numeric values.

Agent Action: vision_analysis

Observation Based on the provided images, the SCHEMA can be filled as follows:

{
"materialNumber ": 99 -001002/003/A,
"batchNumber ": null ,
"chemicalComposition ": {

"C": 0.2,
"SI": 0.25,
"P": 0.1

}
}

Agent Thinking: I now have refined values for the extracted fields. The new extraction results
are more consistent, particularly for the “chemicalComposition” field, which now contains only
numeric values as expected.
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Final Answer:

{
"materialNumber ": 99 -001002/003/A,
"batchNumber ": null ,
"chemicalComposition ": {

"C": 0.2,
"SI": 0.25,
"P": 0.1

}
}
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