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Abstract 

This paper examines the differences in the 

robustness of syntactic dependency 

structures in written English produced by 

learners of varying proficiency levels and 

by native English speakers. The robustness 

of these dependency structures is 

represented by their degree centralities, and 

corpus-based investigation revealed that 

learners with higher proficiency levels tend 

to produce sentences with lower degree 

centralities. This means that they produce 

more robust, and more embedded sentences. 

It is also revealed that the sentences 

produced by native speakers of English 

tend to produce more embedded sentences 

than non-native speakers. 

1 Introduction 

The aim of this paper is to examine the differences 

in the robustness of syntactic dependency 

structures in written English produced by learners 

of varying proficiency levels and by native English 

speakers.  

Structural properties of sentences have been 

explored in the field of second language acquisition 

(SLA) using a variety of metrics such as word per 

sentence or type-token ratio with the cover term of 

sentence complexity (e.g., Bardovi-Harlig 1992, 

Brown 1973, Ellis and Yuan 2005, Hunt 1965, 

Michel et al. 2007, Norris and Ortega 2009, Ortega 

2003, Robinson 2007, Scarborough 1990, Scott 

1988, Skehan and Foster, 2005, Wolf-Quintero et 

al. 1998). The basic tenet behind them is that the 

proficiency levels of learners can be represented by 

these metrics. In other words, it is expected that 

these metrics increase in proportion to the 

advancement of learners’ proficiency levels. For 

example, Wolfe-Quintero et al. (1998) pointed out 

that depth of clauses in the sentences produced by 

leaners of English increases in proportion to their 

proficiency levels, hence depth of clauses can 

function as a measure of sentence complexity. 

Sentence complexity should not be regarded as 

a single independent variable, but as a dependent 

variable that can be represented by multiple 

variables (depth of clauses is one of them). In this 

context, it is essential to address these variables 

related to sentence complexity individually rather 

than treating them collectively and indiscriminately. 

By focusing on each factor in turn, we can 

understand the structural characteristics of the 

sentences produced by speakers/writers with 

certain attributes (e.g., native/non-native, 

beginners/intermediate/advanced, non-native with 

different backgrounds) more objectively. 

This paper introduces the robustness of 

dependency structures as one of these variables 

related to sentence complexity. Specifically, I adopt 

degree centrality of the dependency structure of a 

sentence as a metric to measure its robustness. By 

modeling the dependency structures of English 

sentences in a corpus—organized by learners’ 

proficiency levels—as graphs, I compute their 

degree centralities and investigate whether the 

distribution of these values reflects the learners’ 

proficiency levels.  

This paper is organized as follows: Section 2 

summarizes the idea of dependency structures as 

graphs and their degree centralities, and explains 

the relationship between degree centralities of 

dependency structures and their robustness. In 

Section 3, previous studies are briefly reviewed to 

point out their drawbacks. Section 4 describes this 

study of degree centralities of English sentences in 

a large-scale learner corpus, which is followed by 

discussions in Section 5. Section 6 concludes this 

paper. 

Degree centrality as a measure of robustness of dependency structures  

of the sentences in a large-scale learner corpus of English 
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2 Dependency trees as graphs 

In network analysis, a graph consists of a collection 

of nodes and a set of edges linking these nodes 

(Freeman, 1978; Wasserman & Faust, 1994). In 

this context, the degree of a node is determined by 

the number of edges connected to it. Previous 

research (Oya, 2010, 2013, and 2014) has posited 

that the dependency tree (or structure) of a sentence 

can be conceptualized as a graph. More specifically, 

within a dependency tree, words function as nodes, 

while their dependency relationships are 

represented as edges, and the degree of a word is 

the number of other words depending on it and the 

word which it depends on. For example, an English 

sentence “I have written this article” has the 

dependency structure in the format of Universal 

Dependencies (de Marneffe et al. 2021, Zeman et 

al. 2017) in Figure 1. The degree of the word 

“written” is four, because it depends on “root,” and 

three words depend on it. 

Graph theory establishes a variety of metrics that 

quantify the structural characteristics of graphs. If 

the dependency tree of a sentence is considered a 

specific type of graph, these metrics can be utilized 

to analyze its structural properties systematically. 

This approach enables a more objective and 

scientifically rigorous examination of its structure, 

as opposed to relying solely on intuitive 

interpretations. Based on this premise, Oya (2010) 

applied degree centrality (Freeman 1978; 

Wasserman & Faust 1994) as a metric to assess the 

complexity of dependency trees in English 

sentences (yet the use of the word “complexity” is 

rather problematic; discussed later). 

Degree centrality is a type of index that indicates 

the significance of a given node within a specific 

graph. The degree centrality of a graph CD which 

contains g nodes is calculated by the following 

formula (Freeman 1978, Wasserman & Faust 

1994):  

𝐶𝐷 =
∑ [𝐶𝐷(𝑛

∗)−𝐶𝐷(𝑛𝑖)]
𝑔
𝑖=1

𝑚𝑎𝑥∑ [𝐶𝐷(𝑛
∗)−𝐶𝐷(𝑛𝑖)]

𝑔
𝑖=1

                              (1) 

 

CD(n*) is the largest degree in the given graph, 

and CD(ni) is the degree of a node. The enumerator 

represents the sum of the largest degree minus the 

degrees of all the other nodes. The denominator 

represents the maximal possible sum of the largest 

degree minus the degrees of all the other nodes. For 

a graph which contains g nodes, the largest possible 

degree of its node is g-1. 

In principle, degree centrality ranges from 0 to 1. 

If a graph has a degree centrality of 1, this signifies 

that a single node within the graph is connected to 

all other nodes, forming a star graph, as illustrated 

in Figure 2. 

The largest degree in the star graph in Figure 2 

is 4, which is the largest possible degree of a graph 

which contains 5 nodes. The degree of all the other 

nodes is 1. The enumerator and the denominator 

are the same, as indicated by the following formula, 

hence the degree centrality of the star graph is 1:  

 

𝐶𝐷 =
(4−1)+(4−1)+(4−4)+(4−1)+(4−1)

(4−1)+(4−1)+(4−4)+(4−1)+(4−1)
= 1                     (2) 

 

If the graph representing the dependency tree of 

a sentence has a degree centrality of one, this 

indicates that a single word serves as the 

dependency head for all other words in the sentence. 

In other words, the dependency structure of the 

sentence is entirely flat. 

Root

          ROOT

written

NSUBJ

       AUX DOBJ

I have articles

       DET

this  

Figure 1:  The dependency structure of the 

sentence “I have written this article.” 

● ●

●

● ●  

Figure 2:  A star graph. 
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Degree centrality values decrease as the 

structure of graphs becomes more linear, meaning 

that no single node holds greater significance than 

the others. In Figure 3, the five nodes are arranged 

in a linear sequence (forming a line graph). 

       The largest degree in the line graph in Figure 3 

is 2, and 3 of its nodes have that degree. The other 

2 nodes have the degree 1. Hence, the enumerator 

is 2. The denominator is the same as that of the star 

graph in Figure 2. Therefore, as indicated by the 

formula (3), the degree centrality of the line graph 

in Figure 3 is approximately 0.1667: 

 

𝐶𝐷 =
(2−1)+(2−2)+(2−2)+(2−2)+(2−1)

(4−1)+(4−1)+(4−4)+(4−1)+(4−1)
=

2

12
≈ 0.1667     (3) 

 

The degree centrality of the example sentence “I 

have written this article” is calculated as follows: 

its dependency structure contains 6 nodes 

(including Root). Its largest observed degree is 4 

(with written). One node has the degree 2 (with 

article), and all the other nodes have the degree one. 

The largest possible degree of a graph with 6 nodes 

is 5. Therefore, as indicated by the formula (4), the 

degree centrality of the dependency structure of the 

example sentence is 0.7: 

 

𝐶𝐷 =
(4−1)+(4−4)+(4−2)+(4−1)+(4−1)+(4−1)

(5−1)+(5−1)+(5−5)+(5−1)+(5−1)+(5−1)
=

14

20
= 0.7    (4) 

 

If the graph representing the dependency tree of 

a sentence exhibits a low degree centrality, this 

indicates that one word depends on another, which 

in turn depends on yet another, and so forth, 

resulting in a more embedded dependency 

structure.  

The degree centrality of a network (and a 

dependency structure of a sentence) is concerned 

with its robustness. Sentences with larger degree 

centralities (with flatter dependency structure) 

contain a certain core word (or words) on which 

many of the other words in the same sentence 

depend. If the core word is deleted or overlooked, 

then the whole structure falls apart into unrelated 

words, and fails to be interpreted appropriately. On 

the other hand, sentences with lower degree 

centralities (with more embedded dependency 

structure) have no such core, or more than one core, 

and therefore, even if one of the words is deleted, 

there will be some fragments of structure which can 

be interpreted, though not completely. Hence, 

sentences with lower degree centralities are more 

robust than those with higher degree centralities.  

It should be noted that the robustness of 

dependency structures as discussed here differs 

conceptually from syntactic robustness. 

3 Previous studies 

Some previous studies assume that the degree 

centrality values of sentences within a corpus can 

function as an indicator of their syntactic 

complexity, in which the word “complexity” is 

used as something represented by degree centrality. 

Oya (2010) observed that the degree centrality 

values of English essays written by Japanese 

learners tend to be higher than those of academic 

journal abstracts, suggesting that the former exhibit 

flatter and less embedded syntactic structures 

compared to the latter. Oya (2013) conducted 

corpus-based research of degree centrality as a 

syntactic complexity measure. He revealed that 

sentences in different genres show different 

distributions of degree centralities, more 

specifically, sentences in fictions tend to have 

higher degree centralities than those in journals, 

meaning that the former have flatter syntactic 

structure than the latter. Oya (2014) applied the 

idea of using degree centrality as a syntactic 

complexity measure into Japanese, based on an 

English-Japanese small-scale parallel corpus, and it 

is found that Japanese sentences tend to have 

higher degree centralities than their English 

translations, meaning that Japanese sentences are 

flatter than their English translations. 

The previous studies on the degree centralities of 

sentences contain the following two drawbacks: 

First, it is assumed that the degree centrality of a 

sentence can be used as a measure of its complexity 

without explicit explanation on why it can be. It is 

certain that structures with lower degree 

centralities are more robust, and it is found that the 

robustness is one of the characteristics of complex 

systems (e.g., Artime, Grassia, De Domenico et al. 

2024), yet it is not certain that more robust 

sentences are more complex. These previous 

●

●

●

●

●  

Figure 3:  A line graph. 
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studies should have used the word “robustness” 

instead of “complexity” of syntactic structure. 

Second, there has been no study of degree 

centrality as a measure of structural robustness of 

English sentences generated by learners of English 

as a second language (L2) at different proficiency 

levels, let alone comparing and contrasting the 

degree centralities of English sentences generated 

by non-native speakers of English (non-ENS) and 

those generated by native speakers of English 

(ENS). In this context, this study is the first attempt 

to examine whether the degree centralities of 

sentences generated by non-ENS in different 

proficiency levels show distributions which are 

different across these different proficiency levels, 

and from those by ENS. If any difference between 

them is found, that will give us a new insight into 

the difference between non-ENS and ENS in terms 

of the robustness of the sentences they generate, 

based on the theoretical background of graph 

theory. 

4 This study 

The research question of this study is as follows: 

(1) Do degree centralities of the sentences 

generated by non-ENS at different proficiency 

levels show different distributions across these 

levels? 

(2) Do degree centralities of the sentences 

generated by non-ENS show distributions which 

are different from those generated by ENS?  

 

4.1 Data 

The production data examined in this study are 

the written essay section of the International 

Corpus Network of Asian Learners of English 

(ICNALE; Ishikawa 2013, 2023), a learner corpus 

of English, production data of English from 

college-level students with a variety of 

backgrounds across Asia (China, Hong Kong, 

Indonesia, Japan, Korea, Pakistan, the Philippines, 

Singapore/Malaysia, Taiwan, and Thailand), along 

with production data from native speakers of 

English. In the written essay section of ICNALE, 

the topics of the essays are as follows:  

Topic A: College students need to have a part-

time job. 

Topic B: Smoking should be completely banned 

at all restaurants in the country. 

A notable characteristic of the ICNALE is its 

systematic classification of production data based 

on learners’ proficiency levels, as defined by the 

Common European Framework of Reference for 

Languages (CEFR). These levels include A2, B1_1 

(B1 low), B1_2 (B1 high), and B2+. In the written 

essay section of the ICNALE, each learner is 

assigned a proficiency level according to their 

scores on various English proficiency tests, and 

their essays are then categorized accordingly 

within these CEFR levels. 

 

4.2 Procedure 

The average degree centrality of the sentences of 

the essays of Topic A and Topic B in each CEFR 

category in the ICNALE is calculated by a Python 

script which was coded by the 1st author, then these 

average degree centralities are compared across 

these CEFR categories. Also, the distributions of 

degree centralities of individual sentences are 

compared across these CEFR categories, in terms 

of the percentage of the degree centralities falling 

within particular subranges of the interval of 0.1. 

Since degree centralities fall within the range from 

0 to 1, it is further divided into those subranges. If 

it is found that the degree centralities of sentences 

produced by learners who are categorized into one 

particular CEFR category, say, B1_1, fall within a 

certain subrange, such as that from 0.2 to 0.3, 

significantly more often than other subranges, then 

it indicates the structural characteristics of the 

sentences produced by learners of that CEFR 

category, suggesting that learners who belong to 

the CEFR category B1_1 tend to produce sentences 

whose degree centralities often fall within that 

subrange.  

This procedure was conducted for each Topic 

individually, so that we can examine whether there 

is any difference of degree centralities due to the 

difference of topics: Topic A is related to college 

life, and therefore it must be more familiar to the 

learners than Topic B, which is related to one of the 

social issues. As Oya (2013) pointed out that 

sentences of different genres show different 

distributions of degree centralities, it is expected 

that the difference of topics in the ICNALE would 

result in different distributions of degree 

centralities. 

 

4.3 Results 
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Table 1 shows the average degree centralities of the 

sentences in the essays about Topic A (part-time 

job), and Table 2 shows those in the essays about 

Topic B (smoking ban on local restaurants): 

In both groups, the average degree centralities 

decrease from A2 at the largest among them to the 

ENS at the lowest.  

A one-way between subjects ANOVA was 

conducted to compare the average degree 

centralities across the categories for each topic 

group. For Topic A, there was a significant effect of 

categories on average degree centralities at the 

p<.01 level [F(4, 4264) = 276.87]. Post hoc 

comparisons using the Tukey HSD test indicated 

that the mean scores for A2 (M = 0.36, SD = 0.19), 

B1_1 (M = 0.34, SD = 0.17), B1_2 (M = 0.31, SD 

= 0.17), B2 (M = 0.3, SD = 0.15) and ENS (M = 

0.23, SD = 0.14) are all different from each other. 

For Topic B, there was also a significant effect of 

categories on average degree centralities at the 

p<.01 level [F(4, 4080) = 211.32]. Post hoc 

comparisons using the Tukey HSD test indicated 

that the mean scores for A2 (M = 0.33, SD = 0.2), 

B1_1 (M = 0.37, SD = 0.18), B1_2 (M = 0.34, SD 

= 0.17), B2 (M = 0.33, SD = 0.17) and ENS (M = 

0.27, SD = 0.16) are all different from each other, 

except for the pair of B1_2 and B2. These results 

suggest that degree centralities of sentences on 

average decrease in negative proportion to the 

proficiency of the learners, and yet they are still 

larger than those produced by ENSs. The scenario 

can be summarized roughly as follows: Leaners at 

lower proficiency levels write English sentences 

which contain flatter structure (with larger degree 

centralities), and as their proficiency level gets 

higher, they come to produce sentences with more 

embedded structure (with smaller degree 

centralities). 

It is also interesting to note that the average 

degree centrality of Topic A is smaller than that of 

Topic B regardless of the CEFR category. This may 

N ADC SD

A2 7287 0.36 0.19

B1_1 14369 0.34 0.17

B1_2 12967 0.31 0.17

B2 6244 0.3 0.15

ENS 1779 0.23 0.14  

Table 1:  The average degree centralities of 

the sentences in the essays about Topic A 

(part-time job). ADC: average degree 

centralities 

N ADC SD

A2 7460 0.38 0.2

B1_1 14678 0.37 0.18

B1_2 13440 0.34 0.17

B2 3249 0.33 0.17

ENS 1981 0.27 0.16  

Table 2:  The average degree centralities of 

the sentences in the essays about Topic B 

(Ban on smoking). ADC: average degree 

centralities 

 

Figure 3: Percentages of degree centralities of the sentences in each group  

(Topic A: Part-time job) 

0
5

10
15
20
25
30
35
40
45
50

P
er

ce
n
ta

g
es

 o
f 

d
eg

re
e 

ce
n
tr

al
it

ie
s 

w
it

h
in

 e
ac

h
 g

ro
u
p

Ranges of degree centralities

A2 (n = 7287)

B1_1 (n = 14369)

B1_2 (n = 12967)

B2 (n = 6244)

ENS (n = 1779)

13



 
 

suggest that the topic of an essay influences the 

degree centralities of its sentences. As far as Topic 

A and Topic B in the ICNALE are concerned, Topic 

A is related to their own life and therefore they may 

find it easier to describe their own experiences and 

opinions, adding into their sentences more phrases 

describing the details, resulting in more embedded 

sentences with smaller degree centralities. Topic B, 

on the other hand, needs to establish their own 

argument on a topic which they may be less 

familiar with, hence their description stays simple 

and this can be reflected on less embedded 

sentences. 

Figure 3 and 4 show the distributions of degree 

centralities of individual sentences in all the CEFR 

categories, represented by the percentages of 

degree centralities which fall within each subrange. 

About 50% of the sentences the degree centralities 

of the category ENS for Topic A (part-time job) fall 

within the range of degree centralities which are 

0.2 or smaller and larger than 0.1, while in the same 

range the degree centralities of the sentences 

generated by non-ENS groups are less than 30% of 

those in each group. Similar distributions of degree 

centralities can be found for Topic B (Ban on 

smoking); About 40% of the sentences the degree 

centralities of the category ENS for this group fall 

within the range of degree centralities which are 

0.2 or smaller and larger than 0.1, while in the same 

range the degree centralities of the sentences 

generated by non-ENS groups are less than 25% of 

those in each group. 

5. Discussion 

The results described above seem to answer the 

research questions positively: First, in the ICNALE, 

average degree centralities of the sentences 

generated by non-ENSs at different proficiency 

levels show different distributions across these 

levels, decreasing from lower levels to higher 

levels. Second, average degree centralities of the 

sentences generated by non-ENS show 

distributions which are different from those 

generated by ENSs. These findings must be put 

into the context of linguistic description along with 

the explanation on why it is the case. There are at 

least three questions to be addressed: (1) Why do 

non-ENSs at lower proficiency levels tend to 

produce sentences with flatter structure? (2) Why 

do they come to produce more embedded sentences 

as they become more proficient? And (3) Why do 

ENSs produce more embedded sentences than non-

ENSs? If degree centralities of sentences (or their 

robustness) on average decrease as the proficiency 

of learners gets higher, it can be explained that it 

gets more robust than before. These issues need to 

be addressed in future research, for better 

understanding of degree centralities of sentence 

structure, from the viewpoint of (1) investigating 

the relationship between degree centralities and 

other sentence complexity measures, such as type-

token ratio, word per sentence, and (2) formulating 

the theory which explains how and why the 

robustness of sentences increases along with the 

development of learners’ proficiency. 

An anonymous reviewer noted that these issues 

have been addressed in previous research from the 

perspective of sentence length. Ferrer-i-Cancho 

and Gómez-Rodríguez (2019) argue that shorter 

sentences often conflict with the principle of 

dependency distance minimization (DDM) (cf. Liu, 

2008; Futrell et al., 2015). According to DDM, 

 

Figure 4: Percentages of degree centralities of the sentences in each group  

(Topic B: Ban on smoking) 

0
5

10
15
20
25
30
35
40
45
50

P
er

ce
n
ta

g
es

 o
f 

d
eg

re
e 

ce
n
tr

al
it

ie
s 

w
it

h
in

 e
ac

h
 g

ro
u
p

Ranges of degree centralities

A2 (n = 7460)

B1_1 (n = 14678)

B1_2 (n = 13440)

B2 (n = 3249)

ENS (n = 1981)

14



 
 

language users tend to prefer shorter dependency 

distances, as longer distances increase the 

cognitive burden on working memory. Ferrer-i-

Cancho and Gómez-Rodríguez (2019) suggest that 

the apparent violation of DDM in short sentences 

arises from their characteristically flat, star-like 

dependency structures. A plausible scenario can 

thus be outlined: beginner-level language learners, 

who typically produce shorter sentences, tend to 

generate structures with higher degree centralities. 

As their proficiency improves, they begin to 

construct longer, more syntactically complex 

sentences, which in turn exhibit less star-like 

configurations—potentially as a strategy to 

mitigate the cognitive load imposed by long 

dependency distances within such structures. This 

hypothesis warrants further empirical investigation 

in future research. 

6. Conclusion  

This paper examined the differences in the 

robustness of syntactic dependency structures in 

written English produced by learners of varying 

proficiency levels and by native English speakers. 

The robustness of these dependency structures is 

represented by their degree centralities, and 

corpus-based investigation revealed that learners 

with higher proficiency levels tend to produce 

sentences with lower degree centralities, meaning 

they produce more robust, and more embedded 

sentences, yet the sentences produced by native 

speakers of English tend to produce more 

embedded sentences than non-native speakers. The 

results of this study lead us to further exploration 

of degree centralities of dependency structures as a 

measure of their robustness. 
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