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Abstract 

In recent years, large language models 
(LLMs) have drawn significant attention 
from translators, including trainee 
translators, who are increasingly adopting 
LLMs in their translation practice and 
learning. Despite this growing interest, to 
the best of our knowledge, no LLM has yet 
been specifically designed for (trainee) 
translators. While numerous LLMs are 
available on the market, their potential in 
performing translation-related tasks is yet 
to be fully discovered. This highlights a 
pressing need for a tailored LLM translator 
guide, conceptualized as an aggregator or 
directory of multiple LLMs and designed to 
support trainee translators in selecting and 
navigating the most suitable models for 
different scenarios in their translation tasks. 
As an initial step towards the development 
of such a guide, this study aims to identify 
the scenarios in which trainee translators 
regularly use LLMs. It employs 
questionnaire-based research to examine 
the frequency of LLM usage by trainee 
translators, the average number of prompts, 
and their satisfaction with the performance 
of LLMs across the various scenarios 
identified. The findings give an insight into 
when and where trainee translators might 
integrate LLMs into their workflows, 
identify the limitations of current LLMs in 
assisting translators’ work, and shed light 
on a future design for an LLM translator 
guide. 

1 Introduction 

Large language models (LLMs) function as the 
foundation models of Generative AI (GenAI) in 
performing text generation and language 

processing (Bhupathi, 2025). Very recently, the 
advent of LLMs has significantly impacted the 
translation industry. LLMs such as GPT-4, one of 
the latest in the Generative Pre-trained Transformer 
(GPT) series, BERT, and LLaMA have quickly 
become popular tools in translators’ workstations, 
reshaping established practices. In translation 
industry, there are also translation-specific LLMs 
or LLM-integrated computer-assisted translation 
(CAT) tools, such as Trados Copilot and 
Wordscope, that are primarily designed for 
translation providers and professional translators. 
These AI-powered commercial tools provide 
professional translators with an all-in-one solution 
for their translation practice (Wordscope). Unlike 
traditional NMT which is purely an approach to 
automatic machine translation (Mohamed et al., 
2021), with their “inherent ability to understand, 
generate, and manipulate human-like text in a 
contextually relevant manner” (Naveed et al., 
2023), LLMs can be applied to a wide range of 
natural language processing (NLP) tasks, including 
question answering, summarization, text 
generation, and others. In other words, beyond their 
direct application to translation in the narrow sense, 
the high versatility of LLMs and their ability to be 
customized through prompt engineering can enable 
them to assist with various tasks across the entire 
translation workflow.  

The potential of LLMs in the translation industry 
warrants further exploration. In modern translation 
services, a translation project can, by and large, be 
divided into three phases: pre-production, 
production, and post-production, as outlined in the 
two standards, ISO 17100:2015 and ISO 
11669:2024.  While these standards are designed to 
provide guidance for translation service providers 
from a project management perspective, covering 
various administrative activities, many of the 
outlined tasks are also performed by, or involve, 
individual translators, even during the pre- and 
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post-production stages. The key stages and tasks a 
translator may encounter throughout the entire 
process are summarized in Table 1, adapted from 
these standards, with tasks more closely aligned 

with managerial responsibilities excluded, as these 
typically fall under the role of a project manager. 

It is not difficult to envisage LLMs being 
incorporated into many of these tasks or stages. 
When examining the task of translation in the 
narrow sense, it involves several functions where 
LLMs might be helpful, serving, for instance, as a 
dictionary, as an machine translation system  
providing reference translations, or even as a 
subject-matter expert by offering domain-specific 
knowledge, not to mention the fact that they could 
potentially be applied to more complex pre-
production tasks, such as content analysis and 
terminology extraction, as well as in post-
production, where they might support feedback 
collection through the analysis of reviewer 
comments or client input. 

To date, much attention has been directed to 
claims of human parity in the translation abilities of 
LLMs, with a particular focus on their performance 
as machine translation systems—both in terms of 
evaluation (Hendy et al., 2023) and improvement 
(Bawden & Yvon, 2023; Moslem et al., 2023). 
However, scant attention has been paid to the way 
in which translators, especially trainee translators, 
integrate LLMs into their daily workflows in 
practical terms. So far, Sahari et al. (2023) have 
conducted a cross-sectional study exploring 

attitudes of translation teachers and language-
related major students towards ChatGPT and 
Google Translate, and the advantages and 
challenges brought by ChatGPT. The results show 
that among four language-related majors, all 
translation students prefer Google Translate over 
ChatGPT. Another study conducted by Zhang et al. 
(2025) investigates how translation students 
understand the benefits and challenges of using 
GenAI into their translation practice. While the 
study examined the functions of GenAI tools used 
by students in their translation practices, such as 
looking for background information, generating 
machine translation outputs, polishing human 
translations, and providing references for 
terminologies, its primary purpose was to explore 
trainee translators’ perceptions of using GenAI in 
translation. However, the actual integration of 
LLMs into trainee translators’ learning and practice 
remains underexplored. Therefore, this paper 
addresses this gap by investigating the use of LLMs 
across the three phases of translation services and 
their broader impact on human-AI communication 
with a focus on trainee translators.  

To this end, the study examines when, in what 
contexts, and for what purposes trainee translators 
incorporate LLMs into their workflows, assessing 
their effectiveness and efficiency in different 
translation-related scenarios from a user-centered 
perspective. The study aims to identify the 
scenarios in which LLMs are most suitable and 
effective in students’ translation workflow through 
a survey-based study. The results will serve as the 
initial step toward developing a large project: the 
design of an LLM translator guide to help trainee 
translators choose the most suitable LLM from 
among numerous options, including scenario-
specific LLMs trained for different translation 
tasks and equipped with preset prompts. With its 
emphasis on translators in training, this research 
also seeks to contribute to the development of 
educational programs to better prepare future 
professionals for an AI-driven translation industry. 

2 Literature Review 

Apart from the technically oriented research 
mentioned above, current scholarly work in 
translation studies focusing on translators and users 
mainly addresses the perception and reception of 
new technologies, particularly AI, by translators 
(Wang et al., 2024; Wang & Zhang, 2024)  and 
their impact on the language services industry 

Phase Tasks / Stages 
Pre-production Setting up translation 

memories, terminological 
databases, style-guides 
Preparation of the content 
for translation technology 
processing 
Source language content 
analysis 
Collection and preparation 
of reference materials  

Production Translation 
Check 
Revision 
Review  
Proofreading 
Final verification and release 

Post-production Feedback collection 

Table 1: Three Phases of a Translation Project 
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(Moorkens & Arenas, 2024; Shormani, 2024). 
More recently, a growing body of literature has 
begun to examine ethical concerns and 
sociotechnical effects associated with these 
innovations (Martinez Carrasco et al., 2024; 
Moorkens et al., 2024; O’Brien, 2024; Yu & Guo, 
2024). 

The pedagogical applications and implications 
of GenAI have also begun to attract considerable 
attention, particularly in the context of computer-
assisted translator training (Ghosh & Chatterjee, 
2024; Venkatesan, 2023). For example, Pym and 
Yu (2024) discuss the way in which translation 
technologies, including GenAI, can be integrated 
into language learning and translator training. 
Similarly, Peng et al. (2024) dedicates an entire 
section to pedagogy, including insights into 
students’ experiences with, and feedback on, the 
use of translation technology. 

Nevertheless, research on human-AI interaction 
and the comprehensive application of LLMs 
throughout all three phases of translation 
services—pre-production, production, and post-
production—remains limited. While certain studies 
have examined prompting LLMs for translation 
tasks (Pourkamali & Ebrahim Sharifi, 2024; Zhang 
et al., 2023), the potential of LLMs to support 
functions beyond linguistic transfer through 
prompt engineering has received but little attention. 
Yamada (2023) investigates ChatGPT’s 
customizability, for instance, but limits its analysis 
to prompt engineering for enhancing translation 
quality, so that further research is needed to 
examine its broader applications within a 
translator’s workstation. 

3 LLM-Activated Scenarios 

3.1 Constitution of a translator’s 
workstation 

Since the concept of the translator’s workstation 
emerged in the 1960s, numerous scholars, 
beginning with Martin Kay (1980), have attempted 
to define the range of facilities it might encompass. 
Among the key contributions to this discourse, 
Melby (1992) identifies three levels of functions 
for a translator workstation: (1) word processing, 
telecommunications and terminology management; 
(2) text analysis, dictionary lookup, and bilingual 
text retrieval; and (3) an interface to machine 
translation systems (147). More recently, Alonso 
and Nunes Vieira (2017) have updated Kay’s (1980) 

seminal idea of a translator’s amanuensis by 
proposing the Translator’s Amanuensis 2020, 
which serves both “the general public in their daily 
translating needs, providing instant machine 
translation (henceforth referred to as ‘the utility 
level’), and different actors involved with 
translation in professional settings” (349). 
Specifically, TA2020 (Alonso & Nunes Vieira, 
2017)  incorporates the following abilities:  

a) parse the source content (whether written or 
audio-visual);  
b) identify keywords (key concepts), topics, and 
genre;  
c) mine virtual content (publicly available and 
private knowledge bases) and social media in 
order to find relevant and reliable sources of 
information to be consulted in the translating 
process (websites, parallel multilingual content, 
images, augmented reality output, videos, news, 
reports), previous translations, and relevant 
multimodal content. (351) 
Ideally, as a critical component of a modern 

translator’s workstation, LLMs should be capable 
of performing many of these functions while 
addressing both source- and target-language 
perspectives.  

3.2 Formulation of LLM-activated scenarios 

In the preliminary stage of the study, we 
hypothesized that it was the “chatbot” function of 
LLMs that would be active when performing 
translation tasks, particularly their multi-turn 
dialogue capabilities (Bang et al., 2023). 
Translation is a decision-making process involving 
“a series of a certain number of consecutive 
situations imposing on the translator the necessity 
of choosing among a certain (and very often 
exactly definable) number of alternatives,” as Levý   
points out (1967, p. 1171). In this sense, whenever 
a translator needs to come to a decision, LLMs can 
provide contextually relevant suggestions, thereby 
greatly expanding the scope of its application and 
utility.  

Moreover, the real-time interactive query 
function allows LLMs to answer questions, 
resembling the search/query function of an internet 
browser. This means that whenever a translator 
seeks information, he or she would be able to apply 
directly to an LLM for assistance. These 
information retrieval and feedback-seeking 
functions are the most important ones throughout 
the process.  
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To better identify the specific steps or scenarios 
involved in translation, we drew on the states and 
events framework proposed by Hlebec (1989) as a 
reference and adapted it for the purpose of this 
study. 

1. (Activating) knowledge required for an 
interpretation of the original 
2. Choosing the code 
3. Interpreting the original  
4. Deciding on, or recognizing the presence or 
absence of the original 
5. Considering the form of the translation code 
6. Deciding the degree of literalness 
7. Determining the intentions 
8. Deciding on the manner of conveying the 
original intentions 
9. (Activating) the knowledge required for 
recoding 
In addition, we included the following necessary 

tasks—checking and revision—as highlighted in 
ISO 17100:2015, which a translation service might 
require before the submission and release of a 
translation, as well as feedback after submission: 

10. Checking the target content for semantic, 
grammatical, and spelling issues, as well as 
omissions and other errors 
11. Examining the target language content 
against the source language content for any 
errors, for suitability purpose, and for making 
corrections 
12. Client feedback and satisfaction assessment 
To prepare the design of our survey study, we 

further elaborated on these 12 scenarios and 
concretized them with a detailed list of functions 
for LLMs, inspired by Siu (2023):  

1. Providing summaries of source texts 
2. Highlighting key terms or phrases that 

require special attention 
3. Offering background knowledge or 

explanations for culturally specific 
references 

4. Suggesting appropriate translations for 
domain-specific terms 

5. Retrieving definitions and usage examples 
from bilingual corpora or glossaries  

6. Automatically identifying inconsistencies 
in terminology across the text 

7. Deciding between literal and free 
translation based on the purpose of the text  

8. Choosing appropriate style, tone, and 
register for the target audience 

9. Resolving ambiguities in the source text 

10. Answering specific questions on 
terminology, grammar, or cultural 
references 

11. Providing links to relevant external 
resources  

12. Acting as an advanced search engine 
13. Identifying and correcting grammatical, 

semantic, or stylistic issues in the target 
text 

14. Comparing the translation with the source 
text to ensure fidelity and alignment 

15. Assessing the target text’s suitability for 
its intended purpose and audience 

16. Simulating a client to provide feedback 
17. Analyzing client feedback to identify 

recurring issues or preferences 
18. Providing suggestions for future 

Phase Scenarios 
Pre-
production 

Summarizing the content of the 
source text 
Highlighting key terms or 
phrases that require special 
attention 
Providing background 
knowledge or external resources 
for understanding the source text 

Production Answering specific questions 
about terminology, grammar, or 
cultural references 
Suggesting appropriate style, 
tone, and register for the 
translation 
Providing translation references 
for sentences or paragraphs 
Identifying (and correcting) 
grammatical, semantic, or 
stylistic issues in the target text 
Examining whether the 
translation meets the standard of 
classic translation norms like 
“faithfulness, expressiveness and 
elegance” 

Post-
production 

Providing feedback from the 
target audience’s perspective 
Providing suggestions for future 
translations based on past 
feedback 

Table 2: Ten Scenarios where Trainee 
Translators might Use LLMs Throughout the 

Translation Process 
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translations based on past feedback 

4 Methodology  

4.1 Design of the survey 

A questionnaire was designed for the purposes of 
this study in order to investigate the way in which 
trainee translators use LLMs during a translation 
task (a task serving the same function for trainee 
translators as a translation service does for 
profession translators) by examining three aspects: 
the frequency of using LLMs in different scenarios, 
the prompting times in each scenario, and their 
satisfaction with the performance of LLMs in these 
scenarios (see Appendix A). The frequency of their 
LLM usage is used to identify situations where 
trainee translators commonly use LLMs during the 
translation process. The prompting times are 
expected to indicate the extent to which trainee 
translators strive to interact with LLMs and the 
efficiency of LLMs when used for different 
purposes, as fewer rounds of interaction improve 
user experience. In this context, prompting times 
refer to the average number of prompts given to the 
LLM to achieve a specific goal. For example, a 
trainee translator may prompt an LLM five times to 
search the background information on a culture-
specific term or prompt an LLM three times to 
check the accuracy of a translation. The 
effectiveness and suitability of current LLMs under 
different circumstances is surveyed in “translators’ 
satisfaction with LLMs”.  

The 18 scenarios introduced in Section 3.2, 
which aim to cover every possible situation where 
translators might resort to LLMs for a translation 
task, were further categorized into pre-production, 
production, and post-production scenarios, based 
on the phases and stages described in Table 1. Some 
overlapping scenarios have been streamlined and 
modified to ensure clearer distinctions and enhance 
the understanding of participants. As a result, we 
produced a table of ten refined scenarios (see Table 
2).  

In the research for the questionnaire, for each 
scenario, participants were first asked to specify the 
frequency of their LLM usage and were provided 
with four options: “never or rarely”, “sometimes”, 
“often”, and “always”. When participants chose the 
latter of the three options, which implied that they 
had access to LLMs and used them for a certain 
purpose, they would be further asked about their 
interaction times with LLMs on average and to rate 

their performance. However, for those who had 
“never or rarely” used LLMs in a certain scenario, 
the questionnaire offered options which were 
carefully designed to capture the possible reasons, 
including “I have never thought of using LLMs in 
this way”, indicating their lack of understanding of 
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Summarizing the 
content of the source 
text 

5 9 8 

Highlighting key terms 
or phrases that require 
special attention 

7 10 5 

Providing background 
knowledge or external 
resources for 
understanding the 
source text 

2 7 2 

Pr
od

uc
tio

n 
Answering specific 
questions about 
terminology, grammar, 
or cultural references 

1 8 1 

Suggesting appropriate 
style, tone, and register 
for the translation 

6 2 6 

Providing translation 
references for 
sentences or paragraphs 

4 6 10 

Identifying (and 
correcting) 
grammatical, semantic, 
or stylistic issues in the 
target text 

3 4 4 

Examining whether the 
translation meets the 
standard of classic 
translation norms like 
“faithfulness, 
expressiveness and 
elegance” 

8 1 9 

Po
st

-p
ro

du
ct

io
n Providing feedback 

from the target 
audience’s perspective 

10 5 3 

Providing suggestions 
for future translations 
based on past feedback 

9 3 7 

Table 3: Rankings of the Ten Scenarios Based on 
the Three Metrics 
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the use of LLMs or awareness of this step during 
their translation practice, “I think LLMs’ answers 
are not reliable”, implying their distrust of LLMs, 
and “I think LLMs’ answers are not useful”, 
denoting the technical limitations of LLMs. If none 
of the options was suitable, participants were also 
asked to write down other underlying reasons. In 
addition, at the end of the questionnaire, 
participants were invited to list their most 
commonly used LLMs.  

4.2 Participants 

In this study, all the participants were first-year MA 
students enrolled in the Translation and 
Interpreting Studies program (with either a 
Translation and Interpreting major or a Translation 
plus New Technologies major) or the Simultaneous 
Interpreting program at the university where the 
researchers of this paper currently work. All 
participants were native Chinese speakers whose 
working language pair was Chinese and English, 
with IELTS scores of at least 7, who had completed 
at least one translation-related course during their 
postgraduate studies and had experience working 
on translation tasks both individually and in groups. 
All participants had been introduced to LLMs by 
their instructors, were familiar with LLMs, and had 
prior experience of using them in their translation.  

4.3 Procedures 

The questionnaire content was first submitted to 
the Applied Psychology Institutional Review 
Board of the university for an ethical check. 
Following approval, questionnaires with detailed 
instructions were distributed to participants via 
WJX.CN1, an electronic survey platform widely 
recognized in China. A total of 50 questionnaires 
were collected, of which 41 were deemed valid for 
research purposes.  

4.4 Data processing 

To investigate the using frequency of each scenario, 
the interactions with LLMs, and the participants’ 
evaluation of the performance of LLMs, the study 
employed a weighted average approach to calculate 
three metrics: frequency scores, prompting times, 
and satisfaction scores. For the frequency scores, 
participants’ responses were weighted as follows: 0 
point for “Never or Rarely,” 1 point for 
“Sometimes,” 2 points for “Often,” and 3 points for 

 
1  https://www.wjx.cn/ 

“Always.” To rank the prompting times, we 
assigned 1 point for the option “1-5,” 2 points for 
“6-10,” 3 points for “11-15,” 4 points for “16-20,” 
and 5 points for “Over 20.” For the satisfaction 
scores, participants rated their satisfaction on a 5-
point Likert scale (with 5 representing the highest 
level of LLM performance). Weighted averages 
were calculated for all three metrics across the ten 
scenarios (see Appendix B), and the scenarios were 
ranked in descending order to identify the most 
frequently used scenarios, the highest prompting 
times, and the highest satisfaction scores. Table 3 
exhibits the rankings of the ten scenarios for the 
three metrics. 

To better understand the performance of LLMs 
in each scenario, the researchers calculated the 
average number of prompts and average 
satisfaction score of the ten scenarios, then 
compared the prompting times and satisfaction 
score of each scenario with the corresponding 
averages. If the prompting times of a scenario was 
higher than the average, it may suggest that more 
time and energy were invested in these scenarios, 
indicating low efficiency in LLM performance. 
Conversely, if the prompting times of a scenario 
was lower than the average, it could mean less 
efforts spent on that scenario and more efficient 
LLM performance. Similarly, if the satisfaction 
score of a scenario was higher than the average, it 
may suggest participants’ satisfaction with LLMs’ 
performance in this scenario. However, if the 
satisfaction score of a scenario was lower than the 
average, it could mean the unsatisfactory 
performance of LLMs in this scenario. 

5 Analysis  

5.1 The interrelationship among the metrics 

Given the primary goal of the study—to explore 
trainee translators’ use of LLMs in their translation 
workflow, the analysis started from categorizing 
scenarios into two types, those where translation 
students regularly used LLMs and those where they 
rarely did, based on the ranking of the frequency 
scores. Then, the study examined the prompting 
times and satisfaction scores of each scenario to 
understand their popularity, as these two metrics 
respectively reflected the efficiency and 
effectiveness of LLM use. For instance, a high 
satisfaction score of a scenario may explain the 
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frequent use of LLMs under this circumstance, 
while a high prompting count may suggest more 
effort was required to prompt the LLM to achieve 
the goal in this scenario and thus indicate a less 
satisfactory evaluation and less frequent use. 

5.2 Seven regular scenarios where trainee 
translators use LLMs 

In the ranking of the ten scenarios based on the 
frequency scores (see Table 3, Column Frequency 
Score), the top seven were recognized by over 50 
percent of participants as regular scenarios where 
they used LLMs (i.e., participants selected 
“Sometimes,” “Often,” or “Always” as their 
response). It should be noted that all seven 
scenarios belonged to pre-production and 
production stages, indicating that current LLMs 
were generally more suitable and useful in these 
phases from the perspective of trainee translators. 
For these seven regular scenarios, four distinct 
roles played by LLMs can be observed (see Table 
4). In other words, LLMs, like trainee translators’ 
assistants, are capable of taking on the four 
specific roles in their translation workflows. 

The comparison between satisfaction score on 
average and that of each scenario showed that, 
four out of the seven regular scenarios—shaded in 
Table 3, Column Satisfaction Score—namely 
“answering specific questions about terminology, 
grammar, or cultural references”, “providing 
background knowledge or external resources for 
understanding the source text”, “identifying (and 

correcting) grammatical, semantic, or stylistic 
issues in the target text”, and “highlighting key 
terms or phrases that require special attention”, 
scored above average, which, aligns with their 
frequent use by trainee translators and, to some 
extent, explains why these functions were 
frequently used by trainee translators. Trainee 
translators were satisfied with LLMs’ 
performance in these scenarios, which belong to 
the three roles—Corrector, Explainer, and 
Summarizer. However, though the researcher had 
assumed that students’ low level of satisfaction 
with a certain scenario should be reflected in a less 
frequent use, the remaining three regular 
scenarios scored below the average satisfaction 
score, indicating that some regular scenarios are 
particularly unsatisfactory for the trainee 
translators. Notably, the scenario “providing 
translation references for sentences or paragraphs” 
ranked fourth in frequency of use but last in 
satisfaction, suggesting that while the trainee 
translators had a strong demand for machine 
translation in their work, current LLM-based 
machine translation failed to meet their 
requirements, an issue that warrants further 
investigation. 

  In addition, the comparison between the 
average prompts and the prompting times of each 
scenario demonstrated that of the seven scenarios, 
five scenarios—shaded in Table 3, Column 
Prompting Times—including “summarizing the 
content of the source text”, “highlighting key 
terms or phrases that require special attention”, 
“providing background knowledge or external 
resources for understanding the source text”, 
“answering specific questions about terminology, 
grammar, or cultural references”, and “providing 
translation references for sentences or paragraphs” 
ranked below the overall average level. 
Considering their satisfaction scores, the less 
prompting times in scenarios including 
“highlighting key terms or phrases that require 
special attention”, “providing background 
knowledge or external resources for 
understanding the source text”, and “answering 
specific questions about terminology, grammar, 
or cultural references” suggest a high efficiency of 
LLMs’ performance, explaining why trainee 
translators have demonstrated strong satisfaction 
with the three scenarios. However, “summarizing 
the content of the source text” and “providing 
translation references for sentences or paragraphs” 

Roles Functions 
Corrector To proofread trainee translators’ 

work and to identify 
grammatical, semantic, or 
stylistic issues 

Explainer To explain various aspects for 
trainee translators, including 
terminology, background 
knowledge, and register of the 
source text 

Generator To generate new content by 
offering translations for certain 
sentences or paragraphs 

Summarizer To read information, extract key 
points and summarize the 
content. Examples include 
highlighting critical parts that 
need special attention during 
translation or summarizing the 
content of the source text 

Table 4: LLMs’ Four Roles in Translation Tasks 
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scenarios, though requiring fewer prompts 
compared to the average, scored lower than the 
average satisfaction level. This suggests that it is 
possible students may have obtained outputs from 
LLMs that were far from satisfactory ones and 
thus gave up prompting after first several rounds 
of interactions. As for the rest two scenarios 
ranking above the average prompts, trainee 
translators’ satisfaction with “identifying (and 
correcting) grammatical, semantic, or stylistic 
issues in the target text” was higher than the 
average level, indicating that the students had a 
great need for explanations on the above issues, 
and that this scenario was of great importance to 
their translation practice. In contrast, “suggesting 
appropriate tone, style, or register for the 
translation” scored below the average satisfaction 
level, implying that students failed to obtain 
satisfactory answers after multiple turns of 
prompts. These findings demonstrate the need to 
develop prompts tailored to specific tasks, with 
the aim of maximizing the effectiveness of the 
initial response. 

5.3 Three scenarios where trainee 
translators rarely use LLMs 

Meanwhile, more than 60 percent of participants 
reported that they had never, or rarely, asked 
LLMs to “examine whether the translation meets 
the standard of classic translation norms like 
‘faithfulness, expressiveness and elegance’”, 
“provide suggestions for future translations based 
on past feedback”, or “provide feedback from the 
target audience’s perspective”.   

When asked for the reasons, over 80 percent of 
participants stated that they had never thought of 
using LLMs to “provide suggestions for future 
translations based on past feedback”, or to 
“provide feedback from the target audience’s 
perspective”, both of which belong to the post-
production stage. One possible explanation is that 
trainee translators or translation training programs 
do not attach great importance to this stage, 
despite its importance in improving the quality of 
a final translation product and trainee translators’ 
competence in the long run by providing 
continuous feedback and suggestions to support 
their development. Another possibility is that 
trainee translators believe post-production jobs 
should be performed by human beings rather than 
LLMs and have therefore never tried to use LLMs 
for this stage. However, it is worth noting that the 

satisfaction score for the performance of LLMs in 
“providing feedback from the target audience’s 
perspective” ranked 3rd across the ten scenarios. 
To some extent, this suggests that LLMs are 
effective and useful for those who regularly use 
them in this scenario, proving the suitability of 
LLMs at the post-production stage. Raising 
awareness of these benefits could promote the use 
of LLMs in post-production among trainee 
translators. In addition, over 50 percent of 
respondents claimed that they had never thought 
of asking LLMs to “examine whether the 
translation meets the standard of classic 
translation norms like ‘faithfulness, 
expressiveness and elegance’”. The results 
indicate that trainee translators tend to pay less 
attention to translation norms during the 
production stage. One avenue for further 
development could be to incorporate translation 
norms into the design for prompt engineering, in 
addition to calling on translator trainers to 
encourage a combination of theory and practice in 
teaching AI-enhanced translation activities.  

The satisfaction scores for two of the three 
scenarios— “examining whether the translation 
meets the standard of classic translation norms 
like “faithfulness, expressiveness and elegance” 
and “providing suggestions for future translations 
based on past feedback”—were relatively low. 
This could be attributed to poor human-AI 
communication and/or the current technical 
limitations of LLMs, as evidenced by the ranking 
of the prompting times, where these two scenarios 
were ranked among the top three. Although 
detailed reasons have not yet been explored, it is 
probable that translators may have to invest much 
more effort when interacting with LLMs in these 
situations. These results suggest the need to 
improve trainee translators’ prompt engineering 
skills and fine tune LLMs to meet user 
expectations. 

5.4 Trainee translators’ commonly used 
LLMs 

The list of LLMs used by participants, along with 
the frequency of their mentions in the 
questionnaire, is presented in Table 5. 

As shown in the table, trainee translators tend 
to prefer open-source, general-purpose LLMs 
over translation-specific LLMs or LLM-
integrated CAT tools. It should be noted that one 
student mentioned DeepL—which is not an 
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LLM—in the survey, indicating that there are still 
students preferring traditional machine translation 
tools rather than LLMs. One possible explanation 
could be students’ limited access to commercial 
models designed specifically for translation tasks. 
In addition, these commercial models are often 
tailored to the needs of professional translators 
and thus may not fulfill the expectations or 

learning needs of students.  
Of the listed LLMs, ChatGPT was the most 

popular one. One contributing factor may have 
been its advanced intelligence. After GPT-4 was 
launched, it was tested to solve problems in 
various cases more effectively than the original 
ChatGPT and to perform tasks at a level 
comparable to that of human beings (Bubeck et al., 
2023). Such results have boosted its reputation 
and popularity. Another possible reason is that, as 
an LLM targeting global users, ChatGPT 
performs better in generating English texts 
compared with Chinese domestic LLMs. The next 
two LLMs, Kimi and Cici, are both developed in 
China. Although they were less widely favored 
than ChatGPT, the frequency with which they 
were mentioned by participants might indicate a 
growing preference among trainee translators for 
domestic LLMs. The researcher assumes that 
users might be satisfied with their performance in 
understanding Chinese text due to the possibility 
that their training data is more closely aligned 
with Chinese culture. However, so far, no relevant 
studies have confirmed this assumption, nor is 
there any evidence on the sources of the training 
data used by Kimi and Cici. 

5.5 Insights for the design of an LLM 
translator guide 

The results of the questionnaire provide insights 
into the development of an LLM translator 
guide—a chatbot designed for translators’ 
workstations, which aggregates scenario-specific 
LLMs and serves as a reference tool to direct 
translators to the appropriate LLM for different 
scenarios and provides ready-to-use prompts.  

The findings indicate that trainee translators 
rely more on LLMs during the pre-production and 
production stages and engage with these tools less 
frequently in the post-production phase. 
Nevertheless, an effective LLM translator guide 
could cover scenarios across all three stages given 
the potential of LLMs to assist trainee translators 
throughout their workflow. Therefore, a practical 
starting point from which to develop the initial 
version of the LLM translator guide would be to 
focus on all scenarios identified and analyzed in 
this study, with particular attention to the post-
production stage. 

 The results also shed light on the design of 
scenario-specific LLMs. On the one hand, for 
scenarios where current LLMs have already met 
basic requirements, scenario-specific LLMs could 
build on popular tools such as ChatGPT and Kimi, 
focusing on fine-tuning the models as well as 
improving the design of user interfaces and, 
ultimately, user experience. On the other hand, for 
scenarios where current LLMs have so far failed 
to meet the needs of trainee translators, the 
challenge is not only to design scenario-specific 
LLMs but also to ensure that the LLM translator 
guide optimizes existing functions by 
incorporating guidance and examples for prompt 
engineering. For instance, in scenarios where 
trainee translators currently experience more 
rounds of interaction compared with less effort-
cost scenarios, priority should be given to 
improving the prompt engineering skills of trainee 
translators and the ability of the LLM translator 
guide to interpret prompts and provide more 
targeted responses, which would enhance the 
efficiency and effectiveness of human-AI 
communication.  

Furthermore, when designing the LLM 
translator guide, clear instructions explaining its 
functions should be included to prevent its 
underuse due to insufficient awareness of specific 
features, as seen in certain post-production 
scenarios. These instructions need to be 

Name Times 
ChatGPT 37 
Kimi 14 
Cici (Doubao) 8 
ERNIE Bot (Wenxinyiyan) 3 
Claude 2 
Deepseek 2 
Tongyi Qianwen 2 
Gemini 1 
Grammarly 1 
WPS Lingxi 1 
Quark 1 

Table 5: The LLMs Mentioned by Participants 
and the Number of Times they were Mentioned 
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accompanied by training to ensure students 
understand how to use the translator guide across 
the pre-production, production, and post-
production stages. Such preparation would not 
only enhance the potential of the LLM translator 
guide as an innovative teaching and learning tool 
but also better prepare trainee translators to enter 
the AI-integrated translation workflow and 
industry in the future.  

5.6 Limitations and future research plan 

This study has identified regular scenarios where 
trainee translators commonly use LLMs or rarely 
resort to LLMs and has surveyed their regularly 
utilized LLMs when carrying out their translation 
tasks. However, several unresolved issues remain. 
The first issue is exploring why LLMs including 
ChatGPT, Kimi, and Cici were the most popular 
choices among the trainee translators. It is also 
worth exploring why the trainee translators tended 
not to use LLMs at the post-production stage—
whether it was because of their lack of 
consideration for this stage or limitations in the 
ability of LLMs to perform tasks effectively. 
There has also been insufficient investigation into 
trainee translators’ evaluations of the performance 
of LLMs. While they assessed the overall 
performance of LLMs, the satisfactoriness of their 
specific functions or design in certain scenarios, 
as well as the disadvantages that need 
improvement, are still unknown. A more 
comprehensive understanding is therefore needed 
to facilitate the design of scenario-specific LLMs 
in the future.  

Therefore, in the follow-up research, we intend 
to conduct focus group interviews to explore 
translators’ use of LLMs, their evaluations, and 
suggestions for LLM improvement. In terms of 
their use of LLMs, they will first be asked to share 
the reasons why they prefer to use certain LLMs 
during their translation practice. Their answers 
will help address the first issue mentioned above. 
In this part, they will also be asked to describe 
how they use LLMs across the three stages, which 
will inform the researchers of the details 
concerning their interactions with LLMs and help 
explain why they rarely use them during the post-
production stage. As for their evaluation of LLMs 
and suggestions for improvement, the researchers 
will invite participants to systematically evaluate 
their performance, identify the deficiencies of 
current LLMs, and share their opinions on how 

these tools can be improved to meet their needs. 
Participants’ answers to these two aspects will 
further clarify their rating of LLM performance. 

Furthermore, since this study has identified the 
regular roles played by LLMs and the scenarios 
where trainee translators might use them, and 
given that the LLM translator guide is intended 
not only to serve as a specialized tool for trainee 
translators but also to support their translation 
learning, the researchers also aim to design a 
framework in the future to evaluate the 
performance of LLMs specifically for translation 
education from a user perspective. Drawing on 
existing evaluation frameworks based on user 
experience, the researchers are currently 
developing a customized framework to evaluate 
the use of LLMs in translation classrooms, which, 
broadly speaking, will be conducive to providing 
an AI-driven, immersive learning experience for 
trainee translators as well as promoting the 
integration of AI into translation pedagogy. 

6 Conclusion 

As a preliminary step towards building an LLM 
translator guide for trainee translators, this study 
has investigated the scenarios in which trainee 
translators rely on LLMs during their translation 
workflow, based on questionnaire research. The 
findings revealed that interactions between trainee 
translators and LLMs occurred mainly in the pre-
production and production stages, where LLMs 
were used for tasks such as question answering, 
correction, content generation, and summarization. 
In contrast, the post-production stage saw less 
engagement with LLMs. Moreover, despite the 
fact that trainee translators have already started to 
integrate LLMs into their translation workflow, 
their evaluation of the performance of LLMs 
revealed areas for improvement.  

This study has laid the groundwork for further 
research and development to optimize human-AI 
collaboration in translation. It is hoped that the 
final product—the LLM translator guide—will 
enhance the competence of trainee translators and 
better prepare them for human-AI collaboration in 
future practice. If it works, the project will be 
extended to design a guide for professional 
translators as well, to improve their work 
efficiency and enable them to thrive in an AI-
integrated translation industry.  
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source text. 
o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
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follow-up requests) do you use when asking 
LLMs to summarize the content of the source 
text? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in summarizing content? 
o 1 
o 2 
o 3 
o 4 
o 5 
2. I ask LLMs to highlight key terms or phrases 

that require special attention. 
o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 
LLMs to highlight key terms or phrases that 
require special attention? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in highlighting key terms 
or phrases that require special attention？ 
o 1 
o 2 
o 3 

o 4 
o 5 
3. I ask LLMs to provide background 

knowledge or external resources enabling me 
to understand the source text. 

o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 
LLMs to provide background knowledge or 
external resources for you to understand the 
source text? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in providing background 
knowledge or external resources enabling you to 
understand the source text？ 
o 1 
o 2 
o 3 
o 4 
o 5 
4. I ask LLMs to answer specific questions about 

terminology, grammar, or cultural references. 
o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
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Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 
LLMs to answer specific questions about 
terminology, grammar, or cultural references? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in answering specific 
questions about terminology, grammar, or 
cultural references？ 
o 1 
o 2 
o 3 
o 4 
o 5 
5. I ask LLMs to suggest appropriate style, tone, 

and register of the translation. 
o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 

LLMs to suggest appropriate style, tone, and 
register of the translation? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in suggesting appropriate 
style, tone, and register of the translation？ 
o 1 
o 2 
o 3 
o 4 
o 5 
6. I ask LLMs to provide translation references 

for sentences or paragraphs. 
o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 
LLMs to provide translation references for 
sentences or paragraphs? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in providing translation 
references for sentences or paragraphs？ 
o 1 
o 2 
o 3 
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o 4 
o 5 
7. I ask LLMs to identify (and correct) 

grammatical, semantic, or stylistic issues in 
the target text. 

o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 
LLMs to identify and correct grammatical, 
semantic, or stylistic issues in the target text? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in identifying and 
correcting grammatical, semantic, or stylistic 
issues in the target text？ 
o 1 
o 2 
o 3 
o 4 
o 5 
8. I ask LLMs to examine whether the 

translation meets the standard of classic 
translation norms like “faithfulness, 
expressiveness and elegance”. 

o Never or Rarely  
o Sometimes  
o Often  
o Always 

(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 
LLMs to examine whether the translation meets 
the standard of classic translation norms like 
“faithfulness, expressiveness and elegance”? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in examining whether the 
translation meets the standard of classic 
translation norms like “faithfulness, 
expressiveness and elegance” ？ 
o 1 
o 2 
o 3 
o 4 
o 5 
9. I ask LLMs to provide feedback from the 

target audience’s perspective. 
o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
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(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 
LLMs to provide feedback from the target 
audience’s perspective? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 
Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in providing feedback 
from the target audience’s perspective？ 
o 1 
o 2 
o 3 
o 4 
o 5 
10. I ask LLMs to provide suggestions for my 

future translations. 
o Never or Rarely  
o Sometimes  
o Often  
o Always 
(If the participant chooses “never or rarely”, 
he/she will be asked to answer the following 
question) 
Following question: Please choose your reason 
(Multiple-select question). 
o I have never thought of using LLMs in this 

way. 
o I think LLMs’ answers are not reliable. 
o I think LLMs’ answers are not useful. 
o Other (Blank) 
(If the participant chooses “sometimes” to 
“always”, he/she will be asked to answer the 
following two questions) 
Following question 1: On average, how many 
prompts (e.g., instructions, clarifications, or 
follow-up requests) do you use when asking 
LLMs to provide suggestions for your future 
translations? 
o 1-5  
o 6-10 
o 11-15 
o 16-20 
o Over 20 

Following question 2: On a scale of 1 to 5, with 5 
being the highest score, how would you rate the 
performance of LLMs in providing suggestions 
for your future translations？ 
o 1 
o 2 
o 3 
o 4 
o 5 
11. If there are other scenarios that are not 

mentioned above, please write them down. 
(Blank) 
12. Please write down the names of your most 

commonly used LLMs. 
(Blank) 
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Appendix B Weighted Average Scores for 
Three Metrics 

Scenarios 

Weighted Average 
for Three Metrics 

Fr
eq

ue
nc

y 
Sc

or
e  

Pr
om

pt
in

g 
T

im
es

 

Sa
tis

fa
ct

io
n 

Sc
or

e  

Summarizing the 
content of the source 
text 

1.10  1.36  3.25  

Highlighting key 
terms or phrases that 
require special 
attention 

0.76  1.32  3.41  

Providing background 
knowledge or external 
resources for 
understanding the 
source text 

1.51  1.53  3.64  

Answering specific 
questions about 
terminology, 
grammar, or cultural 
references 

1.71  1.46  3.77  

Suggesting 
appropriate style, 
tone, and register for 
the translation 

0.80  1.78  3.35  

Providing translation 
references for 
sentences or 
paragraphs 

1.22  1.53  3.13  

Identifying (and 
correcting) 
grammatical, 
semantic, or stylistic 
issues in the target 
text 

1.27  1.69  3.47  

Examining whether 
the translation meets 
the standard of classic 
translation norms like 
“faithfulness, 
expressiveness and 
elegance” 

0.56  1.93  3.14  

Providing feedback 
from the target 
audience’s perspective 

0.39  1.67  3.58  

Providing suggestions 
for future translations 
based on past 
feedback 

0.51  1.73  3.33  
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