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Abstract

The rapid evolution of artificial intelligence
(AI) has introduced Al agents as a disruptive
paradigm across various industries, yet their ap-
plication in machine translation (MT) remains
underexplored. This paper describes and anal-
yses the potential of single- and multi-agent
systems for MT, reflecting on how they could
enhance multilingual digital communication.
While single-agent systems are well-suited for
simpler translation tasks, multi-agent systems,
which involve multiple specialized Al agents
collaborating in a structured manner, may offer
a promising solution for complex scenarios re-
quiring high accuracy, domain-specific knowl-
edge, and contextual awareness. To demon-
strate the feasibility of multi-agent workflows
in MT, we are conducting a pilot study in le-
gal MT. The study employs a multi-agent sys-
tem involving four specialized Al agents for
(i) translation, (ii) adequacy review, (iii) flu-
ency review, and (iv) final editing. Our find-
ings suggest that multi-agent systems may have
the potential to significantly improve domain-
adaptability and contextual awareness, with su-
perior translation quality to traditional MT or
single-agent systems. This paper also sets the
stage for future research into multi-agent ap-
plications in MT, integration into professional
translation workflows, and shares a demo of the
system analyzed in the paper.

1 Introduction

In an increasingly interconnected world, the de-
mand for accurate, efficient, and context-aware
multilingual communication has surged, driven
by globalization and digital transformation (Za-
hidi, 2025). MT systems face persistent challenges
in handling domain-specific jargon, adapting to
contextual particularities, and aligning with client-
specific guidelines (Kenny, 2022). Traditional neu-
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Figure 1: An example of single- and multi-agent sys-
tems applied to MT.
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ral machine translation (NMT) models, though ad-
vanced, often operate as monolithic systems, lack-
ing the flexibility to dynamically integrate special-
ized knowledge or iterative quality controls with-
out fine-tuning, a critical problem in high-stakes
domains such as legal, medical, or technical trans-
lation (Briva-Iglesias, 2021; Montalt-Resurrecci6
et al., 2024).

The emergence of Al agents—autonomous or
semi-autonomous systems capable of reasoning
about tasks, tool integration, and taking actions to
achieve specific goals—may present a paradigm
shift for MT. Increasingly adopted in fields like
software engineering (Qian et al., 2024), customer
support (Li et al., 2023), data analysis (Wang et al.,
2023), and academic research (Schmidgall et al.,
2025), Al agents remain underexplored in transla-
tion workflows. In the context of MT, Al agents can
be organized into single-agent systems for straight-
forward tasks or multi-agent systems for complex
workflows requiring collaboration and iterative re-
finement (see Figure 1). By leveraging highly cus-
tomisable workflows, external tools (e.g., domain-
specific glossaries, translation memories), memory,
and advanced planning capabilities, multi-agent
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systems may be able to address the limitations of
traditional MT systems. For instance, by decom-
posing translation tasks into specialized roles (e.g.,
translation, adequacy review, fluency editing) and
enabling dynamic interaction between Al agents,
multi-agent systems may mirror professional hu-
man workflows.

The primary goal of this paper is to explore the
capabilities of Al agent workflows for MT, with
a focus on their organization, customization, and
generalisability across fields requiring multilingual
digital communication. This paper investigates the
following research questions (RQs):

RQ1. How effective are multi-agent systems in
legal MT compared to single-agent approaches?

RQ2. How do Al agent-based workflows align
with professional human translation processes?

RQ3. How does model temperature impact
translation performance in multi-agent systems?

RQ4. How does model size impact translation
performance in multi-agent systems?

This work makes several key contributions to the
MT field. Sections 2 and 3 provide a theoretical
framework for organizing Al agents into single-
agent and multi-agent systems, highlighting the
use of customizable workflows and external tools.
Section 4 analyses the practical application of this
framework through a pilot study, illustrating the po-
tential of Al agents in translation workflows. The
pilot study consists of four specialized agents for
legal translation: (i) a Translator-Agent, (ii) an Ad-
equacy Reviewer-Agent, (iii) a Fluency Reviewer-
Agent, and (iv) an Editor-Agent. This structure
simulates real-world translation processes in legal
settings, where consistency, terminology accuracy,
and compliance are paramount.

While the pilot study provides a practical exam-
ple of Al agents in action, the broader focus of
this paper is on the theoretical and methodolog-
ical implications of Al agent workflows for MT,
emphasizing their potential to transform multilin-
gual communication across diverse fields, offering
a foundation for future research and implementa-
tion. We also share a multi-agent public demo
for further analysis and replication: https://agents-
parallel-2.streamlit.app/.

2 What are Al agents?

The concept of Al agents traces its roots to early
Al research, where "rational agents" were defined
as entities capable of autonomous action in pursuit

of objectives (Russell and Norvig, 1995). However,
until very recently, most agent systems relied on
rigid algorithmic structures (Mnih et al., 2015; Lilli-
crap et al., 2019). The emergence of large language
models (LLMs) has marked a significant turning
point in Al agent systems, with enhanced reasoning
and contextual understanding capabilities, allowing
for more flexible and adaptable workflows (Brown
et al., 2020). This has transformed Al agents from
theoretical constructs into practical tools (Wang
et al., 2024). We could now define Al agents as au-
tonomous or semi-autonomous software programs
designed to reason about tasks and execute actions
to achieve predefined goals. Unlike traditional MT
systems, which operate as static pipelines where
an input in the source language is received by the
system and an output in the target language is gener-
ated, agents can dynamically adapt their behaviour
through a defined set of instructions, which allow
them to plan, integrate tools, and iteratively refine
their output (Cheng et al., 2024). All these advance-
ments have facilitated the emergence of structured
Al agent workflows, which can broadly be catego-
rized into single-agent workflows and multi-agent
workflows.

Single-agent workflows involve only one Al
agent that performs tasks within a given environ-
ment. These agents function independently, per-
forming sequential tasks such as summarizing,
translating, or processing data. They often rely
on predefined prompts and reinforcement mecha-
nisms to enhance performance (Cheng et al., 2024).
For example, in software engineering, single-agent
systems have been successfully applied to auto-
mated debugging and code generation (Kim et al.,
2023). In MT, a single-agent workflow could be
instructing a traditional NMT system to translate
something from an API call and/or using an LLM
with a simple prompt for MT. Substantial research
on the topic has already been conducted (Hendy
et al., 2023; Gao et al., 2023; Briva-Iglesias et al.,
2024).

Multi-agent workflows consist of different Al
agents collaborating to achieve a shared objective.
These workflows enable specialization, with each
Al agent performing a designated role within a se-
quential or iterative system (Hu et al., 2021). Multi-
agent workflows have seen widespread adoption in
domains such as software engineering (e.g., GitHub
Copilot for code generation) (Qian et al., 2024),
customer service (e.g., chatbots for query resolu-
tion) (Li et al., 2023), data analysis (e.g., automated
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report generation) (Wang et al., 2023) or academic
research (Schmidgall et al., 2025). Their success in
these fields stems from their ability to decompose
tasks into subtasks, collaborate with external tools
(web search, specific databases, etc.), and optimize
outcomes through feedback loops, memory and/or
reasoning. Multi-agent systems have become a fo-
cal point of Al research due to their ability to tackle
complex problems requiring distributed decision-
making and contextual adaptation (Zhuge et al.,
2023). Several studies highlight the advantages
of multi-agent collaboration, particularly in tasks
requiring high levels of reasoning and iterative im-
provement (Gur et al., 2024; Dong et al., 2024).
For instance, research on Al planning and task ex-
ecution has demonstrated that multi-agent work-
flows lead to improved adequacy and efficiency
compared to single-agent approaches (Schmidgall
et al., 2025).

However, the application of Al agents in MT re-
mains scarce, despite the alignment between agent-
based workflows and the iterative, role-driven na-
ture of professional translation processes. While
traditional MT research prioritized model archi-
tecture improvements (Vaswani et al., 2023), the
integration of Al agent workflows—inspired by
frameworks like ReAct (Yao et al., 2023) and multi-
step planning—represents a shift toward mimick-
ing human translation teams’ collaborative dynam-
ics. To date, only a few experiments on Al agents
for MT have been published. For instance, Wu et al.
(2024) introduced TransAgents, a multi-agent sys-
tem designed to translate ultra-long literary texts.
This system mimicked human editorial workflows
by incorporating specialized agents for different
translation tasks, including initial translation, lo-
calization, proofreading, and quality assessment.
The authors report that despite achieving lower d-
BLEU scores, TransAgents-generated translations
were preferred by human evaluators over conven-
tional MT systems and even human references due
to improved cultural and contextual adaptation. It
is worth stressing, however, that the MT evalua-
tion was not conducted by professional evaluators
and could therefore have had an impact on the re-
sults (Laubli et al., 2020). Ng (2025) introduced
another multi-agent workflow for MT, using three
different Al agents: the first agent translates a text,
the second agent provides improvement sugges-
tions, a third agent produces a final translation after
considering the suggestions. The author reports
using BLEU on standard translation datasets and

suggests that this workflow has shown mixed re-
sults—sometimes competitive with, and occasion-
ally falling short of, leading commercial transla-
tion systems—but no specific details nor human
evaluation have been found. More recently, Sin
et al. (2025) proposed a multi-agent system for
translating Hong Kong legal judgments, compris-
ing Translator, Annotator, and Proofreader agents
powered by GPT-3.5 Turbo, and a memory-based
few-shot prompting strategy was used for iterative
quality improvement. The evaluation shows that
the multi-agent system outperformed both tradi-
tional MT systems and even GPT-40 in accuracy,
coherence, and style, offering a scalable solution
for bilingual legal translation. This demonstrates
that multi-agent systems for MT are a nascent area
of research with great potential for further enhance-
ment that lacks further empirical analysis.

3 The potential of AI agents for MT

From our perspective, the efficacy of Al agents in
MT depends on four core attributes:

Autonomy: Al agents operate independently or
with minimal human oversight once configured,
provided they receive clear instructions (e.g., roles
and tasks to conduct, style preferences, domain
constraints). For instance, a Translator-Agent in a
legal translation workflow could be instructed to
provide translations while adhering to jurisdictional
terminology from a specific country.

Tool use: Agents can integrate external re-
sources such as translation memory systems,
domain-specific databases (e.g., legal glossaries
from the client), and retrieval-augmented genera-
tion (RAG) frameworks to enhance accuracy and
consistency (Lewis et al., 2020). Early works have
demonstrated the promising results of RAG for MT
(Li et al., 2022; Conia et al., 2024). For example,
the above Translator-Agent could cross-reference
terminology from previously translated materials
from a specific client to ensure compliance or have
access to IATE, if working with legal documents.

Memory: Agents can learn from feedback loops,
refining outputs iteratively (Mnih et al., 2015). For
example, a Fluency Reviewer-Agent might priori-
tize syntax and style corrections based on recurring
errors flagged in prior iterations.

Workflow customization: Al agents enable dy-
namic MT workflows through customizable archi-
tectures. Figure 2 depicts five potential multi-agent
workflows (not exclusive) that we define consid-

367



Fail

Prompt Chaining

Output 2

Pass
Output 1
—{ Agent ]L{ Gate "

Routing

Agent

Routi
D T -5
Agent == S==

Orchestrator-Workers

Orchestrator:’:___m ___\‘\ Synthesizer
Agent N gen /1 Agent

Parallelization

Aggregator @
Agent

Agent

!

Evaluator-Optimizer

Translation

Accepted

Rejected +
Feedback

Figure 2: Some potential customisations of multi-agent workflows.

ering their application to MT challenges such as
domain adaptation, scalability, and quality assur-
ance!. Workflows can be sequential or iterative. A
sequential Al agent workflow is a structured pro-
cess where tasks are executed in a strict order, with
each step depending on the completion of the pre-
vious one. An iterative Al agent workflow is more
dynamic and allows multiple tasks to be performed
simultaneously, with results being refined through
back-and-forth adjustments.

3.1 Prompt Chaining

Prompt chaining is a structured, sequential work-
flow in which each step’s output serves as the input
for the next, ensuring systematic reasoning and it-
erative refinement. In MT, this workflow may mir-
ror professional translation processes by breaking
tasks into specialized stages, allowing for greater
control over adequacy, domain adaptation, and lin-
guistic coherence. The process may begin with a
preprocessing agent that analyses the source text,
extracting relevant metadata such as document type,
target audience, and domain-specific terminology.
This preprocessing agent may leverage RAG or TM
systems to enhance contextual precision. Next, a

'Based on Anthropic’s blog entry:
https://www.anthropic.com/engineering/building-effective-
agents

translation agent generates an initial draft by in-
corporating the retrieved information and applying
domain-specific constraints to maintain terminolog-
ical and syntactic adequacy. Finally, an automatic
post-editing agent refines the translation, improv-
ing fluency, ensuring stylistic coherence, and veri-
fying adherence to formatting or regulatory guide-
lines. By structuring translation tasks into inter-
dependent steps, prompt chaining may improve
quality control, enhance domain adaptability, and
reduce errors.

3.2 Routing

Routing is an iterative workflow that could allocate
translation tasks to specialized Al agents based
on specific input characteristics, such as language
pair, domain, or text complexity. By intelligently
distributing tasks, this approach may optimize effi-
ciency and ensure that each translation request is
handled by the most suitable agent. In M T, multi-
agent routing workflows may improve adaptabil-
ity by directing different types of texts to agents
equipped with the necessary linguistic and con-
textual expertise. For instance, low-resource lan-
guages, which often lack large-scale training data,
can be assigned to agents fine-tuned on regional
corpora to improve translation quality. Similarly,
domain-specific texts such as legal contracts or
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medical reports can be routed to agents with ac-
cess to specialized databases like legal termbases
or medical corpora, ensuring compliance with in-
dustry standards and terminology consistency.
Beyond language and domain specialization,
routing may also account for the complexity of
the translation task. Simple texts can be processed
using smaller models optimized for speed and ef-
ficiency, provided that quality can be lower and
that the aim of the translation is of assimilation
exclusively (Kenny, 2022). In contrast, complex
documents where dissemination is required, such
as legal contracts or regulatory filings, may require
a multi-agent review powered by bigger and bet-
ter language models, where separate agents handle
terminology validation, fluency refinement, and for-
matting compliance. By leveraging adaptive rout-
ing, multi-agent workflows may optimize process-
ing efficiency, improve translation quality across
diverse domains, and enable greater scalability in
multilingual digital communication processes.

3.3 Parallelization

Parallelization is a workflow strategy that may en-
able the simultaneous execution of independent
translation subtasks across multiple Al agents, sig-
nificantly reducing processing time and enhancing
scalability. Unlike sequential workflows, where
each step builds upon the previous one, in a paral-
lelization workflow, tasks can be distributed among
specialized agents that work concurrently, with
their outputs later aggregated into a cohesive final
translation. In MT, this approach may be particu-
larly beneficial for large-scale multilingual projects,
where a single document needs to be translated into
multiple languages simultaneously. For instance,
separate Al agents can translate a technical report
into Spanish, French, and Chinese at the same time,
each using language-specific instructions. This
method may optimize efficiency without compro-
mising linguistic or terminological precision.
Parallelization may also enhance MT workflows
through sectional processing and multitasking. A
long-form document, such as a research paper or
a legal contract, can be divided into sections or
chapters, with different agents handling translation
and summarization in parallel. Additionally, qual-
ity assurance tasks—such as adequacy verification,
fluency enhancement, and bias detection—may be
conducted concurrently by dedicated agents to im-
prove overall translation quality. A practical ex-
ample of this approach can be seen in e-commerce

localization, where product descriptions may need
to be translated into multiple languages while main-
taining brand consistency. In such cases, separate
Al agents handle English-to-Spanish, English-to-
French, and English-to-Chinese translation tasks
simultaneously, while an aggregator agent ensures
uniform terminology and adherence to brand style
guidelines.

3.4 Orchestrator-Workers

The orchestrator-workers workflow is a sequen-
tial MT approach in which a central orchestrator
agent decomposes a translation task into subtasks,
delegates them to specialized worker agents, and
synthesizes the results into a cohesive final output.
This structure may mimic human translation team
dynamics, where project managers distribute work-
load among translators and reviewers to ensure
quality and consistency. By enabling scalable han-
dling of complex documents, this workflow may
enhance translation efficiency while maintaining
domain-specific adequacy and linguistic coherence.

A potential application of the orchestrator-
workers workflow may be in legal MT. In this sce-
nario, the orchestrator agent first segments a legal
document, such as a contract, into discrete clauses
and assigns them to translator agents specializing
in legal terminology. Once the initial translations
are completed, worker agents handle specific qual-
ity assurance tasks: an Adequacy Reviewer-Agent
validates terminology against jurisdiction-specific
legal databases, while a Fluency Reviewer-Agent
ensures syntactic clarity and readability. Finally, an
Editor-Agent synthesizes all outputs, ensuring con-
sistency in phrasing, formatting, and cross-clause
references. This structured delegation allows for
greater adequacy and quality control compared to
monolithic translation models, making it particu-
larly suited for high-stakes domains such as law,
medicine, and finance, where document integrity is
paramount.

3.5 Evaluator-Optimizer

The Evaluator-Optimizer workflow is an iterative
refinement process in which MT outputs undergo
systematic evaluation and optimization until they
meet predefined quality standards. This approach
may be particularly valuable for high-stakes do-
mains such as legal, medical, and technical trans-
lation, where even minor inaccuracies can lead to
serious consequences. Unlike traditional MT work-
flows that produce static outputs, this workflow
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may introduce continuous quality control through
feedback loops, ensuring precision, domain adher-
ence, and linguistic coherence. However, the prob-
lem in this workflow may lie in determining when
to stop the feedback loop and in instructing the
model to stop editing the output once a established
set of criteria is met.

One potential example may be as follows: a
Generator-Agent produces an initial translation,
drawing from domain-specific resources such as
legal corpora or medical guidelines. Next, an
Evaluator-Agent assesses the translation for errors,
checking terminology, compliance, and contextual
adequacy. This agent flags inconsistencies, mis-
translations, or ambiguous phrasing using special-
ized databases, such as jurisdictional termbases
for legal texts or the World Health Organization
databases for medical terminology. An Optimizer-
Agent then refines the flagged sections, making nec-
essary adjustments and reprocessing the text until
the evaluator confirms that all quality requirements
have been met. For instance, in medical translation,
an evaluator agent might verify that drug names and
dosages align with regulatory standards, prompting
the optimizer agent to correct any discrepancies
before finalizing the output. By implementing this
cycle of evaluation and optimization, the workflow
may significantly enhance translation reliability,
making it well-suited for fields where adequacy
and compliance are non-negotiable.

4 The pilot study

The above workflows remain, at this stage, theo-
retical constructs designed to explore the potential
of multi-agent systems in MT. While they provide
a structured reflection on how Al agents could be
leveraged to improve translation workflows, their
practical feasibility, efficiency, and effectiveness in
real-world applications have yet to be empirically
validated. To bridge this gap, we are conducting a
pilot study to assess the viability of Al agent-based
approaches in professional translation settings.

4.1 The multi-agent workflow

There is a growing number of libraries facilitating
Al agent development. For this study, we employ
LangGraph? to construct a multi-agent system de-
signed to simulate professional legal translation
workflows. The system is built on a Parallelization

’Link to
ai/langgraph

LangGraph: https://github.com/langchain-

workflow that integrates four specialized Al agents,
each assuming a role that mirrors the functions of
human legal translators and reviewers in an interna-
tional organisation (see Figure 3). The agents op-
erate in parallel, optimizing processing time while
maintaining domain-specific quality controls.

The system’s workflow consists of the following
Al agents. First, a Translator-Agent that produces
an initial translation using an LLM. Even if we
could have provided tool access to RAG and/or
domain-specific databases, we only used the LLM
as the information context. Second, we have two
agents working in parallel: on the one hand, an Ade-
quacy Reviewer-Agent that verifies the initial trans-
lation for terminological and factual adequacy, and
provides adequacy improvement suggestions, if
applicable; on the other hand, a Fluency Reviewer-
Agent that evaluates the translation’s readability,
clarity, and coherence, and provides fluency im-
provement suggestions, if applicable. Finally, an
Editor-Agent, which oversees the integration of the
reviewers’ outputs, resolves conflicts between ade-
quacy and fluency suggestions, and ensures overall
consistency. The instructions of the different Al
agents are provided in Appendix A. A public demo
of the system, which can be used with different
language combinations, language models and files,
is available at the following link: https://agents-
parallel-2.streamlit.app/.

4.2 The underlying MT systems

To systematically assess the impact of the proposed
multi-agent workflows, we compare six system con-
figurations: four multi-agent workflows with dif-
ferent model temperatures and two state-of-the-art
NMT systems:

* Multi-Agent Big 1.3: In this configuration,
all AI agents use DeepSeek R1 (671B pa-
rameters) with a temperature setting of 1.3
(DeepSeek-Al et al., 2025). This choice bal-
ances creativity and precision, ensuring that
the system can generate fluent yet legally pre-
cise translations while allowing flexibility in
phrasing when necessary. With both "Multi-
Agent Big" workflows, we aim to assess how
big LL.Ms behave in multi-agent MT systems.

* Multi-Agent Big 1.3/0.5: This configuration
also employs DeepSeek R1 but introduces
a differentiated temperature setting strategy.
The Translator-Agent and Editor-Agent op-
erate at a temperature of 1.3, promoting cre-

370


https://agents-parallel-2.streamlit.app/
https://agents-parallel-2.streamlit.app/

translation

Translator
Agent

Adequacy
Rewewer

Pilot Study System

Fluency
Reviewer

suggestions..

Edltor Final
Agent Translation

suggestions..

Figure 3: Multi-agent workflow analysed in the pilot study + demo.

ative phrasing where appropriate. Meanwhile,
the Adequacy Reviewer-Agent and Fluency
Reviewer-Agent function at a temperature of
0.5, prioritizing deterministic validation and
reducing variability in term consistency and
grammatical precision.

e Multi-Agent Small 1.3: In this configuration,
all Al agents utilize gpt-40-mini-2024-07-18
(unknown parameters, but reportedly a smaller
language model) with a temperature setting of
1.3 for every agent. With both "Multi-Agent
Small" workflows, we aim to assess how small
LLMs behave in multi-agent MT systems.

¢ Multi-Agent Small 1.3/0.5: This configura-
tion also employs gpt-40-mini-2024-07-18 but
introduces a differentiated temperature setting.
The Translator-Agent and Editor-Agent op-
erate at a temperature of 1.3, while the Ade-
quacy Reviewer-Agent and Fluency Reviewer-
Agent function at a temperature of 0.5.

* DeepL: The baseline comparison consists
of two widely used NMT systems. First,
DeepL. As there are two model options
(“Next-gen language model” and “Classic lan-
guage model”) and we wanted to assess NMT,
we opted for the “Classic language model”
option.

* Google Translate: The second NMT system
is Google Translate. These two NMT systems
represent the current industry standard for MT
and are among the most widely used world-
wide.

4.3 Document and evaluation

A legal contract, originally written in English,
serves as the test document. The text contains 2547

words, 100 segments, and a type-token ratio of 0.27,
demonstrating a complex document pertaining to
the legal domain. It includes several problematic el-
ements, such as numbers and currencies, in-domain
terminology, and complex structures. Therefore, it
is a high-stakes, domain-specific document where
terminological adequacy, syntactic structure, and
legal compliance are critical. These complexities
were chosen to see how the different MT system
configurations would behave.

A professional translator with +10 years of ex-
perience was recruited to evaluate the different MT
outputs by following best practices for human eval-
uation of translation quality (Laubli et al., 2020).
Strict evaluation guidelines were provided (follow-
ing the methodology in Briva-Iglesias et al. (2023)).
The complete data set is shared in Zenodo. The
evaluator assessed a total of 15,282 words via dif-
ferent dimensions, namely:

Adequacy: The evaluator had to verify whether
the translation preserved the meaning of the source
text, including legal terminology, factual correct-
ness, and adherence to jurisdictional requirements.
On a scale from 1 (the lowest adequacy) to 4 (the
highest adequacy).

Fluency: The evaluator had to assess readabil-
ity, naturalness, and linguistic coherence, ensuring
that the translation was stylistically appropriate for
professional legal communication. On a scale from
1 (the lowest fluency) to 4 (the highest fluency).

Ranking: The evaluator compared the multiple
MT outputs for the same source text and ranked
from best (ranking score 1) to worst (ranking score
6). Instead of assigning absolute scores, the eval-
uator determined which translation was the best,
second-best, and so on; ties were allowed.
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Figure 4: Fluency-Adequacy results.

5 Discussion of the results

This section presents the results of the comparative
evaluation of the multi-agent and the NMT sys-
tems. First, the fluency and adequacy scores are
discussed, followed by the overall ranking distribu-
tion.

Figure 4 presents the average fluency and ade-
quacy scores across the six MT configurations anal-
ysed, sorted from highest to lowest based on their
combined average scores. The two best-performing
systems—Multi-Agent Big 1.3 and Multi-Agent
Big 1.3/0.5—achieved similar results, with minor
variations. Multi-Agent Big 1.3 ranked highest
in fluency (3.52) and obtained an adequacy score
of 3.68, making it the strongest individual system
overall. Multi-Agent Big 1.3/0.5, on the other hand,
achieved the highest adequacy score (3.69) while
maintaining strong fluency (3.48), suggesting that
the Multi-Agent Big approach obtained better re-
sults than state-of-the-art NMT systems.

Both NMT systems analysed, DeepL and Google
Translate, obtained lower scores than both Multi-
Agent Big configurations, but higher scores than
the Multi-Agent Small systems. The two worst
performing systems—Multi-Agent Small 1.3 and
Multi-Agent Small 1.3/0.5—consistently scored

lower across both fluency and adequacy metrics.
Multi-Agent Small 1.3 had a fluency score of 3.31
and an adequacy score of 3.47, slightly outperform-
ing Multi-Agent Small 1.3/0.5, which scored 3.23
in fluency and 3.44 in adequacy. These scores
positioned the multi-agent workflows powered by
smaller LLMs at the lower end of the performance
spectrum.

To complement the fluency and adequacy met-
rics, a ranking-based evaluation was conducted,
where the evaluator assigned ordinal rankings (1st
to 6th place) to each system’s translations. Since
there were some ties in every segment, ranking
scores only range from 1 to 4. Figure 5 reveals that
Multi-Agent Big 1.3 secured the highest proportion
of first-place rankings (64 out of 100), followed
closely by the Multi-Agent Big 1.3/0.5 system (57
out of 100). DeepL, despite its higher average score
overall within the NMT systems, received fewer
first-place rankings (50) than Google Translate (56),
indicating that while it produced adequate outputs,
it may have struggled with certain domain-specific
fluency constraints. By conducting a more qualita-
tive analysis, we can see that the English text “USD
1,000,000 was incorrectly translated into Spanish
by the NMT systems as "$1.000.000” (DeepL) and
"USD 1,000,000" (Google Translate). In Spanish,
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the dollar sign should go after the number, and
dots should be the thousands separator. All the
multi-agent systems (both in Big and Small sizes)
correctly translated this currency as “1.000.000
USD”. Similarly, Multi-Agent Systems demon-
strated higher contextual coherence than NMT sys-
tems. The term "Agreement" was coherently trans-
lated by all the multi-agent systems as "Acuerdo"
or "Convenio", while the NMT systems offered
different translations for the same source concept
within the same translation.

The two best performing systems were scored
only with the ranking scores 1, 2 and 3, while both
NMT systems and the Multi-Agent Small configu-
rations had a modest presence in the ranking scores
3 and 4. The Multi-Agent Small 1.3 and Multi-
Agent Small 1.3/0.5 systems were rated with score
1 in only 39 and 37 instances, respectively, fur-
ther reinforcing the observation that model size
significantly impacts translation performance in a
multi-agent setup.

Given the modest evaluation size and language
pairs used in this study, definitive conclusions can-
not yet be drawn. However, the findings provide
valuable insights into the potential of multi-agent
systems for MT and suggest several promising av-
enues for future research. The results indicate that
multi-agent workflows may obtain higher transla-

tion quality than NMT systems. Both Multi-Agent
Big configurations outperformed traditional NMT
models in adequacy and fluency. This suggests that
integrating multiple specialized agents into MT
workflows may allow for greater domain adapta-
tion and content preservation, particularly in high-
stakes fields such as legal and medical translation.

Despite these promising results, the current
multi-agent system was implemented with no exter-
nal tools. The inclusion of memory, RAG, domain-
and client-specific databases, and more granular
agent role customization could further improve per-
formance (Li et al., 2022). Future studies should
explore how additional tooling and fine-tuned role
assignments influence translation quality in multi-
agent systems.

The study also suggests that the temperature
setting plays a significant role in MT outcomes.
Higher temperatures for Reviewer-Agents corre-
lated with stronger adequacy and fluency scores.
A systematic investigation into the optimal bal-
ance between creative (higher temperature) and
deterministic (lower temperature) agent behaviours
could provide deeper insights into best practices
for multi-agent MT workflows. The results also
demonstrate that larger models tend to perform
better in multi-agent settings. The Multi-Agent
Big configurations consistently outperformed the
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smaller Multi-Agent Small systems, indicating that
computational capacity is a critical factor in achiev-
ing high translation quality. Future work should
examine the trade-offs between computational effi-
ciency and translation quality, particularly for orga-
nizations with limited resources.

6 Conclusion

This paper has provided one of the early analysis
of multi-agent systems in M T, comparing their per-
formance with traditional NMT. First, we provided
a thorough overview of the potential of Al agents
for MT, both from a theoretical perspective—by
exploring different workflows, potential use cases,
and system architectures—as well as from a practi-
cal perspective—through a modest pilot study and
a public demo designed for replication and further
analysis.

The paper opens an entirely new area of research
focused on identifying optimal multi-agent config-
urations for MT and enhancing multilingual digital
communication. Our findings highlight that multi-
agent workflows obtain higher translation quality
than traditional NMT systems and/or single-agent
systems in our specific use case. Research on multi-
agent systems is still in the early stages, and sub-
stantial empirical research is needed. So far, our
pilot study highlights the impact of model size and
temperature tuning on translation performance. Be-
sides these key findings, several areas for future
research emerge:

Tool integration: What is the impact of in-
tegrating external resources such as RAG, trans-
lation memories, specialized glossaries, and le-
gal/medical databases to different multi-agent
workflows? Also, what agent should acquire this
knowledge? It is worth stressing that our multi-
agent system is a basic workflow that obtains great
results without tool access. Adding tool access is
a simple task that may improve translation perfor-
mance even further, if compared with NMT, which
would need to be fine-tuned to acquire this specific
knowledge.

Scaling multi-agent systems: The scalabil-
ity of multi-agent workflows for larger datasets
and broader language pairs needs to be addressed.
What is the performance of LLM-powered multi-
agent systems in minor languages?

Evaluation methodologies: Developing more
rigorous human and automated evaluation frame-
works tailored to multi-agent MT workflows is re-

quired, as the potential workflows are limitless.
How can we ensure a reliable evaluation of multi-
agent systems?

Cost and resource optimization: Exploring the
trade-offs between performance and sustainability,
including token usage, computational costs, and
energy efficiency in large-scale translation opera-
tions, is a crucial next step. Resource optimization,
particularly token management, is a critical factor.
The cost of computing power and tokens includes
all inputs fed to the translator, reviewer, and editor
agents. While language model costs are decreas-
ing, sustainability remains a pressing issue. One
promising avenue is to explore hybrid workflows
where low-cost models handle simple tasks while
high-performance models are reserved for complex
texts, ensuring both cost-effectiveness and sustain-
ability.

Human-AlI collaboration: Examining how MT
users interact with Al agents in translation work-
flows is also of relevance, not only in professional
translation, but also for MT users beyond the lan-
guage services industry, as most MT users are not
professional translators. How can multi-agent sys-
tems be used for bridging language barriers and
enhance multilingual digital communication in a
human-centered way? (Briva-Iglesias, 2024)

This said, Al agents may represent a new frontier
in MT, offering dynamic solutions to the rigidity of
traditional MT systems. By integrating autonomy,
context-awareness, and iterative refinement, multi-
agent systems may be able to enhance translation
quality, scalability, and adaptability across domains.
Yet, this is still to be empirically tested.

Beyond technical advancements, Al agents un-
lock opportunities for societal equity, from bridging
language divides in education and crisis response
to preserving endangered linguistic heritage. How-
ever, their deployment is not without challenges.
Technical hurdles like latency and model depen-
dency, ethical concerns around bias and account-
ability, and economic barriers such as high devel-
opment costs demand urgent attention.

The path forward requires interdisciplinary col-
laboration, ethical stewardship, and sustainable in-
novation. Researchers must prioritize robust evalu-
ation frameworks and low-resource language sup-
port, while industry stakeholders should invest in
human-centered designs and green Al infrastruc-
ture. Translators, as critical partners, will also need
upskilling to navigate hybrid workflows that blend
human expertise with Al efficiency.
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Role

Description

Translator-Agent

You are a senior legal translator specializing in Intellectual Prop-
erty documents.

Translate the provided legal text from [source language] to [target
language] with perfect accuracy, legal terminology consistency,
and publication-ready quality.

Return ONLY the translation with no additional text, spaces, or
commentary.

Adequacy
Reviewer-Agent

You are an Adequacy Reviewer specializing in [source language]
to [target language] translations.

Strict instructions: Review the current translation for adequacy
issues (such as mistranslations, omissions, or untranslated seg-
ments) and output only a list of suggestions as plain text bullet
points.

Maintain original style and format.

Each suggestion must be formatted exactly as: ERROR: [issue]
-+ SUGGESTION: [fix].

If no corrections are needed, output ''Accuracy: No corrections
needed"'.

Do not include any additional text, commentary, or the corrected
translation—only the bullet-point list of suggestions.

Fluency Reviewer-
Agent

You are a Fluency Reviewer specializing in [source language] to
[target language] translations.

Strict instructions: Review the current translation for fluency
issues (including grammar, spelling, natural flow, and cultural
adaptation) and output only a list of suggestions as plain text bullet
points.

Focus only on: Grammar/spelling errors; Natural flow in [target
language]; Cultural adaptation.

Each suggestion must be formatted exactly as: ERROR: [issue]
-+ SUGGESTION: [fix].

If no corrections are needed, output ''Fluency: No corrections
needed"'.

Do not include any additional text or commentary—only the bullet-
point list of suggestions.

Editor-Agent

You are a senior legal editor specializing in legal documents. Your
task is to integrate the first translation with the accuracy and flu-
ency suggestions to produce the final polished translation.

Strict instructions: Output only the final translation as a single
plain text string with no additional commentary, labels, or format-
ting.

Maintain legal accuracy and preserve the document’s technical
structure.

Table 1: AI Agent Instructions
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