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Abstract

Large Language Models (LLMs) have shown
promising results in machine translation, partic-
ularly for high-resource settings. However, in
specialised domains such as medicine, their
translation quality underperforms compared
to standard Neural Machine Translation mod-
els, particularly regarding terminology consis-
tency. In this study, we investigate the impact
of instruction tuning for enhancing LLM per-
formance in machine translation for the medi-
cal domain. We compare baseline LLMs with
instruction-tuned models, and explore the im-
pact of incorporating specialised medical termi-
nology into instruction-formatted fine-tuning
datasets. Our results show that instruction tun-
ing significantly improves LLM performance
according to automatic metrics. Furthermore,
error analysis based on automatic annotation
shows a substantial reduction in translation er-
rors in the instruction-tuned models compared
to the baselines.

1 Introduction

Current state-of-the-art Large Language Models
have shown promising results in machine trans-
lation for high-resource language pairs and do-
mains (Bawden and Yvon, 2023). However, in low-
resource domains (e.g. medical) LLMs have shown
lower performance compared to standard neural
machine translation (NMT) models (Bawden and
Yvon, 2023; Pourkamali and Sharifi, 2024). The ac-
curacy and consistency in the machine translation
of terminology, syntax, and document structure is
crucial for users, researchers, and translators who
post-edit machine translated documents in high-
risk domains (Almahasees et al., 2021; Pang et al.,
2024). Moreover, the introduction of in-domain
translation constraints during generation into neu-
ral models is currently an open problem (Saunders
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et al., 2019; Alves et al., 2023; Hauhio and Friberg,
2024).

LLMs are trained to perform different Natural
Language Processing (NLP) tasks such as summari-
sation, question answering, and translation, where
users interact with the models via instructions (e.g.
chat interface) (Touvron et al., 2023; OpenAI et al.,
2024; Dubey et al., 2024). Instruction-tuning is
a technique that leverages datasets from different
NLP tasks, structured as prompts, for fine-tuning
LLMs to enhance generalisation across novel tasks
and domains (Chung et al., 2022). For example,
in machine translation (MT), translating a segment
from the European Medicines Agency corpus with
specialised terminology the prompt can be framed
as: "Glossary: medicine -> medicamento.
Translate the source text from English to Spanish
following the provided translation glossaries.
English: The medicine was effective in patients
with all three types of homocystinuria.
Spanish: ".

Moreover, Alves et al. (2024) instruction-tuned
Llama-2 (Touvron et al., 2023) to perform transla-
tion related tasks, such as segment and document
level translation, post-editing, terminology aware
translation, and error annotation. The controlled
generation of MT output with the correct terminol-
ogy, segment length, or syntax can be framed as an
instruction-tuning task for LLMs. Thus, improv-
ing the workflow of translation during post-editing
with an instruction-following (i.e. chat) interface
for an LLM tuned on a specific domain.

We seek to answer the following research ques-
tion: Does instruction-tuning based on terminology
rules improve translation quality on LLMs? In
this paper, we show results for adding specialised
medical dictionaries into fine-tuning for LLMs. In
particular, we follow the methodology from (Alves
et al., 2024) by incorporating terminology infor-
mation into the instruction-tuning datasets. Unlike
(Alves et al., 2024), our approach relies on openly
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available medical dictionaries and employs simple
heuristics to construct instruction-tuning datasets.
An instruction-based interface could facilitate the
interaction between professional translators and
LLMs, and enables model customisation via the
integration with user-defined terminology dictio-
naries.

Our contributions are as follows: We use
parameter-efficient fine-tuning (PEFT) and quan-
tisation of large language models (LLMs) for in-
domain translation. We leverage medical dictionary
term pairs with parallel data to construct prompts
that guide LLMs in translating specific terminol-
ogy.

We evaluate FLAN-T5 (Chung et al., 2022),
Llama-3 (Dubey et al., 2024), and Tower (Alves
et al., 2024) for English-Spanish, English-German,
and English-Romanian language pairs in a split of
a medical domain dataset.

The instruction-tuned models outperformed the
baseline models with the automatic metrics BLEU
(Papineni et al., 2002), chrF (Popović, 2015), and
COMET (Rei et al., 2020). Moreover, instruction-
tuning improves the overall accuracy of the termi-
nology. Finally, we evaluate the two best models
with automatic error annotation (Guerreiro et al.,
2024), and quality estimation (Rei et al., 2023).

2 Background and Related Work

Auto-regressive language models predict the next
token in a sequence given a prefix context (Jelinek,
1998; Bengio et al., 2000), where LLMs are pre-
trained with large amounts of texts followed by
fine-tuning on different downstream tasks (Ope-
nAI et al., 2024). In addition, Chung et al. (2022)
propose to fine-tune LLMs with a mixture of sev-
eral NLP datasets into an instruction format to im-
prove: generalisation to unseen tasks, and gener-
ation given instruction prompts. For a machine
translation task, the LLM is conditioned on a user
defined prompt that consists of a translation in-
struction along with the source text to be trans-
lated (Pang et al., 2024). During testing, zero-shot
prompting involves querying an LLM with a test
input that was not present in the training data. For
example, MT instruction includes a prompt asking
to translate from a source language to a target lan-
guage, and the corresponding source text. However,
few-shot prompting provides a few examples of the
translation task along with the test input to guide
the LLM generation. In MT, few-shot examples

consist of parallel source and human-translated sen-
tences.

Supervised fine-tuning (SFT) is one of the most
popular techniques for domain adaptation in LLMs,
where models continue their training with a sample
of in-domain data (Alves et al., 2023; Eschbach-
Dymanus et al., 2024). However, SFT for LLMs
requires large amounts of computational resources,
given that during training models update billions
of parameters. The goal of Parameter-efficient fine-
tuning (PEFT) is to update (i.e. tune) a minimal
set of parameters to achieve a similar performance
compared to full SFT on downstream tasks. Hu
et al. (2021) propose low-Rank adaptation (LoRA)
that freezes all the pre-trained model parameters
and adds adapter trainable low-rank decomposition
matrices of parameters into each layer of the model.

Moreover, Dettmers et al. (2023) propose that
during fine-tuning to quantise the parameters of the
pre-trained model into fewer bits (e.g. 4-bit) and
keep the LoRA adapters with standard precision,
thus reducing the memory usage. PEFT and quan-
tisation with QLoRA enables academic translation
practitioners to fine-tune LLMs with limited com-
puting resources. Llama versions 2 and 3 (Touvron
et al., 2023; Dubey et al., 2024) are open-source
LLMs with different parameter scales, which are
instruction-tuned for multiple Natural Language
Processing tasks. Moreover, Llama has become the
base model for the MT related work (Alves et al.,
2023; Pang et al., 2024; Eschbach-Dymanus et al.,
2024).

Zhang et al. (2023) compared 15 baseline LLMs
and fine-tuned with QLoRA on different MT tasks
(e.g. segment and document level translation) for
the French-English language pair. Llama-2 out-
performed other LLMs, fine-tuning improves per-
formance on models that struggle on a few-shot
setup, and QLoRA is potentially superior to full
SFT in terms of efficiency. Alves et al. (2023)
compared instruction tuning with LoRA to few-
shot prompting using Llama-2 in various language
pairs. Fine-tuning outperforms the few-shot learn-
ing, is comparable to full SFT, requires few train-
ing data, and tackles over generation. However,
LLMs struggle with translation directions out of En-
glish (en-xx). Alves et al. (2024) proposed Tower
with a focus on translation related tasks, for exam-
ple, document level translation, post-editing, and
terminology-aware prompts. Tower is based on the
continued training of Llama-2 with parallel transla-
tion data, and is followed by instruction-tuning for
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the MT tasks.
Zheng et al. (2024) proposed to fine-tune LLMs

based on prompts, and compared it to LoRA
for domain adaptation in IT for Chinese-English
and English-Chinese MT. Moreover, Zheng et al.
(2024) incorporate IT terminology by few-shot
prompting and chain-of-thought. The template
used for the proposed prompt-tuning model has
a substantial impact on performance, and the intro-
duction of terminology with simple prompt rephras-
ing outperforms chain-of-thought. Eschbach-
Dymanus et al. (2024) studied domain adaptation
for business IT with LLMs. They compared full
SFT, LoRA, different prompting techniques, and
standard NMT. Finally, Eschbach-Dymanus et al.
(2024) defined guidelines for domain adaptation
with LLMs. Moslem et al. (2023) evaluate LLMs
for translation on specialised domains (e.g. medi-
cal COVID-19), and incorporate terms from glos-
saries into their prompts to tackle issues with no
retrieved matches in few-shot learning. Jerpelea
et al. (2025) developed a parallel dataset for the
low-resource languages Romanian, and Aromanian,
they instruction-tuned Llama-3 for Romanian, and
compared multilingual NMT, GPT, Llama-3, and
Tower for translation.

We followed (Alves et al., 2023, 2024) for our
experimental design. Unlike previous work on
LLM for MT, our approach focuses on the med-
ical domain, relies on openly available medical
dictionaries, employs simple heuristics to construct
the instruction-tuning datasets, and uses efficient
tuning techniques. In particular, we evaluate the
impact of instruction tuning for improving termi-
nology translation in LLMs.

3 Experimental Setup

3.1 Data

We use the corpus of the European Medicines
Agency (EMEA) (elr) for the English-Spanish
(en-es), English-German (en-de), and English-
Romanian (en-ro) language pairs. The EMEA cor-
pus contains multilingual PDF documents from the
European Medicines Agency, automatically con-
verted to text and aligned at the segment level. We
randomly split the EMEA corpus into 20K seg-
ments for each language pair. These subsets were
then merged into a single tuning dataset of 60K
segments. Furthermore, we created separate vali-
dation and test sets, each containing 500 segments
per language pair.

3.2 Terminology Annotation

The Interactive Terminology for Europe (IATE)1 is
a terminology management system from EU institu-
tions that covers different domains (e.g. economics,
law, health). For our source and target language
pairs, we downloaded the IATE database in the
health domain (id 2841). We only used terms with
quality 3 (reliable) and 4 (very reliable) stars (hu-
man annotated quality scores), resulting in 38,898
terms for en-es, 49,828 terms for en-de, and 9,551
terms for en-ro.

We incorporate medical terms as translation in-
structions by identifying term pairs within each
aligned segment. For every aligned segment, we re-
trieve candidate terms using strict matching, which
requires the presence of a candidate pair in both
the source and target segments. If one or more can-
didate pairs are identified, we include them in the
instruction template within the prompt. For exam-
ple, an instruction-tuning input in en-es "spectrum
of activity -> espectro de actividad, amoxicillin ->
amoxicilina, and activity -> actividad" are term
pairs identified in the parallel segment:

Glossaries:
"spectrum of activity" -> "espectro de

actividad"
"amoxicillin" -> "amoxicilina"
"activity" -> "actividad"
Translate the source text from English

to Spanish following the provided
translation glossaries.

English: Amoxicillin is susceptible to
degradation by beta-lactamases
produced by resistant bacteria and
therefore the spectrum of activity
of amoxicillin alone does not
include organisms which produce
these enzymes.

Spanish: La amoxicilina es sensible a
la degradación por las beta-
lactamasas producidas por bacterias
resistentes y por tanto el

espectro de actividad de la
amoxicilina sola no incluye
microorganismos productores de
estas enzimas.

When no candidates are identified within a seg-
ment, the instruction consists only of the translation
task prompt. For example, an instruction-tuning
input in en-es:

Translate the source text from English
to Spanish.

English: Do not use Cymevene if you are
breast-feeding.

Spanish: No use Cymevene si está en
periodo de lactancia.

1https://iate.europa.eu/download-iate
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The prompt templates for the baseline models
are defined in Section B, and we perform zero-shot
prompting to generate translations for en-es, en-de,
and en-ro. For example, a test input in en-es:
Glossary:
"insulin" -> "insulina"
Translate the source text from English

to Spanish following the provided
translation glossaries.

English: Within-subject variability of
the time action profile of Levemir
and NPH insulin Pharmacodynamic
Endpoint

Spanish:

3.3 Models
We use the HuggingFace transformers framework
for the baseline LLMs (Wolf et al., 2020), and
PEFT (Mangrulkar et al., 2022) for the instruction-
tuning with QLoRA. Our baseline LLMs are
as follows: FLAN-T5-large2 (783M parame-
ters), an encoder-decoder model; Llama-3-8B3,
an instruction-tuned LLM for NLP tasks; and
Tower-7B4, an instruction-tuned LLM for MT tasks.
We evaluated two distinct instruction-tuned model
architectures: encoder-decoder model based on
FLAN-T5, and auto-regressive LLMs based on
Llama.

We use QLoRA with a 4-bit quantisation to
fine-tune each baseline model for one epoch on
the tuning dataset (60K segments). The values
for QLoRA and tuning hyper-parameters for each
model are defined in Section A, for FLAN-T5
7, Llama-3-8B 8, and Tower-7B 9. Finally, for
generation, we use zero-shot prompting and
stochastic decoding with top-p sampling p = 0.9.
We release our scripts and data on GitHub at:
https://github.com/HAITrans-lab/
instruction-tuned-medical-LLM

4 Results

We show results with automatic metrics and ter-
minology accuracy for FLAN-T5, Llama-3 and
Tower for the en-es, en-de and en-ro language pairs.
Moreover, we show automatic error annotation, and
quality estimation scores for the best performing
models.

4.1 Automatic Metrics
We evaluated all models with BLEU, chrF, and
COMET in the test split. Table 1 shows the com-
2google/flan-t5-large
3meta-llama/Meta-Llama-3.1-8B-Instruct
4Unbabel/TowerInstruct-7B-v0.2

parison between the baselines and the instruction-
tuned models with QLoRA. The BLEU, chrF, and
COMET scores for the instruction-tuned models
are statistically significant (p < 0.05) for all mod-
els.

To prevent over-generation and improve the per-
formance of Llama-3, we post-processed the output
by cutting it at the first appearance of the end-of-
sequence token "<|eot_id|>". As noted by Zhang
et al. (2023), Llama models repeat the translation
output or produce assistant suggestions to improve
the prompts along with the translation.

In Table 1, Tower and the QLoRA Tower outper-
form the other models with the automatic metrics
for en-es, and en-de. However, Romanian (en-ro)
is not present in the original Tower fine-tuning for
MT. Tower is based on LLaMA-2 which is not fo-
cused on multilingual data, in contrast to Llama-3.
Moreover, QLoRA tuning produced improvements
for all models.

As shown in Table 1, Tower and QLoRA Tower
achieved the highest automatic metric scores for
en-es, and en-de. However, the original Tower
model was not fine-tuned for en-ro MT. Further-
more, Tower is based on LLaMA-2, which is less
focused on multilingual data compared to Llama-3.
Nonetheless, the QLoRA models consistently im-
proved performance across all models. The bold
numbers are the best automatic scores across all
models for a given language pair.

Terminology Accuracy We compute the accu-
racy of the terminology in the MT output com-
pared to the reference translations. To compute
accuracy, the exact term must be present in both
the MT segment and the database to be correct.
Table 2 shows the accuracy scores for the termi-
nology. Instruction-tuning improves the accuracy
of terms across models, where Flan-T5 followed
by Tower achieve the highest terminology accuracy
performance. We observed that the LLM produced
translations with increased terminology accuracy
for the high-resource language pairs, en-de and
en-es.

4.2 Automatic Error Annotation

Automatic metrics are not designed to identify spe-
cific translation errors in MT outputs, for example,
errors in terminology. Multidimensional Quality
Metrics (MQM) (Lommel et al., 2014) are based on
manually classifying and annotating errors using
predefined categories. The MQM error typology
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Model en-es↑ en-de↑ en-ro↑
BLEU chrF COMET BLEU chrF COMET BLEU chrF COMET

FLAN-T5 28.51 57.11 0.73 14.76 43.86 0.63 17.34 45.00 0.64
QLoRA FLAN-T5 36.43 63.40 0.78 25.45 54.93 0.72 28.65 57.44 0.77
Llama-3-8B 34.07 63.02 0.79 25.44 58.08 0.78 24.99 53.17 0.76
QLoRA Llama-3-8B 45.07 67.74 0.85 36.30 62.21 0.84 35.97 61.19 0.85
Tower-7B 42.27 66.31 0.86 34.80 62.45 0.85 18.20 44.86 0.69
QLoRA Tower-7B 48.88 70.36 0.87 42.11 67.62 0.87 23.93 50.57 0.78

Table 1: Comparing the baseline and QLoRA fine-tuned LLMs with automatic metrics for the en-es, en-de, and
en-ro language pairs.

Model en-es↑ en-de↑ en-ro↑
FLAN-T5 0.72 0.45 0.38
QLoRA FLAN-T5 0.90 0.91 0.90
Llama-3-8B 0.59 0.53 0.44
QLoRA Llama-3-8B 0.69 0.68 0.51
Tower-7B 0.88 0.79 0.58
QLoRA Tower-7B 0.91 0.86 0.68

Table 2: Comparing the baseline and QLoRA fine-tuned
LLMs with terminology accuracy for the en-es, en-de,
and en-ro language pairs.

covers high-level error categories (e.g. Accuracy,
linguistic conventions, style, etc.), where each cat-
egory can be further expanded into fine-grained
categories (e.g. Accuracy into Mistranslation, addi-
tion, untranslated, etc.). Expert translators identify
an error in the MT output, label it with a category
from the typology, and also assign a severity score
to it. The severity weights defined in (Freitag et al.,
2021) are: minor × 1 (MIN), major × 5 (MAJOR),
and critical × 10 (CRIT). The MQM score is de-
fined as follows:

MQM = 100 ·
(
1− 10·critical+5·major+minor

tokens

)
,

(1)

We use XCOMET (Guerreiro et al., 2024) to
produce automatic MQM annotations. XCOMET
only annotates the error spans in the MT output
with severities 5, and the corresponding prediction
confidence for each span. The automatic error an-
notation with XCOMET is based on an LLM that
required a larger GPU than our available resources
for execution. We run the XCOMET evaluations on
CPU where the process is slow, thus we only eval-
uate the best two models based on the automatic
metrics, Llama-3 and Tower.

We show the number of errors ↓ in Table 3 and
5Unbabel/XCOMET-XL

the MQM scores ↑ in Table 4 for each system. The
MQM score summarises the individual errors into
a weighted score based on severity (Equation 1).
Table 3 shows the number or errors by severity for
each model. The total number of errors for the
instruction-tuned Llama-3 is: 1914 (en-es), 2910
(en-de), and 1764 (en-ro). The instruction-tuned
Tower is: 745 (en-es), 1059 (en-de), and 1632 (en-
ro). Instruction-tuned Tower shows fewer critical
errors compared to Llama for the three language
pairs (en-es, en-de, and en-ro).

Table 4 presents the MQM scores, which show a
reduction in critical, major, and minor errors after
the instruction tuning phase. In these results, Tower
outperforms Llama.

Automatic Error Annotation Analysis We con-
ducted a preliminary error analysis of the automatic
error annotation for en-es to assess the quality of
XCOMET to label translation errors. A native
Spanish speaker with English proficiency served
as the annotator. The limited number of exam-
ples analysed from the en-es automatic error an-
notation is because of the lack of a professional
medical translator during the preliminary analysis.
We show annotation examples between the base-
line and instruction-tuned models for Llama-3 and
Tower.

Table 5 presents examples of automatic error
annotations generated by XCOMET for Llama,
QLoRA Llama, and Tower. For Llama, XCOMET
identified a critical error with a confidence score of
0.52. Similarly, a critical error in the instruction-
tuned Llama was annotated with a confidence of
0.40. While XCOMET produced incomplete an-
notations, potentially because of over-generation
by Llama, it successfully identified code-switched
words, such as "assistant".

In Tower, XCOMET annotated a major error,
"reconstitución," with a confidence of 0.50. For
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Model en-es↓ en-de↓ en-ro↓
MIN MAJ CRIT MIN MAJ CRIT MIN MAJ CRIT

Llama-3-8B 145 1277 1240 1693 719 938 95 983 1301
QLoRA Llama-3-8B 359 1105 450 2160 295 455 225 844 695
Tower-7B 592 241 15 1266 50 25 253 844 695
QLoRA Tower-7B 583 149 13 1007 26 26 503 868 261

Table 3: Comparing the baseline and QLoRA fine-tuned LLMs with the number of errors with the following
categories: minor (MIN), major (MAJ), and critical (CRIT).

Model en-es↑ en-de↑ en-ro↑
Llama-3-8B 35.98 41.29 27.76
QLoRA Llama-3-8B 58.83 59.45 45.66
Tower-7B 82.35 80.70 20.11
QLoRA Tower-7B 86.63 84.69 36.96

Table 4: Comparing the baseline and QLoRA fine-tuned
LLMs with MQM scores for the en-es, en-de, and en-ro
language pairs.

the instruction-tuned Tower, a minor error, "recon-
stitu," was annotated with a confidence of 0.42.
Notably, "reconstitución" is the correct term in the
MT output with low prediction confidence. A po-
tential solution involves filtering annotations based
on a predefined confidence threshold, keeping only
high-confidence predictions.

4.3 Quality Estimation

Quality estimation (QE) models predict a quality
score for the MT output without using reference
translations. QE evaluation can be useful for cases
of low-resource language pairs and practical appli-
cations, given the lack of reference translations. We
use COMETKiwi (Rei et al., 2023) for QE evalua-
tion 6. COMETKiwi is based on COMET features
to train a QE prediction model. The QE model is
trained with an annotated multilingual source and
corresponding MT outputs to predict quality based
on direct assessment (i.e. ranking) or MQM scores.

Table 6 shows the comparison of QE scores for
Llama-3 and Tower. The instruction-tuned Tower
shows higher QE scores compared to Llama in
all language pairs. The QE scores show a similar
order in model quality compared to the output of
automatic metrics without the need for reference
translations.

6Unbabel/wmt22-cometkiwi-da

4.4 Discussion and Limitations
Instruction-tuning improves the overall accuracy of
terminology and translation quality (e.g. automatic
metrics). Instruction-tuned FLAN-T5 (encoder-
decoder) has the highest terminology accuracy, but
its improvements in translation quality are lower
compared to the LLMs. A possible explanation is
the difference in parameter size compared to the
LLMs, and pre-trained data available for the LLMs.
However, to achieve a more accurate evaluation, it
is recommended to perform a manual error annota-
tion with professional medical translators.

Both the baseline and instruction-tuned mod-
els generate terms defined by our prompts. How-
ever, fine-tuning substantially improves accuracy
for FLAN-T5, Tower, and Llama-3. Furthermore,
Tower includes terminology translation across di-
verse domains as a component of its tuning tasks.

Llama-3 presents over-generation, producing an
excessive amount of tokens with assistant sugges-
tions. For example, in en-es in the test set, the base-
line model generates 29,569 tokens, which is re-
duced to 25,225 tokens after fine-tuning. Examples
of this over-generation in Llama-3 include assistant-
specific text alongside the expected machine trans-
lation output, such as: "..{source segment} assis-
tant Here is the corrected translation: {MT tar-
get segment}...". However, the instruction-tuned
LlaMA-3 also over-generates: "..I corrected the
translation using the provided glossary.assistant
Using the glossary...", or it continues repeating the
MT output. A possible solution is to use a prompt
that constrains the model to produce only the target
segment. With our current prompt, both Llama-
3 models require extra post-processing to extract
the MT and avoid biases on the automatic metrics
and automatic error annotation. On the other hand,
Tower generates 11,034 tokens compared to 10,906
tokens for the instruction-tuned. The MT tasks tun-
ing on Tower improves translation accuracy and
avoids over-generation.
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Terms Source, reference, and MT Annotation
active substance
->principio activo,
system ->sistema,
fentanyl ->fentanilo

src: Ionsys transdermal system delivers the active substance, fen-
tanyl, through the skin.

critical error: assistant
Here is the translation:
Ionsys sistema
transdérmico
proporciona

ref: El sistema de liberación transdérmica Ionsys administra el
principio activo, el fentanilo, a través de la piel.
Llama: Ionsys sistema transdérmico proporciona la sustancia ac-
tiva, fentanilo, a través de la piel.assistant Here is the translation:
Ionsys sistema transdérmico proporciona el principio activo, fen-
tanilo, a través de la piel. I corrected the translation using the pro-
vided glossary.assistant Using the glossary "system" ->"sistema", I
should have translated it to

active substance
->principio activo,
system ->sistema,
fentanyl ->fentanilo

src: Ionsys transdermal system delivers the active substance, fen-
tanyl, through the skin.

critical error: assistant
El sistema transdérmico
Ionsys libera elref: El sistema de liberación transdérmica Ionsys administra el

principio activo, el fentanilo, a través de la piel.
QLoRA Llama: El sistema transdérmico Ionsys libera el principio
activo, el fentanilo, a través de la piel. assistant El sistema trans-
dérmico Ionsys libera el principio activo, el fentanilo, a través de la
piel.

reconstitution
->reconstitución

src: Write the date of reconstitution and expiry on the label (expiry
is 1 month after reconstitution) major error:

reconstituciónref: Escriba la fecha de reconstitución y la de caducidad en la
etiqueta (la caducidad es 1 mes después de la reconstitución)
Tower: Escriba la fecha de reconstitución y el de caducidad en la
etiqueta (el de caducidad es 1 mes después de la reconstitución).

Table 5: Examples of automatic error annotation for en-es using XCOMET.

Model en-es↑ en-de↑ en-ro↑
Llama-3-8B 0.513 0.507 0.484
QLoRA Llama-3-8B 0.657 0.619 0.595
Tower-7B 0.840 0.806 0.647
QLoRA Tower-7B 0.850 0.825 0.754

Table 6: Comparing the baseline and QLoRA fine-tuned
LLMs with QE for the en-es, en-de, and en-ro language
pairs.

However, given common limitations on aca-
demic computational resources (one GPU) we use
small size LLMs (8B) with quantisation, PEFT for
tuning our models, and a small split of the EMEA
corpus. A limitation of quantisation is the use of
pre-trained models with lower precision models
that may hurt overall performance. However, SFT
in LLMs can be achieved with significantly less
data than training from scratch and other domain
adaptation approaches (Zhu et al., 2024). The to-
tal size of the EMEA corpus is approximately 1M
segments.

Automatic error annotation and QE scores of-
fer a detailed evaluation of our language pairs and
domain. However, XCOMET shows inaccuracies
in terminology annotation, particularly with low-
confidence predictions. Furthermore, to validate
the reliability of automatic error annotation within
the medical domain, a comprehensive analysis in-
volving professional translators is essential. Ad-
ditionally, XCOMET requires substantial GPU re-

sources.
We use accuracy to evaluate the terms generated

in the MT output. The limitation of accuracy is
that context is not taken into account (Corral and
Saralegi, 2024), for example, translation quality
is lowered with high term accuracy in FLAN-T5.
A limitation of building our terminology prompt
dataset using only exact matches is the potential to
miss terms that are expressed differently depend-
ing on the context. Furthermore, the coverage of
terms and domains within IATE represents a lim-
itation of terminology databases. For example, in
the parallel (en-es) segment: "Posology for MD-
S/MPD The recommended dose of imatinib is 400
mg/day for adult patients with MDS/MPD." and
"Posología para SMD/SMP La dosis recomendada
de imatinib para pacientes adultos con SMD/SMP
es de 400 mg/día" from IATE the exact term match
is "dose -> dosis". However, IATE does not contain
"MDS/MPD -> SMD/SMP" that means "Myelodys-
plastic/Myeloproliferative Neoplasm"7. A possi-
ble solution is to combine translation terminology
databases with medical ontologies, for example,
Medical Subject Headings (MeSH)8, and the Uni-
fied Medical Language System (UMLS)9 that has
multilingual features.

7https://www.cancer.gov/types/
myeloproliferative/hp/mds-mpd-treatment-
pdq
8https://www.nlm.nih.gov/mesh/meshhome.html
9https://www.nlm.nih.gov/research/umls/
index.html
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5 Conclusions and Future Work

In this study, we show a comparison between base-
line LLMs and QLoRA instruction-tuned models
in the medical domain for en-es, en-de, and en-ro.
We introduce medical terminology from IATE into
an instruction-formatted dataset for controlled gen-
eration in LLMs. Instruction-tuned models signifi-
cantly outperform the baseline across automatic
evaluation metrics. Furthermore, these models
show improved accuracy in terminology transla-
tion compared to the baseline.

In particular, the instruction-tuned Tower model
presents superior translation quality according to
different evaluation methods (automatic metrics,
MQM annotation, and QE). Additionally, Tower
requires fewer computational resources and less
post-processing compared to LLaMA-3.

A limitation of our current evaluation is the re-
liance on automatic metrics and the limited quality
of automatic error annotation. For future work, we
will evaluate the baselines with few-shot instead
of zero-shot. We will define different prompts for
Llama-3 to avoid over-generation. We will perform
an evaluation on a balanced test split in terms of
the number and type of present terms with respect
to the training data. Finally, we will perform a man-
ual error annotation, as automatic metrics may not
test for correct terminology generation on the MT
output (Haque et al., 2019; Gaona et al., 2023).

Sustainability Statement For the experiments
we use a Tesla T4 GPU (16GB) from Azure with
an approximate SFT time of 20 hours per model.
Instruction-tuning with PEFT tackles issues for
scare computational resources (GPUs) for short
training time (e.g. one epoch) and small tuning data
(60K segments). Moreover, we performed auto-
matic error annotation on the CPU instead of GPU
given our academic computational limitations.

From MachineLearning Impact calculator
presented in (Lacoste et al., 2019): West-
Europe Azure has a carbon efficiency of 0.57
kgCO2eq/kWh. A cumulative of 100 hours of
computation was performed on hardware of type
T4 (TDP of 70W). Total emissions are estimated
to be 3.99 kgCO2eq of which 100 percent were
directly offset by the cloud provider.
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A Hyper-parameters

The hyper-parameter values tables for FLAN-T5,
Llama-3-8B, and Tower-7B are as follows:

B Instruction Templates

Instruction templates for FLAN-T5, Llama-3 and
Tower. The source_term is the source entry from
IATE, the target_term is the target entry from IATE,
source_language is the source language (i.e. En-
glish), target_id is the target language (i.e. Span-
ish, German, and Romanian), and glossary_type is

Hyper-parameter Value

r 8
α 32
Dropout 0.1
Target modules q, v

Max source length 512
Max target length 512
Batch size 6
Learning rate 2e− 4
Warm-up steps 0.03
Scheduler type linear

Table 7: FLAN-T5 seq2seq hyper-parameter val-
ues. The upper section contains the QLoRA hyper-
parameters, and the lower section contains the overall
fine-tuning.

Hyper-parameter Value

r 64
α 128
Dropout 0.05
Target modules q_proj, v_proj

Max sequence length 512
Batch size 2
Gradient accumulation 4
Learning rate 2e− 4
Warm-up steps 0.03
Scheduler type cosine

Table 8: Llama-3-8B hyper-parameter values. The up-
per section contains the QLoRA hyper-parameters, and
the lower section contains the overall fine-tuning.

Hyper-parameter Value

r 64
α 16
Dropout 0.1
Target modules q_proj, k_proj,

v_proj, o_proj

Max sequence length 512
Batch size 2
Gradient accumulation 2
Learning rate 2e− 5
Warm-up steps 0.03
Scheduler type cosine

Table 9: Tower-7B hyper-parameter values. The upper
section contains the QLoRA hyper-parameters, and the
lower section contains the overall fine-tuning.

Glossary with one candidate term pair or Glossaries
with several candidate terms.

FLAN-T5 instruction template for a segment
with an identified pair of candidate terms. The
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prompt is the input for the encoder and the target
segment is the input for the decoder:
{glossary_type}:
"{source_term}" -> "{target_term}"
...
Translate the source text from {

source_id} to {target_id} following
the provided translation glossaries.

{source_id}: {source_segment}

FLAN-T5 instruction template with a segment
without candidate terms. The prompt is the input
for the encoder, and the target segment is the input
for the decoder:
Translate the source text from {

source_id} to {target_id}.
{source_id}: {source_segment}

Llama-3-8B instruction template for a segment
with candidate term pairs:
<|begin_of_text|><|start_header_id|>

system<|end_header_id|>
You are a helpful translation assistant

.<|eot_id|><|start_header_id|>user<|
end_header_id|>

{glossary_type}:
"{source_term}" -> "{target_term}"
...
Translate the source text from {

source_id} to {target_id} following
the provided translation glossaries.

{source_id}: {source_segment}
{target_id}:<|eot_id|>
<|start_header_id|>assistant<|

end_header_id|>
{target_segment}<|eot_id|>

Llama-3-8B instruction template for a segment
without candidate term pairs:
<|begin_of_text|><|start_header_id|>

system<|end_header_id|>
You are a helpful translation assistant

.<|eot_id|><|start_header_id|>user<|
end_header_id|>

Translate the source text from {
source_id} to {target_id}.

{source_id}: {source_segment}
{target_id}:<|eot_id|>
<|start_header_id|>assistant<|

end_header_id|>
{target_segment}<|eot_id|>

Tower-7B instruction template for a segment
with candidate term pairs:
<|im_start|>user
{glossary_type}:
"{source_term}" -> "{target_term}"
...
Translate the source text from {

source_id} to {target_id} following
the provided translation glossaries.

{source_id}: {source_segment}
{target_id}:<|im_end|>
<|im_start|>assistant
{target_segment}<|im end|>

Tower-7B instruction template for a segment
without candidate term pairs:
<|im_start|>user
Translate the source text from {

source_id} to {target_id}.
{source_id}: {source_segment}
{target_id}:<|im_end|>
<|im_start|>assistant
{target_segment}<|im end|>
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