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Message from the Organising Committee

This volume contains the proceedings of the Third International Workshop on Gender-Inclusive Transla-
tion Technologies (GITT-2025)1, hosted by the 20th Machine Translation Summit (MT 2025)2. GITT is
set out to focus on gender-inclusive language in translation and cross-lingual scenarios. The workshop
brings together researchers from diverse areas, including industry partners, MT practitioners and langua-
ge professionals. Also, GITT aims to encourage multidisciplinary research that develops and interrogates
both solutions and challenges for addressing bias and promoting gender inclusivity in MT and translation
tools, including LLM applications for the translation task.

The workshop welcomed four types of contributions: research papers, research communications, ex-
tended abstracts and potluck communications. GITT-2025 received a total of 9 novel submissions (5
research papers, 2 extended abstracts, 2 potluck communications) and 1 research communication. Fol-
lowing the review process, all submissions received positive reviews, highlighting a continued quality
of the submissions received (i.e. GITT-2023 resulted in an acceptance rate of 75%, GITT-2024 resulted
in an acceptance rate of 100%). It is worth noting that the research communications did not undergo
the review process as it had previously undergone peer-review for a journal. The 5 accepted papers have
been assigned to oral presentations, while the accepted abstracts have been assigned to the poster session.
The research communication and potluck communications, which are not included in the proceedings,
are also to be presented during the poster session in order to promote dissemination of research aligned
with the scope of the workshop.

The accepted papers cover a diverse range of topics related to the analysis, measurement, and mitiga-
tion of gender bias in (Machine) Translation, as well as to the investigation of inclusive language. We
are glad to attest to the interdisciplinary perspectives and methods represented in GITT submissions.
Notably, we observe three key trends emerging from this year’s submissions: (i) an increasing use of
large language models (LLMs) for bias evaluation and mitigation, (ii) a growing focus on non-binary and
gender-inclusive language practices across multiple languages beyond English, and (iii) the application
of novel methods – particularly interpretability tools – to better understand and address gender bias.

In addition to the technical programme, we are honoured to have Cristina Anselmi (Video game locali-
zation & AI implementation expert) as our keynote speaker, presenting on “The Evolution of Inclusive
Language in Localization with AI technologies: Challenges and Opportunities”.

We sincerely thank all the people and institutions that contributed to the success of the workshop: the
authors of the submitted papers for their interest in the topic; the Programme Committee members for
their valuable feedback and insightful comments; the MT Summit organizers for their support. Finally,
we thank our sponsors, the Faculty of Arts and Philosophy at Ghent University and Tilburg University,
for their generous contributions.

We hope you enjoy reading the papers and are looking forward to a fruitful and enriching workshop!

Janiça Hackenbuchner
Luisa Bentivogli
Joke Daems
Chiara Manna
Beatrice Savoldi
Eva Vanmassenhove

1https://sites.google.com/tilburguniversity.edu/gitt2025
2https://mtsummit2025.unige.ch/index.html
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Keynote Talk
The Evolution of Inclusive Language in Localization with AI

technologies: Challenges and Opportunities
Cristina Anselmi

Video game localization & AI implementation expert

Abstract: AI today is more and more present in our daily life and it’s proven to be a great help also in
the localization industry, not only to support the translation efforts by increasing productivity, but also
to improve the output of machine translation and tweak it to reach the desired quality. But how do these
new models behave when it comes to inclusive and non-binary language?

In this keynote we’ll dive deeper into this topic, by first exploring the transformation of inclusive language
in the localization industry in the past years, highlighting the shift towards gender-neutral and cultural-
ly sensitive expressions and then examining the role of AI in shaping inclusive content, addressing the
challenges of bias in machine translation and natural language processing and analyze their presence in
the new technologies.

We’ll also tackle the topic of the complexities of non-binary language, showcasing strategies to navigate
grammatical and societal barriers and how to shape AI to make sure the output is in line with specifics
of this language.

After this analysis, we’ll understand that only by fostering collaboration between linguists, AI developers,
and communities, we can make sure to drive innovation that respects linguistic diversity while ensuring
that AI-generated content remains inclusive and reflective of human identities.

Bio: Cristina Anselmi is a video game localization expert with 15 years of experience. She has covered
many roles in the industry, starting by translating video games, to managing complete localization cycles
of several AAA titles and managing teams of localization specialists. For the past 8 years she has specia-
lized in AI implementation in localization workflows, building a team and a strategy from the ground up
and successfully implementing machine translation in a big videogame corporation, with a special focus
on adapting AI for inclusive and non-binary language.

She’s also very active in the industry, sharing her knowledge and expertise at conferences and organizing
workshops and events to connect people and talk about localization technologies. Her current focus is
on helping others integrate AI technologies in the localization workflows, with clear and well structured
plans, to make the most out of this technology without jeopardizing quality and keep sharing insights
and knowledge in the industry.
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Are We Paying Attention to Her?
Investigating Gender Disambiguation and Attention

in Machine Translation
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Abstract

While gender bias in modern Neural Machine
Translation (NMT) systems has received much
attention, the traditional evaluation metrics for
these systems do not fully capture the extent to
which models integrate contextual gender cues.
We propose a novel evaluation metric called
Minimal Pair Accuracy (MPA) which measures
the reliance of models on gender cues for gen-
der disambiguation. We evaluate a number of
NMT models using this metric, we show that
they ignore available gender cues in most cases
in favour of (statistical) stereotypical gender
interpretation. We further show that in anti-
stereotypical cases, these models tend to more
consistently take male gender cues into account
while ignoring the female cues. Finally, we an-
alyze the attention head weights in the encoder
component of these models and show that while
all models to some extent encode gender in-
formation, the male gender cues elicit a more
diffused response compared to the more con-
centrated and specialized responses to female
gender cues.1

1 Introduction

The field of Machine Translation (MT) has under-
gone significant technological shifts over the past
decades, moving from transparent rule-based sys-
tems to increasingly opaque probability-based ones
such as statistical and neural MT. Furthermore, the
complexity and scale of current Transformer-based
(Vaswani et al., 2017) architectures, which under-
pin both neural MT (NMT) and Large Language
Models (LLMs), are making it more challenging
to trace back model decisions and understand the
underlying processes. This growing opacity raises
concerns for AI governance where transparency,

© 2025 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1The code used in this work is made publicly available at
github.com/chiaramanna/gender-cue-integration-MT.

fairness and risk mitigation are becoming increas-
ingly important for a responsible deployment of
MT technology.

At the same time, research on (gender) bias in
MT has been on the rise, reflecting more general
tendencies in the field of Natural Language Pro-
cessing (NLP) (Sun et al., 2019; Costa-jussà, 2019;
Blodgett et al., 2020; Stanczak and Augenstein,
2021). The increasing awareness has led to con-
cerns related to the flaws, inconsistencies and bi-
ases that models inherit, propagate and potentially
exacerbate – especially with the increasing inte-
gration of NLP tools in people’s everyday lives
(Bansal, 2022). In response, AI governance poli-
cies are emerging worldwide, such as the European
Union’s AI Act (2024), aiming to regulate the de-
velopment and deployment of AI systems to en-
sure ethical standards and mitigate potential risks.
For MT specifically, the nature of the translation
task itself further complicates matters due to cross-
linguistic differences in gender representation and
expression across languages, where social gender,
linguistic gender and diverse cultural contexts in-
tersect.

EN: The cook prepared a soup for the house-
keeper because he helped clean the room.

IT: Il cuoco ha preparato una zuppa per
la governante perché ha aiutato a pulire la
stanza.

Figure 1: Example from the WinoMT dataset (Stanovsky
et al., 2019) illustrating gender bias in an English-Italian trans-
lation. While the English sentence establishes the referent as
male (using the pronoun he), the translation2 uses a feminine
form la governante, thereby disregarding the contextual gen-
der cue.

2Generated by ChatGPT on March 6th, 2025.

1
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Languages encode gender in different ways and
to varying degrees (Ackerman, 2019; Cao and
Daumé III, 2020). While some, such as English
or Danish, rely predominantly on pronouns, oth-
ers, such as Italian, require morphological agree-
ment across multiple parts of speech (Stahlberg
et al., 2007). This implies that – in certain transla-
tion contexts – implicit source information must be
made explicit in the target (Vanmassenhove et al.,
2018). Figure 1 illustrates this through an example
from the WinoMT dataset (Stanovsky et al., 2019).
The English word housekeeper is translated into
the Italian feminine form la governante, despite
the broader sentence context indicating that the
referent identifies as male (he). When this hap-
pens on a large scale and in a systematic way,
it can result in representational and allocational
harms, disproportionately affecting more marginal-
ized groups (Blodgett et al., 2020) while simultane-
ously eroding linguistic diversity (Vanmassenhove
et al., 2019, 2021b).

Despite the increasing awareness and research
efforts over the past decade (Savoldi et al., 2024),
gender bias in MT remains a complex, largely
unsolved challenge (Vanmassenhove, 2024; Zhao
et al., 2024). While current evaluation metrics
offer a broad bias assessment, they do not cap-
ture whether models actively integrate contextual
cues or default to learned statistical associations
when disambiguating gendered nouns. This limita-
tion makes it challenging to determine whether ob-
served errors stem from a failure to process contex-
tual information, the reinforcement of pre-existing
biases, or internal shortcomings in how gender in-
formation is encoded and utilized. This hinders the
development of targeted interventions and effective
mitigation strategies.

To address this gap, we provide a nuanced evalu-
ation framework that moves beyond a surface-level
assessment of gender realization in an English-
Italian translation context. Our main contribution
is two-fold:

• We introduce Minimal Pair Accuracy
(MPA), a novel metric that measures whether
models consistently rely on gender cues for
gender disambiguation, rather than defaulting
to learned priors. By leveraging the WinoMT
dataset (Stanovsky et al., 2019), we construct
minimal pairs, i.e., sentence pairs that only dif-
fer in the gendered pronoun, and compute the

proportion of cases where the model correctly
adjusts the target gender.

• We conduct an exploratory Attention-Based
Analysis to better understand how gender in-
formation is encoded within Transformer mod-
els. Specifically, we examine the extent to
which profession nouns attend to gender cues
at different layers and attention heads, and
whether this behavior varies based on gender
(masculine vs. feminine) or alignment with
gender-role stereotypes (pro-stereotypical vs.
anti-stereotypical contexts).

Our evaluation reveals that the assessed NMT
models do not consistently leverage the contextual
gender cues provided. Instead, they often seem
to revert back to statistical (and thus stereotypi-
cal) patterns rather than context. We furthermore
observe a discrepancy between the integration of
masculine versus feminine cues. The presence of a
masculine pronoun with pro-stereotypically female
professions often enables the model to correctly
infer the gender of a lexically gender-ambiguous
target word while the reverse does not hold. Ad-
ditionally, our analysis of attention head weights
in the encoder component indicates that, although
all models encode gender information to some ex-
tent, masculine cues elicit a more diffused response,
whereas feminine ones generate more concentrated
and specialized attention patterns.

2 Bias Statement

We define gender bias in MT as the tendency of
models to default to learned statistical associations
rather than systematically relying on contextual
information for gender disambiguation. We focus
on cases where gender is unambiguously expressed
in the source sentence – typically through pronouns
referring to human entities – capturing one subtype
of gender bias. Ambiguous cases – lacking explicit
gender cues – fall outside the scope of this paper.

While our framework targets the English-Italian
(EN–IT) language pair, it is broadly applicable to
any setting where gender must be explicitly marked
in the target language. We particularly highlight
stereotypical bias, for which models successfully
generate feminine translations when the target word
(i.e., the profession noun) is already associated with
women (e.g. librarian → bibliotecaria), but strug-
gle to override male defaults in anti-stereotypical
contexts. This asymmetry suggests that gender
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disambiguation might be driven by learned priors
rather than syntactic dependencies, reinforcing a
male-as-norm bias (Danesi, 2014). Such bias can
lead to both representational harm, by perpetuating
traditional gender roles, and allocational harm, by
systematically underrepresenting women in male-
dominated professions (Blodgett et al., 2020).

Our analysis only considers binary gender due to
the constraints of the WinoMT dataset, which relies
on U.S. Labor Statistics and morphological analy-
sis tools that categorize gender along a binary axis.
While we acknowledge that this is a major limita-
tion and gender is not a binary construct, there is no
standardized approach to systematically evaluate
non-binary gender bias in MT. Broader inclusivity
challenges persist and underscore the need for fu-
ture work to develop more inclusive methodologies
that better reflect gender as a spectrum.

3 Related Work

Research on gender bias in MT has largely fo-
cused on: analyzing MT output (e.g. Rescigno
et al. (2020); Ramesh et al. (2021)...); rewriting
into gendered (e.g. Vanmassenhove et al. (2018);
Moryossef et al. (2019); Habash et al. (2019) or
neutral outputs (e.g. Vanmassenhove et al. (2021a);
Sun et al. (2021)...); word-embedding debiasing
techniques (e.g. Hirasawa and Komachi (2019);
Font and Costa-jussà (2019)....), domain adapta-
tion (e.g. Saunders and Byrne (2020)), counterfac-
tual data augmentation (e.g. Zmigrod et al. (2019))
and/or the development novel benchmarks and eval-
uation sets (e.g. Stanovsky et al. (2019); Luisa
et al. (2020)....). Given that several studies (Blod-
gett et al., 2020; Stanczak and Augenstein, 2021;
Savoldi et al., 2021) already offer a more com-
prehensive overview of broader discussions and
research on (gender) bias in language technology,
we specifically dedicate this related work section
to the limited body of work focusing on the inter-
nal mechanisms underlying gender bias in (MT)
models and interpretability techniques.

MT-specific research on interpretability tech-
niques has largely focused on linguistic compe-
tence through probing (Belinkov et al., 2017a,b;
Conneau et al., 2018), or by analyzing contrastive
translation (Sennrich, 2017; Burlot and Yvon,
2017; Rios Gonzales et al., 2017; Vamvas and
Sennrich, 2021, 2022). More recent work investi-
gated how MT systems process intra- and inter-
sentential context and whether their context us-

age aligns with human expectations (Goindani and
Shrivastava, 2021; Voita et al., 2021; Sarti et al.,
2024; Mohammed and Niculae, 2024). Despite
high overall performance, these studies highlight
how models often struggle to effectively leverage
contextual information, either failing to integrate
necessary information or attending to irrelevant to-
kens when resolving ambiguities (Kim et al., 2019;
Yin et al., 2021), an interesting finding raising con-
cerns about gender disambiguation which indeed
could be driven by biased statistical patterns rather
than reliance on relevant contextual cues.

The problem of context integration is not only
relevant to model decision-making but also affects
how gender bias is evaluated. Template-based eval-
uation frameworks, such as WinoMT (Stanovsky
et al., 2019), provide controlled settings to mea-
sure surface-level accuracy metrics, and have been
widely used to quantify gender bias across different
language pairs and MT systems (Kocmi et al., 2020;
Costa-jussà et al., 2020; Choubey et al., 2021).
However, as these primarily rely on the alignment
and morphosyntactic analysis of lexically gender-
ambiguous words, they do not reveal whether mod-
els actively integrate contextual cues when making
gender-related decisions. These limitations under-
score the need for more nuanced evaluation meth-
ods.

A promising avenue for investigating how gen-
der cues influence model decisions is through
the study of context mixing, i.e., the ability of
Transformer-based models to dynamically incor-
porate information from the broader context into
token representations. This process is largely gov-
erned by the attention mechanism, which plays a
central role in these models. While attention-based
analyses have been criticized for their reliability
(Jain and Wallace, 2019; Bibal et al., 2022), and
more advanced interpretability methods have been
introduced (Kobayashi et al., 2020, 2021; Modar-
ressi et al., 2022; Ferrando et al., 2022; Mohebbi
et al., 2023b), attention weights remain a popular
choice for analyzing model behavior due to their
ability to provide direct insights into token interac-
tions across layers and heads. As a matter of fact,
they have been extensively leveraged to track to-
ken dependencies, revealing that specific attention
heads may specialize in distinct linguistic functions
(Xu et al., 2015; Rocktäschel et al., 2016; Wang
et al., 2016; Lee et al., 2017; Vaswani et al., 2017;
Kovaleva et al., 2019; Reif et al., 2019; Lin et al.,
2019; Voita et al., 2019; Jo and Myaeng, 2020).
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To the best of our knowledge, only the study
by Bau et al. (2018) attempted to control gender
through internal mechanisms in an MT setting.
They explored this by probing and deactivating
specific neurons associated with gender in an Long
Short-Term Memory (LSTM) architecture. Their
findings showed that gender-related properties are
widely distributed across the network, making ef-
fectively controlling the output very difficult.

4 Experimental Setup

In order to examine the extent to which contextual
gender cues contribute to the representation of pro-
fession nouns for different models, we analyzed
how multiple state-of-the-art models (Section 4.1)
integrate contextual gender cues provided in the
WinoMT challenge set in the gender disambigua-
tion process (Section 4.2).

4.1 Models
We investigate three pre-trained encoder-decoder
models for English-to-Italian translation, select-
ing them based on their widespread use and high
ranking among open source translation models on
Hugging Face3, allowing for greater transparency
in analyzing their internal mechanisms. While we
focus on encoder-decoder models, the framework
can be extended to encoder-only or decoder-only
architectures, adopted by LLMs.

OPUS-MT EN–IT4 (Tiedemann et al., 2023) is a
bilingual model specifically trained for English-to-
Italian translation using supervised learning on par-
allel corpora from the OPUS dataset (Tiedemann,
2012). It consists of 6 encoder layers, 6 decoder
layers, and 8 attention heads per layer.

NLLB-2005 (Costa-jussà et al., 2022) is a multilin-
gual model trained to support 200 languages. We
make use of the distilled version, which contains 12
encoder layers, 12 decoder layers, and 16 attention
heads per layer, with 600M parameters. The model
is trained with a combination of supervised and
self-supervised learning on multilingual corpora.

mBART6 (Liu et al., 2020) is a denoising
autoencoder-based multilingual model designed
for cross-lingual tasks, including translation. Un-
like the previous models, which rely primarily
3https://huggingface.co/
4huggingface.co/Helsinki-NLP/opus-mt-en-it
5huggingface.co/facebook/nllb-200-distilled-600M
6huggingface.co/facebook/mbart-large-50-many-to-many-
mmt

on parallel corpora, mBART is first pretrained on
monolingual text using a denoising autoencoding
objective, where the model learns to reconstruct
text from a corrupted version. As NLLB-200, it
features 12 encoder layers, 12 decoder layers, and
16 attention heads per layer.

4.2 Data

We use the WinoMT challenge set (Stanovsky
et al., 2019), which was designed to evaluate gen-
der bias in MT systems from English to 8 target
languages with grammatical gender. It includes
a regular set of 3888 synthetic sentences derived
from Winogender (Rudinger et al., 2018) and Wino-
Bias (Zhao et al., 2018) – two benchmark datasets
for coreference resolution – in which a primary
entity (e.g., a profession noun) and a pronoun are
in a coreference relation. Instances are balanced
for masculine and feminine genders, as well as
pro- and anti-stereotypical gender-role assignment
based on U.S. Labor Statistics (Zhao et al., 2018).

PRO-S: The chief gave the housekeeper a
tip because she was helpful.

ANTI-S: The chief gave the housekeeper a
tip because he was helpful.

Figure 2: Example of a pro-stereotypical (PRO-S) and
anti-stereotypical (ANTI-S) gender role assignment from the
WinoMT challenge set.

Additionally, two sets of 1584 instances each
are provided – en_pro and en_anti – where the
same profession nouns are paired with pronouns
based on pro- and anti-stereotypical gender-roles,
respectively. To illustrate this, we present the
same sentence from both sets in Figure 2. In the
pro-stereotypical sentence (PRO-S), the gender of
housekeeper aligns with the gender that most often
carries out this particular profession according to
the U.S. Bureau of Labour Statistics.7 Conversely,
in the anti-stereotypical (ANTI-S) setting the gen-
der role assigned can be considered more challeng-
ing as statistically8 men are less likely to carry out
the job of housekeeper.

7In 2024, 87.7% of housekeepers are women – see:
bls.gov/cps/cpsaat11.htm.
8Again, based on US statistics.
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Set Model Overall Male Female

REG
OPUS_MT 42.6% 70.1% 20.6%
NLLB-200 57.0% 79.6% 41.8%
mBART 60.9% 83.2% 46.5%

PRO-S
OPUS_MT 55.7% 77.3% 34.1%
NLLB-200 74.9% 87.4% 62.5%
mBART 76.6% 92.2% 61.0%

ANTI-S
OPUS_MT 34.2% 59.1% 9.2%
NLLB-200 47.3% 70.4% 24.2%
mBART 54.0% 71.9% 35.9%

Table 1: Overall, male and female accuracy on WinoMT for
the OPUS_MT, NLLB-200, and mBART models on the regu-
lar (REG), pro-stereotypical (PRO-S), and anti-stereotypical
(ANTI-S) sets.

5 Evaluating Context Integration in
Gender Disambiguation

In this section, we will first delve into the evalua-
tion of contextual cue integration through our novel
metric. Next, in Section 6, we continue with the
analysis of the encoder attention head weights to
investigate how gender cues are integrated into the
target representations.

5.1 WinoMT Evaluation

WinoMT provides an integrated evaluation pipeline
that relies on automatic word alignment and mor-
phological analysis to extract the grammatical gen-
der of the primary entity from each translated sen-
tence. Comparing the extracted gender information
with the gold label enables us to compute three
accuracy measures:

Overall Accuracy: Percentage of correctly gen-
dered entities.

Male Accuracy: Accuracy for entities with a mas-
culine gold label.

Female Accuracy: Accuracy for entities with a
feminine gold label.

Table 1 presents the gender accuracy for all mod-
els across the regular, pro- and anti-stereotypical
sets. First of all, we observe that all models con-
sistently perform better for: (i) masculine referents
and (ii) in stereotypical settings where the gender
aligns with the societal expectations. When com-
paring the models, mBART outperforms NLLB-
200 and OPUS-MT on all three sets (regular, stereo-
typical and anti-stereotypical) in terms of overall
and male accuracy. Only on the stereotypical set,
NLLB-200 (62.5%) slightly outperforms BART
(61.0%) in terms of accuracy for female referents.

Model MPA

OPUS_MT 6.12%
NLLB-200 30.24%
mBART 38.45%

Table 2: MPA presents the percentage of cases where the
model correctly disambiguated the source word based on the
contextual gender cue.

Model Pro-F Pro-M

OPUS_MT 82.29% 17.71%
NLLB-200 69.10% 30.90%
mBART 61.90% 38.10%

Table 3: A breakdown of the MPA. Pro-F refers to the per-
centage of correctly disambiguated minimal pairs where the
profession would stereotypically be associated with women.
Pro-M refers to the ones where the profession would stereo-
typically be associated with men.

5.2 Minimal Pair Accuracy

While the aforementioned standard metrics pro-
vide an overall performance measure, they do not
assess whether models effectively leverage contex-
tual gender cues to resolve gender ambiguity during
translation. In an attempt to move beyond these
rather surface-level accuracy scores, we introduce
and analyze the Minimal Pair Accuracy (MPA), a
novel metric designed to assess the degree to which
models are able to effectively leverage contextual
gender cues for disambiguation during translation.

We construct minimal pairs by extracting PRO-S
and ANTI-S sentences, with the only distinguishing
factor being the gendered pronoun. This allows
us to analyze the effect of the gender cue on trans-
lation. For instance, as shown in Figure 3, the
profession noun librarian is translated into Italian
as either la bibliotecaria (feminine) or il bibliote-
cario (masculine), depending on the pronoun (e.g.,
she or he) in the English source sentence. We then
focus on pairs where the model successfully disam-
biguates the profession noun in both cases by uti-
lizing the contextual gender information provided
by the pronoun. This way, MPA can give us an
indication of how consistently the models integrate
contextual gender cues.

The overall low MPA results presented in Ta-
ble 2 indicate that models struggle to consistently
leverage contextual gender cues for disambiguation.
However, NLLB-200 and mBART perform notably
better, with an accuracy of 30.24% and 38.45% –
respectively – as compared to OPUS-MT’s signifi-
cantly lower 6.12%.
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PRO-S: The analyst consulted with the librar-
ian because she knows a lot about books.

OPUS-MT: L’analista si è consultato con la
bibliotecaria perché sa molto sui libri.

NLLB-200: L’analista ha consultato la bib-
liotecaria perché sa molto di libri.

mBART: L’analista ha consultato la bibliote-
caria perché sa molto sui libri.

ANTI-S: The analyst consulted with the li-
brarian because he knows a lot about books.

OPUS-MT: L’analista si è consultato con il
bibliotecario perché sa molto sui libri.

NLLB-200: L’analista ha consultato il bib-
liotecario perché sa molto di libri.

mBART: Il analista ha consultato il bibliote-
cario perché sa molto sui libri.

Figure 3: Example of accurate minimal pair translations constructed from the WinoMT challenge set. The left side (pro-
stereotypical) assigns the feminine pronoun she to the profession librarian, while the right side (anti-stereotypical) replaces
it with the masculine pronoun he. The Italian translations correctly adapt the grammatical gender (la bibliotecaria vs. il
bibliotecario) across all models. Therefore, this pair contributes positively to the Minimal Pairs Accuracy (MPA) for each model.

A closer examination of those accurate mini-
mal pairs reveals yet another layer of asymmetry.
Table 3 presents the percentage of accurately trans-
lated minimal pairs where the profession is stereo-
typically associated with women (Pro-F) versus
those where the profession is stereotypically asso-
ciated with men (Pro-M). The results show that
correctly disambiguating a profession noun based
on a gender cue is much easier when the profes-
sion is stereotypically associated with women. In
other words, stereotypical female professions are
relatively easy to override with a masculine cue.

An example can be found in Figure 3, where
all models correctly disambiguate a stereotypically
female profession librarian9 in both a stereotypi-
cal (PRO-S) and anti-stereotypical (ANTI-S) set-
ting. Even in the ANTI-S condition, where the
context provides a masculine cue (he), the correct
anti-stereotypical masculine form il bibliotecario is
generated by all three models. Overriding a stereo-
typically male-dominated profession is more diffi-
cult for all three models. When mechanic – a pro-
fession predominantly held by men10 – is paired
with she, none of the models succeed in generating
the expected feminine form, la meccanica.

Specifically, OPUS_MT shows that only 17.71%
of accurate minimal pairs successfully utilize an
anti-stereotypical context to disambiguate a fem-
inine referent. While this percentage increases

9In 2024, based on the US Labor Force Statistics, 89.2% of
librarians are women – see: bls.gov/cps/cpsaat11.htm.
10In 2024, based on the US Labor Force Statistics, only 3.2%
of mechanics are women – see: bls.gov/cps/cpsaat11.htm.

slightly with the other models, it remains below
40%, indicating a general difficulty in overriding
male defaults.

These findings indicate that feminine cues only
trigger gender disambiguation when the profession
noun they refer to is stereotypically associated with
the feminine gender. Otherwise, the investigated
models often default to masculine terms, reinforc-
ing an inherent male-as-norm bias (Danesi, 2014).
Previous work supports this pattern, showing that
language models, in fact, tend to follow a default-to-
masculine reasoning process when assigning gen-
der (Jumelet et al., 2019).

6 Investigating Context Integration
Through Attention

To gain further insight into how contextual gender
information is encoded within Transformer models,
we further investigate the extent to which gender
cues are integrated into the representation of target
words. For example, if a model correctly translates
both PRO-S and ANTI-S examples in Figure 3,
we expect the representation of the target word
librarian to be heavily influenced by the gender cue
she/he in the original sentence. More specifically,
we are interested in analyzing whether the attention
mechanism contributing to the input representation
of the target word attends to the gender cue and, if
so, whether there are specific attention layers and
heads that specialize in encoding gender cues.

6
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6.1 Setup

Contextual information is leveraged through a
multi-head attention mechanism in Transformer
models. This operates at three levels in encoder-
decoder architectures: self-attention in the en-
coder, self-attention in the decoder and cross-
attention between the decoder and encoder repre-
sentations (Vaswani et al., 2017). Previous work on
context mixing in Transformer models has shown
that encoder-only models effectively integrate con-
textual cues in their representations, while encoder-
decoder models seem to relegate this task to the
decoder (Mohebbi et al., 2023a,b). However – in
our setup – the gender cue (i.e., the pronoun) is pre-
ceded by the target word (i.e., the profession noun)
(see Figure 1). As a result, decoder self-attention
cannot account for it, as it only captures dependen-
cies within already-generated tokens. Therefore,
we focus on the self-attention patterns observed
within the encoder in our analysis.11

Given that the gender cue serves as the only ex-
plicit indicator of the primary entity’s gender in
the source language (EN), it is expected to play
a key role in the gender disambiguation of the
target word in the target language (IT). To exam-
ine this, we focus on accurately gendered minimal
pairs. We begin by identifying the target word’s
source-side index by leveraging the annotations in
WinoMT. We then align source and target sentences
using fast_align12 to retrieve the target word’s
corresponding index in the generated translation.
The gender cue is identified by detecting a prede-
fined set of pronouns (he, she, him, her, his) in the
source sentence, from which we extract their corre-
sponding index. Since both target word and gender
cue may be tokenized into multiple subwords, we
map them accordingly by iterating through the tok-
enized sequence, incrementally matching subword
segments. Once the relevant (subword) indices
are obtained, we extract the corresponding atten-
tion weights from the model’s attention matrices.
To account subword tokenization, we compute the
average attention weights across subword tokens
before aggregating the values across all instances.
Since attention weights sum to 1 across all context
tokens, no further normalization is required.

11The analysis of cross-attention heads did not reveal notable
patterns, but for the sake of completeness, the full set of cross-
attention results are reported in the Appendix.
12github.com/clab/fast_align

(a) OPUS-MT

(b) NLLB-200

(c) mBART

Figure 4: Heatmaps of average encoder self-attention weights
between gender cue (i.e., pronoun) and profession noun across
accurate minimal pairs. A standardized colormap is applied.
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(a) OPUS-MT (b) OPUS-MT

(c) NLLB-200 (d) NLLB-200

(e) mBART (f) mBART

Figure 5: Heatmaps of average encoder self-attention weights between gender cue (i.e., pronoun) and profession noun across
accurate minimal pairs. Each row contrasts masculine (left) vs. feminine (right) referents. A standardized colormap is applied.
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6.2 Results and Analysis

The heatmaps in Figure 4 illustrate the self-
attention weights between the gender cue and the
target word, averaged across all sentences. These
scores indicate how much the target word attends
to the gender cue, i.e., the contribution of the cue
to the target word’s contextualized representation.

To identify attention heads that may play a more
specialized role in gender disambiguation, we es-
tablish a threshold of relevance. Given that mini-
mal pair sentences have an average length of ≈ 13
words, a uniform attention distribution would allo-
cate a weight of approximately 1/13 (≈ 0.08) to
each word. Therefore, we consider attention heads
that exceed this baseline by a notable margin as
potentially relevant for gender cue integration.

Comparing the models, we observe distinct at-
tention patterns. While for OPUS_MT a single
attention head stands out at an early stage of encod-
ing (layer 2), the other two models display a more
distributed pattern, with at least two potentially in-
fluential attention heads emerging in deeper layers.
This seems to indicate a more diffuse integration
and a multi-layered processing of the gender cues.

To further investigate whether models encode
masculine and feminine gender cues differently,
we separately report the attention scores for mas-
culine and feminine pronouns in Figure 5. This
reveals that feminine pronouns elicit more local-
ized activations, while masculine ones tend to re-
ceive weaker, more dispersed attention, especially
for OPUS-MT and mBART. Finally, NLLB-200
exhibits a different type of asymmetry, in which
distinct attention heads appear to specialize in en-
coding gender-specific patterns – some being more
responsive to feminine pronouns, others playing a
stronger role in encoding masculine ones.

While informative, these results must be inter-
preted with caution. As most feminine examples
are found in pro-stereotypical settings (Table 3), the
observed attention patterns may reflect a form of
training or dataset bias, where models have learned
to associate certain professions with feminine pro-
nouns due to their statistical distribution in the
training data, rather than consistently relying on
syntactic dependencies. Furthermore, combining
this with the way minimal pairs are constructed, an
inherent gender composition imbalance emerges.
Since feminine entities are predominantly featured
in pro-stereotypical examples, masculine ones are
mostly found in anti-stereotypical settings. As a

result, there are relatively fewer observations for
pro-stereotypical masculine and anti-stereotypical
feminine cases, making it difficult to draw defini-
tive conclusions about gender cue integration in
these underrepresented scenarios.

7 Discussion

In this section, we reflect on the key findings from
our two-fold analysis, their implications, as well as
potential avenues for future research.

7.1 Minimal Pair Accuracy and Default
Masculinity

While standard metrics of gender accuracy reveal
that the investigated encoder-decoder models per-
form better for masculine referents and in pro-
stereotypical settings, the proposed MPA uncovers
another systematic asymmetries in gender disam-
biguation and exposes a persistent male-as-norm
bias (Danesi, 2014).

Although NLLB-200 and mBART showcase a
more consistent integration of contextual informa-
tion as compared to OPUS-MT, all models strug-
gle to correctly disambiguate stereotypically male-
dominated professions when provided with a femi-
nine cue word while the reverse does not hold true.
Namely, combining a stereotypically male profes-
sion with a feminine target cue (e.g., she) often fails
to trigger the corresponding feminine form, with
models defaulting to the masculine variant. This
asymmetry suggests a stronger bias towards mas-
culine defaults, particularly in contexts where the
feminine form challenges prevailing stereotypes.
This asymmetry raises a more fundamental ques-
tion of whether MT models can indeed consistently
process syntactic dependencies for gender disam-
biguation or whether they are predominantly influ-
enced by entrenched statistical associations. Our
results seem to reinforce prior findings that lan-
guage models often follow a default-to-masculine
reasoning process when assigning gender (Jumelet
et al., 2019; Danesi, 2014), hence we wonder: Are
we paying attention to her?

7.2 The Role of Attention in Gender Encoding

As the model’s primary objective is translation,
gender disambiguation is likely treated as an aux-
iliary task, with responsibility for its resolution
distributed across various parts of the network, i.e.,
specific layers or attention heads within the model
(Xu et al., 2015; Wang et al., 2016; Rocktäschel
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et al., 2016; Lee et al., 2017; Vaswani et al., 2017;
Clark et al., 2019; Kovaleva et al., 2019; Reif et al.,
2019; Lin et al., 2019; Voita et al., 2019; Jo and
Myaeng, 2020).

Having isolated accurate minimal pairs, we can
speculate that the identified influential heads may
specialize in encoding gender information during
translation. Overall, these appear in early layers
for OPUS-MT, mid-to-deep layers for NLLB-200,
and deeper layers for mBART. Interestingly, gender
cue integration is not uniform across all models and
presents gender-specific patterns. Specifically, we
observe that feminine pronouns elicit more local-
ized activations, while masculine ones tend to re-
ceive weaker, more dispersed attention, especially
for OPUS-MT and mBART. This aligns with prior
research on gender representation in language mod-
els, which has shown that masculinity tends to func-
tion as the default category, while gender-specific
signals – particularly feminine ones – are processed
in a more localized manner (Jumelet et al., 2019;
Van Der Wal et al., 2022). Notably, NLLB-200 ex-
hibits a different type of asymmetry, where distinct
attention heads appear to specialize in encoding
gender-specific patterns – some being more respon-
sive to feminine pronouns, others playing a stronger
role in encoding masculine ones.

Expanding on these results, we find that models
with more distributed and diffuse attention activa-
tion – such as mBART and NLLB-200 – perform
better in terms of both gender accuracy and MPA
compared to OPUS-MT, which attends gender cues
in a single early-layer attention head. This sug-
gests that gender disambiguation may benefit from
a more adaptable, multi-layered gender encoding
mechanism rather than a rigid, localized one.

7.3 Limitations and Future Work
Our findings suggest potential avenues for binary
gender bias mitigation strategies. Given that po-
tentially influential attention heads have been iden-
tified, targeted interventions could be explored to
enhance gender cue integration. Specifically, two
promising directions include (i) fine-tuning seem-
ingly specialized attention heads or (ii) enforcing
a minimum attention threshold to ensure that gen-
der cues receive sufficient weight when generating
target words.

Context mixing scores – such as attention
weights – provide useful insights into how mod-
els may be processing gender cues and encoding
gender-related information, especially when com-

bined with nuanced evaluation metrics such as
MPA. However, they should not be taken as defini-
tive explanations of model decision-making as no
causal relationship between gender cue integration
and translation outputs is established. Although
subsetting on accurately gendered minimal pairs
partially addresses this limitation, it also introduces
additional challenges. As discussed in Section 6.2,
the gender composition imbalance within minimal
pairs makes it difficult to assess whether observed
attention patterns genuinely reflect contextual gen-
der disambiguation or are simply a byproduct of
learned statistical associations in the data. To ad-
dress these challenges, future work should explore
mechanistic interpretability methods – such as acti-
vation patching (Vig et al., 2020; Meng et al., 2022;
Heimersheim and Nanda, 2024) – to directly as-
sess the causal role of gender cues in translation
decisions.

8 Conclusion

In this work, we examined how Transformer-based
NMT models integrate contextual gender cues and
uncovered systematic biases and asymmetries in
their processing mechanisms.

Taken together, our findings reinforce previous
calls for greater caution when interpreting bench-
mark scores for gender accuracy in MT (Savoldi
et al., 2021). Surface-level improvements, such as
higher gender accuracy, can still obscure deeper bi-
ases in how and under which conditions these forms
indeed appear. More nuanced and comprehensive
analyses are needed to to determine whether cur-
rent systems truly leverage gender-specific cues or
merely reinforce statistical stereotypes in subtler
ways.

Without a more careful consideration of when,
why and how certain patterns emerge, we risk
misinterpreting progress and overlooking specific
persistent and more structural biases in MT. Ulti-
mately, understanding how gender is encoded in
translation models is a crucial component to ensure
more fairness, accountability, and transparency in
AI systems.
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A Cross-Attention Analysis

In this section, we present the average cross-
attention weights, illustrating how the decoder at-
tends to the gender cue (i.e., the pronoun) in the
encoder representations when generating the target
word (i.e., the gendered profession).

(a) OPUS-MT

(b) NLLB-200

(c) mBART

Figure 6: Heatmaps of average cross-attention weights to the
the gender cue when generating the profession noun across
accurate minimal pairs. A standardized colormap is applied.
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(a) OPUS-MT (b) OPUS-MT

(c) NLLB-200 (d) NLLB-200

(e) mBART (f) mBART

Figure 7: Heatmaps of average cross-attention weights to the gender cue when generating the profession noun across accurate
minimal pairs. Each row contrasts masculine (left) vs. feminine (right) referents. A standardized colormap is applied.
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Abstract

As the demand for inclusive language increases,
concern has grown over the susceptibility of
machine translation (MT) systems to reinforce
gender stereotypes. This study investigates
gender bias in two commercial MT systems,
Google Translate and DeepL, focusing on the
understudied English-to-Greek language pair.
We address three aspects of gender bias: i) male
bias, ii) occupational stereotyping, and iii) er-
rors in anti-stereotypical translations. Addi-
tionally, we explore the potential of prompted
GPT-4o as a bias mitigation tool that provides
both gender-explicit and gender-neutral alter-
natives when necessary. To achieve this, we
introduce GendEL, a manually crafted bilin-
gual dataset of 240 gender-ambiguous and un-
ambiguous sentences that feature stereotypical
occupational nouns and adjectives. We find
persistent gender bias in translations by both
MT systems; while they perform well in cases
where gender is explicitly defined, with DeepL
outperforming both Google Translate and GPT-
4o in feminine gender-unambiguous sentences,
they are far from producing gender-inclusive
or neutral translations when the gender is un-
specified. GPT-4o shows promise, generating
appropriate gendered and neutral alternatives
for most ambiguous cases, though residual bi-
ases remain evident. As one of the first com-
prehensive studies on gender bias in English-
to-Greek MT, we provide both our data and
code at https://github.com/elenigkove/
genderbias_EN-EL_MT.

1 Introduction

As the demand for inclusive language grows, the
role of technology in shaping linguistic norms be-
comes increasingly important. While MT is widely
used for communication, cost reduction, and ac-
cessibility (Nurminen and Koponen, 2020; Vieira,

© 2025 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

2020; Asscher and Glikson, 2023) and despite ad-
vancements in the field with state-of-the-art neu-
ral machine translation (NMT) systems, they often
produce inaccurate, ungrammatical, or biased trans-
lations, particularly in assigning gender (Stanovsky
et al., 2019; Currey et al., 2022). Concern has there-
fore grown over the susceptibility of those systems
to translate based on gender stereotypes and the per-
petuation of such biases via them, as they can have
real-word, harmful consequences for users and so-
ciety (Monti, 2020; Savoldi et al., 2021; Lardelli
and Gromann, 2023).

A MT model is considered biased “when it
systematically and unfairly discriminates against
certain individuals or groups in favour of others”
(Friedman and Nissenbaum, 1996). While human
translators rely on the wider context to determine
the appropriate gender, most current MT systems
do not; instead, they rely on spurious correlations
in the (biased) training data which often lead to de-
faulting to either male or female forms (Vanmassen-
hove et al., 2018; Kocmi et al., 2020). These biases
reflect the gender stereotypes that are present in
our society. As Saunders et al. (2020) highlight,
translations are more accurate for sentences involv-
ing men due to the training data naturally featuring
men more than women, as well as for sentences that
align with stereotypical gender roles. For exam-
ple, references of “male doctors” are more reliably
translated than those of “male nurses” (Sun et al.,
2019), while more errors are detected when the
source texts exhibit anti-stereotypical professions,
e.g. “female doctors” or “male nurses” (Kocmi
et al., 2020).

This study focuses on gender bias that occurs
when translating from English, a notional gender
language where gender is not always specified, into
Modern Greek (henceforth Greek), a grammatical
gender language where it is morphologically and
semantically necessary to mark the gender (Savoldi
et al., 2021; Currey et al., 2022). While prior work
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has focused on high-resource languages such as
German, Spanish, and French (Currey et al., 2022;
Zhao et al., 2024; Lee et al., 2024; Lardelli et al.,
2024), Greek remains understudied despite prelim-
inary exploration on document-level (Karastergiou
and Diamantopoulos, 2024) and labor-domain bias
analysis (Mastromichalakis et al., 2024).

These cross-linguistic differences can lead to
ambiguities that are difficult to resolve, especially
for sentence-level MT systems (Vanmassenhove
et al., 2021), making it more complex to accu-
rately assign gender or maintain gender neutrality.
This raises important questions as to what consti-
tutes appropriate handling of gender-ambiguous
inputs. Although individual translations (e.g., trans-
lating “the worker” as either feminine or mascu-
line) may be grammatically valid, aggregate pat-
terns reveal systemic biases. We argue that ideal
MT systems should recognise when gender can-
not be determined from context and provide either
gender-neutral options, or a range of plausible gen-
dered interpretations. This framework informs our
evaluation of existing systems and our proposed
LLM-based mitigation approach.

The main contribution of this work includes:

1. We release GendEL, the first (handcrafted)
dataset for evaluating English-to-Greek trans-
lations, which comprises i) 240 gender-
ambiguous and unambiguous English sen-
tences, ii) human-generated Greek alternate
translations (feminine/masculine/neutral vari-
ants), and iii) non-binary representations (sin-
gular ‘they’).

2. We focus on the under-represented English-to-
Greek language pair and demonstrate that gen-
der bias is persistent in translations by Google
Translate1 and DeepL.2

3. We explore the potential of prompting a large
language model (LLM), GPT-4o3 (OpenAI,
2024), to help in bias mitigation by generat-
ing not only acurrate gender assignments, but
also gender-explicit and gender-neutral alter-
natives for ambiguous English sentences.

Bias Statement In this paper, we analyse
English-to-Greek MT outputs to study stereotypi-
cal gender associations with professional occupa-
tions and adjectives. We analyse the presence of
1https://translate.google.com/
2https://www.deepl.com/en/translator/
3https://openai.com/index/hello-gpt-4o/

three patterns of gender bias and specifically ad-
dress the issue of representational harm (Blodgett
et al., 2020). Representational harm is categorised
into two types: under-representation, which re-
duces the visibility of certain social groups (such
as women and non-binary individuals), and stereo-
typing, which reinforces negative generalisations
(e.g., associating women with less prestigious pro-
fessions compared to men) (Savoldi et al., 2021).

2 Related Work

2.1 Greek as a grammatical gender language

Understanding Greek’s grammatical gender system
is important for analysing gender bias in transla-
tion, as the language’s structural requirements and
gender-inclusive techniques influence the manifes-
tation of gender in the outputs. Greek has three
declensions: masculine, feminine, and neuter. Mas-
culine and feminine typically mark human refer-
ents, while neuter is mostly assigned to inanimate
objects, though certain neuter nouns such as “το
άτομο” (the individual) or “το μέλος” (the mem-
ber) refer to humans. In general, nouns denoting
male human beings are grammatically masculine
and nouns denoting female human beings are gram-
matically feminine (Pavlidou et al., 2004). Al-
vanoudi (2015) points out that Greek’s deeply em-
bedded grammatical gender is restrictive, as gender
marking must be encoded in most of the speakers’
utterances.

In this study, the focus is primarily on occupa-
tional nouns, which often have overt gender mark-
ing through suffixes, e.g. “δάσκαλος” (teacher
[M]) and “δασκάλα” (teacher [F]). However, gen-
der marking can also be covert, known as common
gender or epicene nouns, which share the same
form for male and female referents. In these cases,
disambiguation relies on articles or other modifiers;
for instance, “ο/η δικηγόρος” (the [M/F] lawyer)
uses a clearly masculine suffix for either gender,
while the gender is clarified only by the article.
The morphological formation and choice of suffix
for occupational nouns can be semantically linked
to implicit connotations and is an indication of
linguistic sexism (Σαρρή-Χασάν, 2024). Several
proposals (Τριανταφυλλίδης, 1963; Τσοπανάκης,
1982; Τσοκαλίδου, 1996; Γκασούκα and Γεωρ-
γαλίδου, 2018; Σαρρή-Χασάν, 2024) have been
made to feminise such epicenes in ways that align
with the morphological and inflectional system of
Greek while adhering to grammatical gender agree-
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ment, e.g. “η δικηγορίνα”. However, despite a
slow increase in acceptance and usage, most of
these feminised terms have not become standard-
ised in official language use.

In some instances, both masculine and feminine
forms exist for occupational nouns, but the fem-
inine versions often carry semantic, stylistic, or
register differences. These differences can poten-
tially result in negative connotations or reduced
social weight. For example, “δήμαρχος” (mayor)
and “δημαρχέσα” (the wife of a mayor or a female
mayor) differ in both gender marking and societal
implications (Kalfadopoulou and Tsigou, 2022).

2.2 Gender-inclusive practices in Greek
Pavlidou et al. (2004) found that Greek vocabu-
lary is male-dominated, with masculine nouns for
human reference nearly doubling feminine ones.
This male bias is evident also in the use of the
generic masculine, i.e. using the masculine form
of a term even when referring to mixed-gender
groups, which erases women and non-binary indi-
viduals by treating male experience as “the default”
(Mucchi-Faina, 2005). To address this, Greek in-
stitutions have proposed gender-inclusive strate-
gies, such as 1) combined forms (“ο καθηγητής /
η καθηγήτρια”), 2) combined suffixes (“ο/η κα-
θηγητής/τρια”), and 3) exclusive feminine forms
for female entities. However, these approaches as-
sume a binary gender framework, implying that
references to the feminine and masculine are sup-
posedly exhaustive (Ntouvlis, 2020). Unlike En-
glish, which has adopted the singular ‘they’, Greek
language reform has progressed at a slower pace,
and equivalent options are not available, yet.

The most accessible inclusive mechanism in
Greek today, also included in the aforementioned
guides, is gender-neutral language and can be
achieved through techniques like passive syntax,
second-person plural, imperatives, circumlocution,
and neuter grammatical gender (Kalfadopoulou
and Tsigou, 2022). Each technique has its limi-
tations and is context-dependent, making applica-
tion particularly challenging. For our study on
occupational nouns, circumlocution and neuter
forms are the most viable techniques. As noted
by Piergentili et al. (2023), gender-neutral rephras-
ings and synonyms is a workable paradigm to-
ward more inclusive MT when gender is unknown
or simply irrelevant. For example, gendered
“καθηγητές/καθηγήτριες” (professors [M/F]) can
be replaced with neutral expressions like “το διδακ-

τικό προσωπικό” (the teaching staff) or “τα μέλη
του διδακτικού προσωπικού” (the members [N]
of the teaching staff). In this way, we restructure
sentences to eliminate gendered language, adopt-
ing neuter terms like “το άτομο” (the individual)
or “το μέλος” (the member). Such neuter forms
are also used by non-binary individuals, alongside
neologisms like “το φίλο” (the friend), which, as
any newly coined word, is rather far from earn-
ing mainstream acceptance. Finally, with regard
to written discourse, gender-neutral symbols like
@ (used as a suffix, e.g. “τ@ φίλ@”) are increas-
ingly becoming popular on social media (Ntouvlis,
2020).

2.3 Gender bias in MT & LLMs as gender
rewriters

In MT, we document previous research on gender
bias focused on coreference resolution and pronoun
translation in relation to human entities (Rudinger
et al., 2018; Zhao et al., 2018; Prates et al., 2019;
Cho et al., 2019; Stanovsky et al., 2019; Kocmi
et al., 2020; Gonen and Webster, 2020; Levy et al.,
2021; Currey et al., 2022; Robinson et al., 2024).
The analyses show that popular MT systems are
significantly prone to perpetuate but also exacer-
bate biases through systematic gender-related trans-
lation errors, while underlining the challenges of
gender bias mitigation.

Approaches to this problem have involved train-
ing models from scratch on artificially gender-
balanced datasets (Zhao et al., 2018; Zmigrod
et al., 2019), using debiased embeddings (Boluk-
basi et al., 2016; Escudé Font and Costa-jussà,
2019), and annotating data with speakers’ gender
information (Vanmassenhove et al., 2018). Addi-
tional methods include POS tagging (Elaraby et al.,
2018), word-level gender tagging (Stafanovičs
et al., 2020; Saunders and Byrne, 2020), fine-tuning
(Saunders et al., 2020), or gender re-inflection
of references such as Google Translate (Johnson,
2020) and Fairslator4 (Měchura, 2022). However,
as Savoldi et al. (2021) highlight, there is no defini-
tive, state-of-the-art solution for mitigating bias in
MT; instead, these interventions typically address
isolated aspects of the problem with targeted, mod-
ular solutions. It is also worth noting that most of
these studies largely operate within a binary frame-
work, emphasising masculine and feminine forms
into grammatical languages, which ultimately lim-

4https://www.fairslator.com/
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its their inclusivity.
With the advent of artificial intelligence (AI),

the translation capabilities and potential of LLMs
in bias mitigation are being explored. Ghosh and
Caliskan (2023) showed that GPT-3 tends to rein-
force stereotypes and struggles with gender-neutral
pronouns, as it systematically converts them into
binary forms between English and Bengali, as well
as five other low-resource languages (Farsi, Malay,
Tagalog, Thai, Turkish). In a related study, Van-
massenhove (2024) observed a strong male bias in
GPT-3.5’s English-Italian translation, despite being
explicitly instructed to provide all possible gender
alternatives. Lee et al. (2024) tested prompting
GPT-3.5 Turbo and Llama 2 70b Chat5 for English
to Spanish, French, and Italian translations, and
despite showing promise for controlled gendered
outputs, their approach remained limited to binary
representations.

Another study by Sánchez et al. (2024) tested
few-shot prompting on Llama-7B6 and showed a
sufficient level of control over binary gender forms
in 25 languages, underlining that similar strategies
could be applicable to non-binary alternatives. Pier-
gentili et al. (2024) extended this approach using
the Neo-GATE dataset that incorporates non-binary
structures and found that GPT-4 and Mixtral7 per-
formed best with few-shot prompting for English-
Italian translations.

LLMs like GPT-4 have shown potential for
gender-neutral translations when prompted with
few-shot exemplars, though zero-shot performance
remains inadequate (Savoldi et al., 2024). Rarrick
et al. (2024) developed a translation-rewriting solu-
tion with GPT-4, using chain-of-thought prompting,
which involved explicitly providing the LLM with
step-by-step reasoning and detailed clarifications
in the examples. The results indicate that, while the
model achieved high accuracy in pronoun adjust-
ments, it struggled with gendered nouns, showing a
limitation in handling complex gender adjustments.

3 Methodology

3.1 Dataset Preparation

We created GendEL, a manually crafted dataset of
240 gender-ambiguous and gender-unambiguous

5https://huggingface.co/meta-llama/
Llama-2-70b-chat-hf
6https://huggingface.co/meta-llama/Llama-2-7b
7https://huggingface.co/docs/transformers/en/
model_doc/mixtral

English sentences, based on a list of 40 occupa-
tional nouns. For each occupation, we created a
subset of six sentences: a baseline (‘ambiguous
base’) and five variations, which modify the base-
line in a specific way (e.g. by adding a stereotypical
adjective or a pronoun). The baseline template is:
The [OCCUPATION] finished the work.8

The occupational nouns were selected from
Troles and Schmid (2021), using data from the
US Bureau of Labor Statistics (2019). Occupations
were classified as male- or female-biased if over
50% of workers were men or women, respectively;
e.g. 93% of carpenters are men, 80% of librarians
are women (Appendix A). We created 20 subsets
for male- and 20 for female-biased occupations.

To enrich the scope of the study, five additional
sentence types were derived from the ‘ambiguous
base’, resulting in six types overall (examples are
provided in Table 1):

• Ambiguous + male-biased adj.: Ambiguous
sentence with male-biased adjective.

• Ambiguous + female-biased adj.: Ambigu-
ous sentence with female-biased adjective.

• Unambiguous [Male]: Unambiguous sen-
tence with a masculine pronoun.

• Unambiguous [Female]: Unambiguous sen-
tence with a feminine pronoun.

• Ambiguous / unambiguous [Non-binary]:
Uses singular ‘they’, which makes the sen-
tence either gender-ambiguous (gender is pur-
posefully omitted or undefined) or unambigu-
ous (referring to a non-binary individual).

The gender-biased adjectives were sourced from
Troles and Schmid (2021), selecting 10 male- and
10 female-biased adjectives that we evenly and ran-
domly distributed across the dataset (Appendix A).
These sentences were kept short and simple, min-
imising linguistic diversity. This ensured that there
were no factors influencing the referents’ gender
other than the investigated words, i.e. occupational
nouns, pronouns, and adjectives.

All sentences were manually translated into
Greek by the author of this study. Ambiguous
sentences received three translations (masculine,
feminine, neutral), while unambiguous ones had
8Inspired by Saunders and Byrne (2020), who used binary-
gendered examples like “The actor finished her/his work” for
gender debiasing in translation.
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Sentence Type Example

ambiguous base The assistant finished the work.
ambiguous + male-biased adj. The eminent assistant finished the work.
ambiguous + female-biased adj. The sassy assistant finished the work.
unambiguous [Male] The assistant finished his work.
unambiguous [Female] The assistant finished her work.
ambiguous / unambiguous [Non-binary] The assistant finished their work.

Table 1: Examples of sentence types representing a subset (for occupational noun “assistant”) from GendEL.

a single correct translation. For the ‘ambiguous /
unambiguous [Non-binary]’, we consider that there
is only one correct translation which is a gender-
neutral one. A sample of GendEL, including male-
and female-biased subsets, is in Appendix B.

3.2 Translation Systems

We first test two widely used commercial MT mod-
els: Google Translate and DeepL. Both of these sys-
tems have implemented a feature that provides two
outputs for short gender-ambiguous queries. How-
ever, while Google Translate offers this feature for
some languages, Greek is not among the supported
languages for gender-ambiguous sentence outputs.
On the other hand, DeepL provides this feature for
Greek, but its implementation is inconsistent across
different sentence structures and contexts. All sen-
tences of GendEL were translated with both MT
systems. For gender-ambiguous sentences we re-
ported the main output and any gender alternatives
provided by DeepL.

In addition to these models, we included GPT-4o
into our analysis to explore its potential for gender-
inclusive translations. The advantage of using an
LLM is that it can be directed using a prompt, al-
lowing for customised outputs. To achieve this,
we leveraged OpenAI’s GPT-4o9 via the OpenAI
API and, similarly to the approach of Rarrick et al.
(2024), we used few-shot chain-of-thought prompt-
ing to encourage the model to produce gender
rewrites when necessary, i.e. in gender-ambiguous
cases. The full prompt is available in Appendix D.

3.3 Annotation

For the finalisation of the dataset, we manually an-
notated the translations generated by the two MT
systems and LLM with labels to indicate the gender
representation in the output. Particularly, the labels
included M (masculine), F (feminine), N (neutral),

9Model version: gpt-4o-2024-08-06

or combinations thereof, such as M-F-N, M-F, and
M-N, to capture cases with alternative translations.
Additionally, we introduced four distinct error la-
bels to classify certain issues:

• error [1]: Incorrect or nonsensical translation
(e.g., non-existing words, singular replaced
with plural etc.).

• error [2]: Mixed genders in translation (e.g.,
masculine noun with feminine pronoun: “The
male farmer finished her work.”).

• error [3]: Erroneous or insufficient neutrali-
sation techniques (e.g., using double forms or
epicene nouns which imply binary gender and
do not reflect true gender neutrality).

• error [4]: Adjective missing from the transla-
tion.

3.4 Evaluation

The evaluation of the models’ outputs was per-
formed using a mixed-methods approach. Auto-
matic evaluation metrics such as BLEU (Papineni
et al., 2002) or TER (Snover et al., 2006) will not
be included due to their known limitations. These
metrics, while commonly used to evaluate trans-
lation accuracy, treat all errors equally and lack
sensitivity to certain linguistic phenomena, such as
gender bias (Sennrich, 2017). Following Freitag
et al. (2021), we acknowledge that human eval-
uation remains the gold standard for evaluating
translation quality, and we therefore rely on it to
assess the translations’ validity and alignment with
gender-inclusive practices in Greek.

3.4.1 Gender Bias in MT Systems
To investigate the presence of gender bias in the MT
systems, we examined three key patterns of bias: i)
male bias, ii) occupational stereotyping, and iii)
errors in anti-stereotypical gender assignments.
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Male Bias We tested whether Google Translate
and DeepL exhibit a tendency to default to mas-
culine forms when translating gender-ambiguous
English sentences into Greek. To evaluate this,
we calculated the distribution of gendered outputs
exclusively for the ambiguous sentences,10 where
no explicit cues were provided in the source text.
By analysing these trends, we aimed to identify
systematic male bias in the systems’ translation
behaviour.

Occupational Stereotyping We examined
whether the MT systems reinforce traditional
gender roles associated with specific professions
(e.g. “male doctor”, “female nurse”), focusing
again on the gender-ambiguous sentences. The
frequency of stereotyping was calculated for male-
and female-biased occupations, with statistical
significance tested using Fischer’s exact test
(Fisher, 1992).

Anti-Stereotypical Gender Assignments We
analysed the outputs of gender-unambiguous En-
glish sentences11 comparing error rates between
anti-stereotypical (e.g. “female doctor”) and stereo-
typical cases (e.g. “male doctor”). Fischer’s exact
test was used, followed by qualitative analysis of
significant cases.

3.4.2 GPT-4 on Gender Bias Mitigation
We evaluated prompted GPT-4o’s ability to produce
gender-inclusive translations. First, we calculated
the gender distribution across all sentence types
of GendEL. Second, we analysed the error distri-
bution and conducted a qualitative review to iden-
tify factors influencing the model’s performance
and highlighted areas where it deviated in terms of
gender-inclusive practices.

4 Results

A preliminary analysis reveals substantial differ-
ences in gender and error distributions across
the three models (Table 2). Google Translate
and DeepL strongly favoured masculine forms
(65.8% and 63.3%), with significantly fewer femi-
nine translations (16.2% and 25.8%). In contrast,
prompted GPT-4o showed a more balanced ap-
proach, generating 16.7% masculine, 15.8% femi-
nine, and 12.9% neutral translations. For 42.9% of
10‘ambiguous base’, ‘ambiguous + male-biased adj.’, ‘ambigu-
ous + female-biased adj.’, ‘ambiguous + unambiguous [Non-
binary]’
11‘unambiguous [Male]’, ‘unambiguous [Female]’

sentences it generated three gendered alternatives
(M-F-N). These results align more closely with the
gold standard, which aims for equal representation
of gendered and neutral translations (16.7% for
each gender and 50% for alternatives). The gold
standard highlights the gap between observed and
ideal distributions, particularly the lack of gender-
neutral forms and alternatives by Google Translate
and DeepL.

Regarding errors, Google Translate had the high-
est rates: 13.3% of translations included mixed
genders, 3.7% were incorrect/nonsensical transla-
tions, and 0.4% omitted the adjective. DeepL per-
formed better, with only 1.3% mixed-gender and
1.3% incorrect/nonsensical translations. GPT-4o
also showed low error rates (1.7% mixed-gender,
1.3% incorrect/nonsensical) but omitted adjectives
in 4.2% of cases. Interestingly, GPT-4o introduced
a unique error type; as the only model that ac-
tively attempted to provide neutral forms, it did
not always succeed, resulting in 3.3% of cases that
contained errors related to the neutralisation tech-
niques.

4.1 Gender Bias in MT Systems

Male Bias An analysis of the 160 ambiguous
English sentences revealed a clear tendency to-
wards male bias. Masculine forms dominated, mak-
ing up 74.4% of Google Translate’s and 70.6% of
DeepL’s outputs. Feminine forms were rare (8.1%
for Google Translate, 13.1% for DeepL), and er-
rors were higher for Google Translate (17.5% vs.
DeepL’s 3.7%) (Appendix D).

Most errors by Google Translate were mixed-
gender representations all of which appeared in
sentences with the singular ‘they’, indicating a dif-
ficulty in handling the gender neutrality or non-
binarity expressed by the pronoun. Specifically,
the model treated ‘they’ as a collective pronoun,
defaulting to masculine forms for professions and
collective ‘they’ for the pronoun (i.e. “their work”),
failing to correlate the gender-neutral pronoun with
gender-neutral solutions in Greek.12 DeepL’s er-
rors, albeit very few, were found in the same ‘am-
biguous + unambiguous [Non-binary]’ sentence
type, suggesting that DeepL also struggles with sen-
tences involving neutral or non-binary pronouns.

Regarding gender-inclusive outputs, neither sys-
tem performed well. Google Translate did not pro-
12E.g., “The guard finished their work” was translated into
“Ο φύλακας τελείωσε τη δουλειά τους” (= The guard [M]
finished their [plural] work).
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Label Google Translate DeepL Prompted GPT-4o Gold standards

M 158 (65.8%) 152 (63.3%) 40 (16.7%) 40 (16.7%)
F 39 (16.2%) 62 (25.8%) 38 (15.8%) 40 (16.7%)
N 1 (0.4%) - 31 (12.9%) 40 (16.7%)

M-F-N - - 103 (42.9%) 120 (50%)
M-F - 19 (7.9%) 3 (1.3%) -
M-N - 1 (0.4%) - -

error [1] 9 (3.7%) 3 (1.3%) 4 (1.7%) -
error [2] 32 (13.3%) 3 (1.3%) 3 (1.3%) -
error [3] - - 8 (3.3%) -
error [4] 1 (0.4%) - 10 (4.2%) -

Total 240 (100%) 240 (100%) 240 (100%) 240 (100%)

Table 2: Distribution of gender and error labels across the three systems and gold standards, with raw counts and
proportions.

duce any neutral or inclusive translations, while
DeepL provided alternatives for 12.5% of gender-
ambiguous sentences, mostly masculine-feminine
pairs, with only one case including a neutral vari-
ant. These results confirm a notable male bias
in both systems, aligning with common findings
about male default bias in MT systems.

Occupational Stereotyping Masculine transla-
tions prevailed in both systems, regardless of
stereotype: 82.5% (Google Translate) and 86.2%
(DeepL) for male-biased occupations, and 66.2%
(Google Translate) and 55% (DeepL) for female-
biased ones. These findings agree with those in the
prior section regarding the persistence of male bias
in MT systems.

A closer examination of the results reveals an
interesting pattern in feminine gender outputs. In
the case of male-biased occupations, none of the
MT systems produced translations in the feminine
form. On the contrary, when the occupation was
female-biased, Google Translate generated 16.2%
and DeepL 26.2% feminine outputs. This signifies
that, while masculine remains the default, MT sys-
tems are potentially influenced by societal stereo-
types, associating feminine forms more frequently
with traditionally female-biased professions.

A Fischer’s exact test confirmed a significant cor-
relation between occupational stereotypes and gen-
der outputs. The test results for both systems (Ap-
pendix G) verified that the stereotype of the occu-
pation significantly impacts the translation gender,
with feminine forms more likely to appear for
stereotypically female occupations than stereo-
typically male ones. Although stereotypes influ-

enced translations, the masculine form remained
the overall default.

Anti-Stereotypical Gender Assignments Re-
garding this pattern of bias, the MT systems were
expected to generate more frequent errors or in-
correct gender assignments when translating anti-
stereotypical gender roles, such as “female doctors”
or “male nurses”, compared to stereotypical ones,
like “male doctors” or “female nurses”. For this
pattern of bias, only sentences with feminine and
masculine genders were analysed (Appendix F).

An examination of the stereotypical cases re-
vealed that for male-biased occupations, both sys-
tems correctly translated masculine-gendered sen-
tences (‘unambiguous [Male]’), where the gender
ambiguity was resolved with the use of a mascu-
line pronoun. Only one lexical error by Google
Translate was detected: the word “mover” was
translated as “μετακινούμενος”, which refers to
someone being “moved” rather than the profession
of a “mover”.

For female-biased occupations in female-
gendered sentences (‘unambiguous [Female]’),
DeepL demonstrated consistently accurate perfor-
mance, correctly assigning the feminine gender to
all translations. Google Translate, however, pro-
duced three errors (two mixed-gender, one lexical
error). Specifically, the system introduced a non-
existent feminised form (“φούρναρη”) as the trans-
lation of “female baker”. This potentially indicates
not only a grammatical error but also a difficulty in
handling feminine forms for some professions.

Regarding the anti-stereotypical cases, our
initial claim is not supported for ‘unambiguous
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[Male]’ sentences containing female-biased occu-
pations,13 as Google Translate produced accurate
masculine translations in all cases. DeepL also
performed well, with only one incorrect gender as-
signment: “housekeeper” was translated into the
feminine form.

For ‘unambiguous [Female]’ sentences con-
taining male-biased professions,14 DeepL again
showed strong performance, translating all in-
stances into feminine forms. However, Google
Translate exhibited notable variability: only 45%
of the sentences were correctly assigned a femi-
nine gender, 50% were classified as errors (mostly
mixed-gender representations), and one instance
was labelled as ‘other’15 (translating “female guard”
as “η φρουρά”; neutral term used to refer to the role
without specifying the gender). A notable error was
translating “construction worker” as “η οικοδομή”
(the building; lexical error), a noun with a feminine
grammatical gender, suggesting that the model, in
an attempt to assign feminine form to the output,
used an incorrect – yet feminine – term.

Fischer’s exact test (Appendix G) revealed a sta-
tistically significant difference for Google Trans-
late in feminine-gendered sentences, showing it
struggles more when translating male-biased
professions into feminine forms, despite the
presence of an explicit feminine pronoun in the
source. DeepL outperformed Google Translate,
consistently assigning correct genders regardless
of stereotypicality. Therefore, the issues in the pro-
cessing of anti-stereotypical gender assignments
remain specific to Google Translate.

4.2 GPT-4 on Gender Bias Mitigation

4.2.1 Quantitative Analysis
The performance of the prompted GPT-4o showed
promising results overall. Appendix H presents
the gender distribution across sentence types. For
the ‘unambiguous [Male]’ sentences, the model
achieved a 100% success rate, correctly translating
all instances into masculine forms. For ‘unambigu-
ous [Female]’ sentences, it succeeded in 95% of
cases, with 5% errors.

Furthermore, for the ‘ambiguous base’, ‘am-
biguous + male-biased adj.’, and ‘ambiguous +
13E.g., “The teacher [F-biased] finished his work.”
14E.g., “The driver [M-biased] finished her work.”
15Outputs that included masculine-feminine alternatives (M-
F), masculine-neutral alternatives (M-N), or exclusively
gender-neutral forms (N) were grouped together under the
‘other’ category for illustration purposes.

female-biased adj.’ sentences, the model showed
high precision in detecting gender ambiguity, and
generated three alternatives (M-F-N) with success
rates of 92.5%, 80% and 85%, respectively. The
remaining cases were classified as errors.

Finally, for the ‘ambiguous / unambiguous
[Non-binary]’ sentences, GPT-4o successfully pro-
duced neutral translations using the neutral circum-
locution “το άτομο που” (the person who). How-
ever, 7.5% of translations in this category included
double forms (e.g. “ο/η λογιστής/λογίστρια” –
the [M/F] accountant [M/F]), despite explicit in-
structions to avoid them. 15% of translations were
classified as errors.

The above results show that the masculine-
gendered sentences obtained the highest accuracy,
followed by the feminine-gendered ones. This in-
dicates that the model performed best when the
gender of the referent was explicitly specified, with
a slightly reduced success rate for feminine forms,
possibly reflecting intrinsic bias present in the train-
ing data.

A closer comparison of the performance of
prompted GPT-4o with Google Translate and
DeepL on unambiguous sentences reveals that the
LLM outperformed the other two MT systems
with 100% success rate in masculine-gendered sen-
tences (Appendix I). Interestingly, in feminine-
gendered sentences, it was DeepL that had the
highest scores (100%), followed closely by GPT-
4o (95%). Google Translate, in contrast, achieved
only 65% accuracy, with a notable number of in-
correct gender assignments and errors. GPT-4o’s
slight reduction in accuracy for feminine forms
may suggest residual biases in its training data.

Overall, GPT-4o handled gender ambiguity ef-
fectively, generating three correct alternatives in
most cases. However, when (gender-biased) ad-
jectives were included, the rates slightly dropped,
indicating that such modifiers introduce additional
difficulty. The ‘ambiguous / unambiguous [Non-
binary]’ sentence type posed the greatest challenge
for the model, with the highest percentage of incor-
rect translations, which may reflect the limitations
of the model in producing accurate gender-neutral
language.

4.2.2 Qualitative Analysis
A closer investigation of the errors for each sen-
tence category shows interesting information re-
garding the inaccuracies produced by prompted
GPT-4o (Appendix H). Key observations include:
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Ambiguous base The model consistently pro-
duced three gender alternatives for each source
sentence, in which the masculine and feminine ver-
sions were accurate. However, the neutral forms
presented issues: the model attempted to use the
neuter circumlocution “το άτομο που” (the per-
son who) but paired with epicene nouns, such as
“μηχανικός” (mechanic), terms that maintain bi-
nary gender distinctions and fail to accommodate
non-binary references. This demonstrates both the
model’s challenges in achieving true gender neu-
trality, but also the broader constraints of Greek’s
available neutralisation strategies.

Ambiguous + male-biased adj. Once again, all
errors occurred in the gender-neutral variants pro-
vided by the model, alongside the correct mascu-
line and feminine versions. Most issues in this
category, involved the omission of the male-biased
adjective from the target sentence. This pattern
suggests that the model may struggle to balance its
neutralisation efforts with preserving the semantic
elements of the source text. In other words, we
assume that the model prioritised neutralisation to
such an extent that it overlooked key details, such
as the male-biased adjective, which is critical for
maintaining the original meaning of the sentence.

Ambiguous + female-biased adj. The model’s
neutral variants again exhibited three issues: (a)
omission of the female-biased adjective in three
cases, compromising the original meaning, (b) in-
accurate neutralisation attempts using epicenes in
two instances, and (c) one syntactically incorrect
output featuring redundant repetition of “που” ([the
person] who).

Unambiguous [Female] The errors here were
minimal, with two instances classified as mixed-
gender representations. This error shows a mis-
match between the grammatical gender of the sub-
ject “sheriff” and “farmer” and the personal pro-
noun ‘her’ (translated as “The male sheriff/farmer
finished her work”). While these translations tech-
nically align with the source text in terms of pro-
noun use, the introduction of a masculine article
and noun creates a bias and inconsistency that
makes the translation somewhat problematic. In-
stead of fully aligning the output gender-wise based
on the feminine pronoun, it defaulted to the mas-
culine form of “ο σερίφης” (the male sheriff) and
“ο αγρότης” (the male farmer), possibly influenced
by inherent bias of the training data.

Ambiguous / unambiguous [Non-binary] GPT-
4o’s most significant challenges emerged in this
category, revealing difficulties in producing suffi-
cient gender-neutral translations. First, it frequently
defaulted to inadequate solutions, either employ-
ing epicenes, such as “μηχανικός” (mechanic) and
“υπάλληλος” (clerk), or binary double forms, such
as “ο/η συντάκτης/τρια” (the [M/F] editor [M/F])
incorrectly paired with the plural pronoun “τους”
(their). This indicates that the model misinterpreted
singular ‘their’ as a collective pronoun.

Second, the model generated linguistically in-
valid forms while attempting neutralisation, in-
cluding (i) the non-existent “το ρεσεψιονίστ”,
(ii) repeated feminine possessives in “τη δουλειά
του/της/της” (his/her/her work), (iii) the ill-
formed “ο/η/το γραμματέας” (the [M/F/N] sec-
retary), suggesting a non-existent neuter form of
the specific epicene, and (iv) the completely in-
vented pronoun “ατους”. The model apparently
struggled to produce gender-neutral language lead-
ing to mistranslations and non-existent words.

Third, rather than producing a singular gender-
neutral form, GPT-4o often defaulted to listing mul-
tiple gendered variations, contradicting prompt in-
structions for singular ‘they’ translations. In three
cases, it generated grammatically correct but non-
inclusive outputs, failing to fully adhere to non-
binary representations.

5 Discussion

Our study confirms significant gender bias in
English-to-Greek MT, with both Google Trans-
late and DeepL defaulting to masculine forms for
gender-ambiguous contexts, rendering it consistent
with findings in other language pairs (Prates et al.,
2019; Stanovsky et al., 2019; Currey et al., 2022).
While this male bias persisted across occupational
stereotypes, increased feminine forms for stereo-
typically female occupations demonstrate how sys-
tems simultaneously reinforce male defaults and
societal gender associations embedded in the sys-
tems’ training data (Savoldi et al., 2021).

Both MT systems performed consistently well
with explicitly masculine referents, supporting pre-
vious work showing better handling of male ref-
erences and stereotypical roles (Sun et al., 2019;
Kocmi et al., 2020; Saunders and Byrne, 2020).
However, Google Translate struggled more with
anti-stereotypical feminine forms. This disparity
is likely influenced by differences in training data
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or model architecture, but the black-box nature of
these systems makes it difficult to determine the ex-
act cause. Most critically, neither system produced
(adequate) gender-neutral outputs, consistently fail-
ing on non-binary cases.

Prompted GPT-4o demonstrated high perfor-
mance, successfully generating feminine, neutral
and masculine alternatives for most ambiguous
cases. While it showed residual bias (better accu-
racy in masculine forms), the model was able to fol-
low instructions to identify gender-ambiguous sen-
tences and generate inclusive output for them. We
thus confirmed LLMs’ potential to handle gender-
aware translation, supporting emerging research
(Savoldi et al., 2024) that also demonstrates that
GPT is a promising solution for producing gender-
neutral outputs when given only a few examples.

Nevertheless, the translation errors (e.g. non-
existent words, incorrect pronouns, missing adjec-
tives) or incorrect neutralisation solutions (e.g. use
of epicene nouns, double forms with binary pro-
nouns) that were produced for a small number of
gender-neutral outputs, should be taken into con-
sideration. These issues underscore the tension be-
tween technological solutions and linguistic reality;
that is, an inherent bias in the training data of the
model, but also the challenges in adapting gender-
neutral practices for Greek. Language reform in
Greek has followed a slower pace compared to
other languages and currently lacks sufficient lin-
guistic structures for a gender-neutral language
or structures that address the visibility of under-
represented groups, such as LGBTQIA+ individ-
uals and women. As such, the discussion about
linguistic sexism and the development of gender-
inclusive practices is still open and evolving.

6 Limitations

Some limitations should be acknowledged. First,
there is a reproducibility problem as the study relies
on three closed-source models. As proprietary sys-
tems subject to frequent updates, the results of the
same query may vary across multiple trials. More-
over, GPT-4o requires a paid subscription,16 which
limits its accessibility compared to freely available
systems.

Second, while GendEL’s controlled sentence
structures (based on gender-biased adjectives and
occupational nouns) ensure methodological consis-
tency, this design restricts the generalisability of the

16$2.50/1M input tokens and $10.00/1M output tokens

results to more diverse and natural text. Similarly,
our GPT-4o prompt was specifically customised
for these sentence structures, which raises ques-
tions about its applicability to more complex data.
GendEL, therefore, should be viewed as a foun-
dational resource for evaluating English-to-Greek
gender bias, and future research could supplement
a wider variety of sentence structures, contexts, lin-
guistic phenomena, and manifestations of gender
bias, as well as further experimentation with LLM
prompting strategies.

7 Conclusion

In response to the emerging demand for in-
clusive language, this study focused on the
under-represented English-to-Greek language pair.
Through extensive, fine-grained manual analyses
and descriptive statistics, we demonstrated that
gender bias is persistent in translations by Google
Translate and DeepL, highlighting that, while they
perform well in cases where the referent’s gender
is defined, they are far from recognising and pro-
ducing gender-neutral language. We also demon-
strated that GPT-4o, when prompted, can achieve
high accuracy on providing gendered and gender-
neutral alternatives in cases of ambiguity. By sit-
uating our results within the context of prior re-
search, this study makes two important contribu-
tions: (1) the creation and public release of Gen-
dEL, the first handcrafted dataset for evaluating
English-to-Greek translations, and (2) empirical
evidence emphasising the urgent need for more in-
clusive translation practices in Greek. We hope this
work will inspire further research on this language
pair and contribute to the development of more
inclusive translation technologies.
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2020. Mitigating gender bias in machine translation
with target gender annotations. In Proceedings of

28

https://doi.org/10.1177/0539018405050466
https://doi.org/10.1177/0539018405050466
https://doi.org/10.1075/ts.00025.nur
https://doi.org/10.1075/ts.00025.nur
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2023.gitt-1.7/
https://aclanthology.org/2024.eamt-1.25
https://aclanthology.org/2024.eamt-1.25
https://aclanthology.org/2024.eamt-1.25
https://arxiv.org/abs/1809.02208
https://arxiv.org/abs/1809.02208
https://arxiv.org/abs/2402.14277
https://arxiv.org/abs/2402.14277
https://arxiv.org/abs/2402.14277
https://arxiv.org/abs/2401.06935
https://arxiv.org/abs/2401.06935
https://doi.org/10.18653/v1/N18-2002
https://doi.org/10.18653/v1/N18-2002
https://aclanthology.org/2024.mrl-1.10
https://aclanthology.org/2024.mrl-1.10
https://doi.org/10.18653/v1/2020.acl-main.690
https://doi.org/10.18653/v1/2020.acl-main.690
https://doi.org/10.18653/v1/2020.acl-main.690
https://aclanthology.org/2020.gebnlp-1.4
https://aclanthology.org/2020.gebnlp-1.4
https://doi.org/10.1162/tacl_a_00401
https://doi.org/10.1162/tacl_a_00401
https://aclanthology.org/2024.eacl-short.23
https://aclanthology.org/2024.eacl-short.23
https://aclanthology.org/2024.eacl-short.23
https://aclanthology.org/E17-2060
https://aclanthology.org/E17-2060
https://aclanthology.org/E17-2060
https://aclanthology.org/2006.amta-papers.25
https://aclanthology.org/2006.amta-papers.25
https://aclanthology.org/2020.wmt-1.73
https://aclanthology.org/2020.wmt-1.73


the Fifth Conference on Machine Translation, pages
629–638, Online. Association for Computational Lin-
guistics.

Gabriel Stanovsky, Noah A. Smith, and Luke Zettle-
moyer. 2019. Evaluating gender bias in machine
translation. In Proceedings of the 57th Annual Meet-
ing of the Association for Computational Linguistics,
pages 1679–1684, Florence, Italy. Association for
Computational Linguistics.

Tony Sun, Andrew Gaut, Shirlyn Tang, Yuxin Huang,
Mai ElSherief, Jieyu Zhao, Diba Mirza, Elizabeth
Belding, Kai-Wei Chang, and William Yang Wang.
2019. Mitigating gender bias in natural language
processing: Literature review. In Proceedings of the
57th Annual Meeting of the Association for Computa-
tional Linguistics, pages 1630–1640, Florence, Italy.
Association for Computational Linguistics.

Μαρία Γκασούκα and Μαριάνθη Γεωργαλίδου. 2018.
Οδηγός μη σεξιστικής γλώσσας στα διοικητικά
έγγραφα.

Ντενίζ Σαρρή-Χασάν. 2024. Πρακτικός Οδηγός για
τη Χρήση Συμπεριληπτικής ως προς το Φύλο
Γλώσσας στο ΕΑΠ. Εκδόσεις ΕΑΠ Α.Ε.

Μανόλης Τριανταφυλλίδης. 1963. Η βουλευτίνα και
ο σχηματισμός των θηλυκών επαγγελματικών,
volume Β, pages 326–334. ΄Ιδρυμα Μανόλη Τρι-
ανταφυλλίδη.

Ρούλα Τσοκαλίδου. 1996. Το Φύλο της Γλώσ-
σας, Οδηγός μη-σεξιστικής γλώσσας για τον
δημόσιο ελληνικό λόγο. Σύνδεσμος Ελληνίδων
Επιστημόνων-Βιβλιοπωλείο της Εστίας.

Αγαπητός Τσοπανάκης. 1982. Ο δρόμος προς την
δημοτική: Θεωρητικά, τεχνικά και γλωσσικά
προβλήματα. Σχηματισμός επαγγελματικών θη-
λυκών. In ῾Ο δρόμος πρός τήν Δημοτική (Μελέτες
και ἄρθρα), pages 302–342.Εκδοτικός οίκος Αφών
Κυριακίδη.

Jonas-Dario Troles and Ute Schmid. 2021. Extending
challenge sets to uncover gender bias in machine
translation: Impact of stereotypical verbs and adjec-
tives. In Proceedings of the Sixth Conference on
Machine Translation, pages 531–541, Online. Asso-
ciation for Computational Linguistics.

Eva Vanmassenhove. 2024. Gender bias in machine
translation and the era of large language models.
ArXiv, abs/2401.10016.

Eva Vanmassenhove, Chris Emmery, and Dimitar Shteri-
onov. 2021. NeuTral Rewriter: A rule-based and neu-
ral approach to automatic rewriting into gender neu-
tral alternatives. In Proceedings of the 2021 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing, pages 8940–8948, Online and Punta Cana,
Dominican Republic. Association for Computational
Linguistics.

Eva Vanmassenhove, Christian Hardmeier, and Andy
Way. 2018. Getting gender right in neural machine
translation. In Proceedings of the 2018 Conference
on Empirical Methods in Natural Language Process-
ing, pages 3003–3008, Brussels, Belgium. Associa-
tion for Computational Linguistics.

Lucas Nunes Vieira. 2020. Machine translation in the
news: A framing analysis of the written press. Trans-
lation Spaces, 9(1):98–122. Publisher: John Ben-
jamins.

Jieyu Zhao, Tianlu Wang, Mark Yatskar, Vicente Or-
donez, and Kai-Wei Chang. 2018. Gender bias in
coreference resolution: Evaluation and debiasing
methods. In Proceedings of the 2018 Conference
of the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 2 (Short Papers), pages 15–20, New
Orleans, Louisiana. Association for Computational
Linguistics.

Jinman Zhao, Yitian Ding, Chen Jia, Yining Wang,
and Zifan Qian. 2024. Gender bias in large lan-
guage models across multiple languages. Preprint,
arXiv:2403.00277.

Ran Zmigrod, Sabrina J. Mielke, Hanna Wallach, and
Ryan Cotterell. 2019. Counterfactual data augmenta-
tion for mitigating gender stereotypes in languages
with rich morphology. In Proceedings of the 57th
Annual Meeting of the Association for Computational
Linguistics, pages 1651–1661, Florence, Italy. Asso-
ciation for Computational Linguistics.

29

https://doi.org/10.18653/v1/P19-1164
https://doi.org/10.18653/v1/P19-1164
https://doi.org/10.18653/v1/P19-1159
https://doi.org/10.18653/v1/P19-1159
https://aclanthology.org/2021.wmt-1.61
https://aclanthology.org/2021.wmt-1.61
https://aclanthology.org/2021.wmt-1.61
https://aclanthology.org/2021.wmt-1.61
https://api.semanticscholar.org/CorpusID:267034972
https://api.semanticscholar.org/CorpusID:267034972
https://doi.org/10.18653/v1/2021.emnlp-main.704
https://doi.org/10.18653/v1/2021.emnlp-main.704
https://doi.org/10.18653/v1/2021.emnlp-main.704
https://doi.org/10.18653/v1/D18-1334
https://doi.org/10.18653/v1/D18-1334
https://doi.org/10.1075/ts.00023.nun
https://doi.org/10.1075/ts.00023.nun
https://doi.org/10.18653/v1/N18-2003
https://doi.org/10.18653/v1/N18-2003
https://doi.org/10.18653/v1/N18-2003
https://arxiv.org/abs/2403.00277
https://arxiv.org/abs/2403.00277
https://doi.org/10.18653/v1/P19-1161
https://doi.org/10.18653/v1/P19-1161
https://doi.org/10.18653/v1/P19-1161


A Stereotypical Occupations and Adjectives

Male-biased occupations

carpenter (3%), construction worker (4%), laborer (4%),
mechanic (4%), driver (20%), mover (18%), sheriff (18%),
developer (20%), guard (22%), farmer (25%), chief (28%),
lawyer (36%), janitor (37%), CEO (39%), analyst (41%),
physician (41%), cook (42%), manager (43%), supervisor (44%),
salesperson (48%)

Female-biased occupations

designer (54%), baker (60%), accountant (62%), auditor (62%),
editor (63%), writer (63%), cashier (71%), clerk (72%),
tailor (75%), attendant (76%), counselor (76%), teacher (78%),
librarian (80%), assistant (85%), cleaner (89%), housekeeper (89%),
receptionist (89%), nurse (90%), hairdresser (92%), secretary (93%)

Table 3: Male-biased and female-biased occupations included in GendEL. The percentage of women in the
occupation in the US is displayed in brackets (Troles and Schmid, 2021).

Male-biased adjectives grizzled, affable, jovial, suave, debonair, wiry, rascally,
arrogant, shifty, eminent

Female-biased adjectives sassy, perky, brunette, blonde, lovely, vivacious, saucy,
bubbly, alluring, married

Table 4: Male-biased and female-biased adjectives included in GendEL.

B GendEL Sample

Figure 1: Subset of a male-biased (“lawyer”) and a subset of a female-biased (“accountant”) occupation.

C Prompt for GPT-4o

You are a machine translation assistant focused on gender-fair translations. Translate the given English
text into Greek following these rules:

1. If the gender of the referent is defined, translate according to that gender. Only ONE translation is
correct. E.g.:
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Input: The student finished his work.
Translation: Ο μαθητής τελείωσε τη δουλειά του.

2. If the gender of the referent is not defined, provide three alternatives: masculine, feminine, neutral.
E.g.:
Input: The happy professor finished the work.
Translations:
a) Male: Ο χαρούμενος καθηγητής τελείωσε τη δουλειά.
b) Female: Η χαρούμενη καθηγήτρια τελείωσε τη δουλειά.
c) Neutral: Το χαρούμενο μέλος του εκπαιδευτικού προσωπικού τελείωσε τη δουλειά.

Input: The inspector finished the work.
Translations:
a) Male: Ο επιθεωρητής τελείωσε τη δουλειά.
b) Female: Η επιθεωρήτρια τελείωσε τη δουλειά.
c) Neutral: Το άτομο που επιθεωρεί τελείωσε τη δουλειά.

IMPORTANT: Pay attention to identifying the non-binary singular ‘they’ pronoun, which is used for
non-binary individuals. If spotted, you must provide only the neutral version, e.g. “Το άτομο που
επιθεωρεί τελείωσε τη δουλειά του”.

IMPORTANT: For the neutral version, do NOT indicate any gender. Avoid forms like “ο επιθεωρητής”
or “ο/η επιθεωρητής/τρια”.

Translate this text: {input_text}

D Gender Bias in MT Systems: Male Bias

Figure 2: Gender distribution of translations for gender-ambiguous sentences by Google Translate and DeepL.
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Gender Category Google Translate DeepL

masculine 119 113
feminine 13 21
other - 20
errors 28 6

Total 160 160

Table 5: Absolute counts for gender and error categories in translations by Google Translate and DeepL.

E Gender Bias in MT Systems: Occupational Stereotyping

Figure 3: Gender distribution of translations for stereotypically male occupations in gender-ambiguous sentences,
produced by Google Translate and DeepL.

Gender Category Google Translate DeepL

masculine 66 69
feminine - -
other - 8
errors 14 3

Total 80 80

Table 6: Absolute counts for gender distribution of translations for stereotypically male occupations in gender-
ambiguous sentences, produced by Google Translate and DeepL.
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Figure 4: Gender distribution of translations for stereotypically female occupations in gender-ambiguous
sentences, produced by Google Translate and DeepL.

Gender Category Google Translate DeepL

masculine 53 44
feminine 13 21
other - 12
errors 14 3

Total 80 80

Table 7: Absolute counts for gender distribution of translations for stereotypically female occupations in gender-
ambiguous sentences, produced by Google Translate and DeepL.
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F Gender Bias in MT Systems: Anti-Stereotypical Gender Assignments

Figure 5: Gender distribution of translations for stereotypically male occupations in masculine gender-
unambiguous sentences (stereotypical case), produced by Google Translate and DeepL.

Gender Category Google Translate DeepL

masculine 19 20
feminine - -
other - -
errors 1 -

Total 20 20

Table 8: Absolute counts for gender distribution of translations for stereotypically male occupations in masculine
gender-unambiguous sentences (stereotypical case), produced by Google Translate and DeepL.
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Figure 6: Gender distribution of translations for stereotypically female occupations in feminine gender-
unambiguous sentences (stereotypical case), produced by Google Translate and DeepL.

Gender Category Google Translate DeepL

masculine - -
feminine 17 20
other - -
errors 3 -

Total 20 20

Table 9: Absolute counts for gender distribution of translations of translations for stereotypically female occupa-
tions in feminine gender-unambiguous sentences (stereotypical case), produced by Google Translate and DeepL.
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Figure 7: Gender distribution of translations for stereotypically female occupations in masculine gender-
unambiguous sentences (anti-stereotypical case), produced by Google Translate and DeepL.

Gender Category Google Translate DeepL

masculine 20 19
feminine - 1
other - -
errors - -

Total 20 20

Table 10: Absolute counts for gender distribution of translations for stereotypically female occupations in
masculine gender-unambiguous sentences (anti-stereotypical case), produced by Google Translate and DeepL.
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Figure 8: Gender distribution of translations for stereotypically male occupations in feminine gender-
unambiguous sentences (anti-stereotypical case), produced by Google Translate and DeepL.

Gender Category Google Translate DeepL

masculine - -
feminine 9 20
other 1 -
errors 10 -

Total 20 20

Table 11: Absolute counts for gender distribution of translations for stereotypically male occupations in feminine
gender-unambiguous sentences (anti-stereotypical case), produced by Google Translate and DeepL.
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G Results of Fischer’s Exact Test

Metric Google Translate DeepL
Odds ratio 0.0 0.0
p-value 0.000143 2.105037e-07

Table 12: Results of Fisher’s exact test for Google Translate and DeepL, investigating whether there is a statistically
significant association between the stereotype of the occupation (male- or female-biased) and the gender of the
translation (e.g., masculine, feminine).

Metric Google Translate DeepL
Odds ratio 0.0 0.0
p-value 1.0 inf

Table 13: Results of Fisher’s exact test for Google Translate and DeepL, investigating whether there is a statistically
significant difference between the anti-stereotypical and stereotypical groups when the gender is masculine and
unambiguous in the English sentence.

Metric Google Translate DeepL
Odds ratio 6.925925 n/a
p-value 0.018701 n/a

Table 14: Results of Fisher’s exact test for Google Translate, investigating whether there is a statistically significant
difference between the anti-stereotypical and stereotypical groups when the gender is feminine and unambiguous in
the English sentence. For DeepL, both groups have exactly 20 feminine translations and 0 non-feminine translations,
thus performing a Fisher’s exact test is not meaningful.
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H GPT-4o on Bias Mitigation

Figure 9: GPT-4o gender distribution across all sentence types.
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Figure 10: Error distribution of prompted GPT-4o across all sentence types.

Type M F M-F-N M-F N errors

ambiguous base - - 37 (92.5%) - - 3 (7.5%)

ambiguous +
male-biased adj.

- - 32 (80%) - - 8 (20%)

ambiguous +
female-biased adj.

- - 34 (85%) - - 6 (15%)

unambiguous
[Male]

40 (100%) - - - - -

unambiguous
[Female]

- 38 (95%) - - - 2 (5%)

ambiguous /
unambiguous
[Non-binary]

- - - 3 (7.5%) 31 (77.5%) 6 (15%)

Table 15: Absolute counts and percentages for gender categories and errors in translations by prompted GPT-4o.
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Error
type English source Translation by prompted

GPT-4o

3 The mechanic finished the work.
Το άτομο που εργάζεται ως μηχανικός
τελείωσε τη δουλειά. (The person who
works as mechanic. . . )

3 The sheriff finished the work.
Το άτομο που είναι σερίφης τελείωσε
τη δουλειά. (The person who is sheriff. . . )

3 The CEO finished the work.
Το άτομο που είναι διευθύνων σύμβουλος
τελείωσε τη δουλειά. (The person who is
CEO. . . )

Table 16: Error instances produced by prompted GPT-4o for the ‘ambiguous base’ sentences.

Error
type English source Translation by prompted

GPT-4o

3
The suave mechanic finished
the work.

Το κομψό άτομο που εργάζεται ως μηχανικός
τελείωσε τη δουλειά. (The suave person who
works as mechanic. . . )

4
The grizzled mover finished
the work.

Το άτομο που ασχολείται με τις μεταφορές
τελείωσε τη δουλειά.

4
The arrogant sheriff finished
the work.

Το άτομο της σερίφειας αρμοδιότητας
τελείωσε τη δουλειά.

4
The grizzled developer finished
the work.

Το άτομο που ασχολείται με τον
προγραμματισμό τελείωσε τη δουλειά.

4
The jovial guard finished
the work.

Το άτομο που φρουρεί τελείωσε τη
δουλειά.

4
The shifty lawyer finished
the work.

Το άτομο που ασκεί τη δικηγορία
τελείωσε τη δουλειά.

4
The shifty writer finished
the work.

Το άτομο που γράφει τελείωσε τη δουλειά.

4
The rascally tailor finished
the work.

Το άτομο που ράβει τελείωσε τη δουλειά.

Table 17: Error instances produced by prompted GPT-4o for the ‘ambiguous + male-biased adj.’ sentences.
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Error
type English source Translation by prompted

GPT-4o

1
The bubbly carpenter finished
the work.

Το ζωηρό άτομο που που ασχολείται
με την ξυλουργική τελείωσε τη δουλειά.
(repetition of “που” [who])

3
The brunette mechanic finished
the work.

Το άτομο με τα μελαχρινά μαλλιά που
είναι μηχανικός τελείωσε τη δουλειά.

3
The vivacious CEO finished
the work.

Το ζωηρό άτομο στη θέση του διευθύνοντος
συμβούλου τελείωσε τη δουλειά.

4
The perky lawyer finished the
work.

Το άτομο που ασκεί τη δικηγορία
τελείωσε τη δουλειά.

4
The perky manager finished
the work.

Το άτομο σε θέση διεύθυνσης τελείωσε
τη δουλειά.

4
The alluring auditor finished
the work.

Το άτομο που ελέγχει τελείωσε τη
δουλειά.

Table 18: Error instances produced by prompted GPT-4o for the ‘ambiguous + female-biased adj.’ sentences.

Error
type English source Translation by prompted

GPT-4o

2 The sheriff finished her work.
Ο σερίφης τελείωσε τη δουλειά της.
(The male sheriff finished her work.)

2 The farmer finished her work.
Ο αγρότης τελείωσε τη δουλειά της.
(The male farmer finished her work.)

Table 19: Error instances produced by prompted GPT-4o for the ‘unambiguous [Female]’ sentences.
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Error
type English source Translation by prompted

GPT-4o

1
The writer finished
their work.

Η συγγραφέας/ο συγγραφέας τελείωσε
τη δουλειά ατους.

1
The receptionist finished
their work.

Η/Ο/Το ρεσεψιονίστ/ρεσεψιονίστρια/
ρεσεψιονίστ τελείωσε τη δουλειά του/
της/της.

1
The secretary finished
their work.

Η/Ο/Το γραμματέας τελείωσε τη
δουλειά του/της.

2
The editor finished their
work.

Ο/Η συντάκτης/τρια τελείωσε τη
δουλειά τους.

3
The mechanic finished
their work.

Το άτομο που εργάζεται ως μηχανικός
τελείωσε τη δουλειά.

3
The clerk finished their
work.

Το άτομο που εργάζεται ως υπάλληλος
τελείωσε τη δουλειά του.

M-F
The developer finished
their work.

Ο/Η προγραμματιστής/τρια τελείωσε
τη δουλειά του/της.

M-F
The farmer finished their
work.

Το άτομο που δουλεύει στη φάρμα
τελείωσε τη δουλειά του/της.

M-F
The accountant finished
their work.

Ο/Η λογιστής/λογίστρια τελείωσε
τη δουλειά του/της.

Table 20: Error instances produced by prompted GPT-4o for the ‘ambiguous / unambiguous [Non-binary]’ sentences.
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I Gender Distribution of Google Translate, DeepL and GPT-4o in Unambiguous Cases

Figure 11: Gender distribution of translations for masculine gender-unambiguous sentences produced by Google
Translate, DeepL, and (prompted) GPT-4o.

Gender Category Google Translate DeepL Prompted GPT-4o

masculine 39 39 40
feminine - 1 -
other - - -
errors 1 - -

Total 40 40 40

Table 21: Absolute counts for gender distribution of translations for masculine gender-unambiguous sentences
produced by Google Translate, DeepL and prompted GPT-4o.
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Figure 12: Gender distribution of translations for feminine gender-unambiguous sentences produced by Google
Translate, DeepL, and (prompted) GPT-4o.

Gender Category Google Translate DeepL Prompted GPT-4o

masculine - - -
feminine 26 40 38
other 1 - -
errors 13 - 2

Total 40 40 40

Table 22: Absolute counts for gender distribution of translations for feminine gender-unambiguous sentences
produced by Google Translate, DeepL and prompted GPT-4o.
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Abstract

Gender-neutral translation (GNT) aims to avoid
expressing the gender of human referents when
the source text lacks explicit cues about the
gender of those referents. Evaluating GNT
automatically is particularly challenging, with
current solutions being limited to monolingual
classifiers. Such solutions are not ideal be-
cause they do not factor in the source sentence
and require dedicated data and fine-tuning to
scale to new languages. In this work, we ad-
dress such limitations by investigating the use
of large language models (LLMs) as evalu-
ators of GNT. Specifically, we explore two
prompting approaches: one in which LLMs
generate sentence-level assessments only, and
another—akin to a chain-of-thought approach—
where they first produce detailed phrase-level
annotations before a sentence-level judgment.
Through extensive experiments on multiple lan-
guages with five models, both open and propri-
etary, we show that LLMs can serve as evalua-
tors of GNT. Moreover, we find that prompting
for phrase-level annotations before sentence-
level assessments consistently improves the ac-
curacy of all models, providing a better and
more scalable alternative to current solutions.1

1 Introduction

Gender-neutral translation (GNT) is the task of
translating from one language into another while
avoiding gender-specific references in the target
text when the source does not provide explicit gen-
der information (Piergentili et al., 2023a). Con-
sider the examples in Table 1: the source sentence
(S) lacks gender information, therefore the transla-
tion should avoid gendered terms such as ‘profesor’
(masculine) or ‘profesora’ (feminine), and rather

© 2025 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1Software and data available at https://github.com/
hlt-mt/fbk-NEUTR-evAL

S Working as a teacher makes me happy

M Trabajar como profesor me hace contento
F Trabajar como profesora me hace contenta

N1 Trabajar como docente me hace feliz
N2 Trabajar como persona que enseña me procura mucha

alegría [Working as someone who teaches gives me a lot of joy]

Table 1: Examples of gendered and neutral Spanish
translations of an English sentence (S) featuring men-
tions of a human referent and no gender information.
Gendered words are underlined, neutral formulations
are italicized.

use neutral terms like docente or the paraphrase per-
sona que enseña, thus preserving neutrality. This
serves to prevent undesired gender associations in
machine translation (MT) outputs, which could
result in different types of harm, such as the reit-
eration of harmful stereotypes (Stanovsky et al.,
2019; Triboulet and Bouillon, 2023), the unfair
representation of gender groups (Blodgett et al.,
2020), and disparities in quality of service (Savoldi
et al., 2024a). These issues are especially relevant
in grammatical gender languages, such as Italian,
Spanish, and German, which assign nouns with
a grammatical gender and inflect words linked to
them accordingly (examples M and F in Table 1).

One of the challenges implied by GNT is how
to evaluate it automatically, thereby enabling fast,
cheap, and replicable assessments. Indeed, GNT is
a complex open natural language generation task
where individual word choices make the difference
between success and failure (e.g. en: ‘as a teacher’
→ es: ‘como una docente’ [F] vs ‘como docente’
[N]) with valid gender-neutralization strategies
ranging from pinpointed lexical interventions (ex-
ample N1) to complex and verbose reformulations
(N2) (Piergentili et al., 2023a). The variability in
valid neutralization solutions makes GNT a compli-
cated task to evaluate. Both traditional and modern
MT evaluation metrics struggle to account for these
variations, as they are hard to capture at a surface-
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level (Piergentili et al., 2023b), and neutral out-
puts are systematically penalized by neural metrics
(Zaranis et al., 2024). Currently, the only viable
approaches to automatically identify gendered or
neutral text rely on dedicated classifiers (Attanasio
et al., 2021; Piergentili et al., 2023b), which how-
ever do not factor in the source sentence. Moreover,
so far such solutions were only developed for the
evaluation of Italian texts, and require dedicated
data and training to scale across languages. The
lack of easily scalable evaluation solutions hinders
advancements in GNT research and system devel-
opment.

To fill this gap, we look at the LLM-as-a-Judge
paradigm (Gu et al., 2025), where large language
models (LLMs) are prompted to perform task-
specific evaluations. Specifically, we ask: RQ1)
Can we use LLMs to evaluate GNT? RQ2) Does
performing intermediate analytical steps im-
prove the accuracy of LLM-based GNT eval-
uations? To answer these questions, we conduct
experiments with five LLMs, evaluating their abil-
ity to assess neutrality in Italian, Spanish, and
German texts. We experiment with four evalua-
tion approaches. Two approaches focus on gener-
ating sentence-level assessments, while the other
two simulate a chain-of-thought (Wei et al., 2022),
prompting LLMs to perform fine-grained phrase-
level analysis before providing higher-level judg-
ments. Overall, we find that LLMs can serve as
evaluators of GNT and that generating phrase-level
annotations significantly improves LLMs’ accu-
racy.

2 Background

Gender-inclusivity in language technology In
recent years, the research community’s efforts to
improve gender fairness in natural language pro-
cessing (NLP) technologies has grown significantly.
With LLMs becoming the state-of-the-art in many
NLP tasks (Zhao et al., 2024), several works have
highlighted their shortcomings in language fairness
(Dev et al., 2021; Lauscher et al., 2022; Hossain
et al., 2023; Waldis et al., 2024, inter alia). How-
ever, other works identified approaches to improve
LLM fairness, both with (Bartl and Leavy, 2024)
and without (Hossain et al., 2024) fine-tuning.

In MT, while LLMs have been proven not to be
immune from gender bias (Vanmassenhove, 2024;
Lardelli et al., 2024; Sant et al., 2024), their in-
context learning ability (Brown et al., 2020) al-

lowed to mitigate it by controlling the gender in the
target sentence (Sánchez et al., 2024; Lee et al.,
2024). Moreover, prompting LLMs with more
advanced techniques enabled new approaches to
gender-inclusive translation, such as using gender-
inclusive neopronouns in the target languages (Pier-
gentili et al., 2024), or performing GNT (Savoldi
et al., 2024b). Here we focus on the latter, for
which further progress is still hampered by the lack
of automatic evaluation methods.

GNT evaluation Evaluating GNT is a com-
plex task due to the variability in valid gender-
neutralization strategies, which range from minor
lexical substitutions to significant structural refor-
mulations, and are specific to each language, as
different languages encode gender differently in
their grammar. Currently, automatic GNT eval-
uation solutions are based on fine-tuned BERT-
based (Devlin et al., 2019) monolingual gender-
inclusivity/neutrality classifiers (Attanasio et al.,
2021; Savoldi et al., 2024b). This method has sig-
nificant limitations. First, it does not factor in the
source, thus it cannot assess whether GNT was
necessary or appropriate in light of features of
the source sentence without dedicated gold labels.
Moreover, it requires task-specific data to fine-tune
dedicated models to scale to other target languages,
with limited flexibility across domains.

To address these limitations, we look at the
emerging language model-based approach.

LLM-as-a-Judge Recently, LLMs have been
successfully employed as evaluators of natural-
language generation tasks (Wang et al., 2023; Liu
et al., 2023; Bavaresco et al., 2024) including MT,
where proprietary LLMs have been employed as
state-of-the-art MT quality evaluators (Kocmi and
Federmann, 2023b; Leiter and Eger, 2024) without
the need for dedicated fine-tuning data. Several
works used LLMs to provide insights into fine-
grained aspects, such as fluency, accuracy, and
style (Fu et al., 2024; Lu et al., 2024). Moreover,
LLMs have successfully been employed to gen-
erate the error annotations required for Multidi-
mensional Quality Metrics assessments (Fernandes
et al., 2023; Kocmi and Federmann, 2023a; Feng
et al., 2024; Zouhar et al., 2025), an evaluation
paradigm designed for human evaluators, which re-
quires pinpointed analyses and attention to context.
Furthermore, and more related to our work, LLMs
have also been found to be accurate evaluators of
masculine/feminine references to human beings in
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Source All this must be carried out in a climate of transparency and regularity so that the citizens do not feel that they
are being swindled or sacrificed on the altar of major economic interests.

Target (REF-G) Todo esto se ha de llevar a cabo en un clima de transparencia y de corrección con el fin de que los ciudadanos
no se sientan estafados o víctimas sacrificadas en el altar de los grandes intereses económicos.

❍ MONO-L label: GENDERED

● MONO-P+L phrases: los ciudadanos M , se sientan estafados M , víctimas sacrificadas N

label: GENDERED

♢ CROSS-L label: WRONGLY GENDERED

♦ CROSS-P+L

phrases: los ciudadanos M wrong , se sientan estafados M wrong , víctimas sacrificadas N correct

label: WRONGLY GENDERED

Table 2: Examples of GPT-4o’s outputs for each prompt, for a Spanish mGeNTE entry. This is a Set-N entry with a
REF-G reference, thus the source includes no gender cue and the target features undue gendered words (in bold). For
the MONO prompts (❍ and ●) only the target sentence is provided as input, whereas for the CROSS prompts (♢
and ♦) both the source and target sentences are included. The field label is a sentence-level assessment, whereas
phrases is a list of annotations of phrases referred to human beings. Each element of this list includes the piece of
text being annotated (in italic), the gender it expresses ( M , F , or N ), and an assessment of whether that gender
expression is correct or wrong with respect to the information available in the source (only in ♦). Both the
label and the list of phrases are generated by the models.

monolingual contexts (Derner et al., 2024).
Here, we investigate whether LLMs’ ability to

generate fine-grained assessments can be lever-
aged to build a GNT evaluation method scalable
across languages without the need for dedicated
fine-tuning data.

3 GNT evaluation prompts

To explore the LLM-as-a-Judge approach to GNT
evaluation and investigate whether prompting for
intermediate analytical steps leads to higher evalu-
ation accuracy, we experiment with four prompts
targeting different approaches to evaluation. We
design prompts dedicated to the evaluation of the
target language text only (MONO) and the source
sentence paired with the translation (CROSS). With
the MONO prompts we attempt to replicate the eval-
uation enabled by the gender-neutrality classifier
introduced in Piergentili et al. (2023b) on new lan-
guages, without generating dedicated data and fine-
tuning new models. MONO prompts can be used as
is to evaluate intra-lingual neutral rewriting tasks
(Vanmassenhove et al., 2021; Veloso et al., 2023;
Frenda et al., 2024). However, for GNT evaluation,
they still require gold labels specifying whether the
source sentence should be translated neutrally, as
with classifier-based methods. The CROSS prompts
instead task the models not just with classifying the
target text as gendered or neutral, but also to deter-
mine if the target’s gender correctly aligns with the
source sentence. This allows for GNT evaluation in

realistic scenarios, i.e. outside of the benchmarking
enabled by gold source sentence labels.

For both the MONO and CROSS approaches we
experiment with one prompt that requires the model
to generate a sentence-level label only (L) and an-
other where the model must generate phrase-level
annotations first and then provide a sentence-level
label (P+L). Examples of the output of each prompt
are available in Table 2. Complete instructions and
further details are provided in Appendix A.

❍ MONO-L We provide the model with the tar-
get sentence and instruct it to classify the sentence
as GENDERED if at least one masculine or fem-
inine reference to human beings is found, or as
NEUTRAL if the whole sentence is gender-neutral.

This prompt does not imply any intermediate anno-
tation, only requesting one sentence-level label.

● MONO-P+L The model is instructed to first
generate annotations for all phrases that refer to hu-
man beings in the target sentence. For each phrase,
the model must also provide a label indicating its
semantic gender: M (masculine), F (feminine),
or N (neutral). Finally, the model must provide
the same sentence-level label as in MONO-L, based
on the same principle: if one or more of the anno-
tated phrases is gendered, the sentence label should
be GENDERED ; otherwise, it should be NEUTRAL .
This prompt introduces intermediate annotations,
which are expected to inform the models’ choice
of the final sentence-level label.
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Set-G SRC (F) Madam President, I should like to thank Mrs Oostlander for her sterling contribution as delegate.

de REF-G Frau Präsidentin! Ich möchte der Kollegin Oostlander für ihre verdienstvolle Arbeit als Delegierte danken.
de REF-N Geehrtes Präsidium! Ich möchte dem Kollegiumsmitglied Oostlander für seine verdienstvolle Arbeit als

Delegierte danken.
es REF-G Señora Presidenta, quiero agradecer a la Sra. Oostlander sus valiosos esfuerzos como delegada.
es REF-N Con la venia de la Presidencia, quiero agradecer a su Señoría Oostlander sus valiosos esfuerzos como integrante

de la delegación.
it REF-G Signora Presidente, ringrazio la onorevole Oostlander per il lavoro meritorio che ha assolto come delegata.
it REF-N Gentile Presidente, ringrazio l’onorevole Oostlander per il lavoro meritorio che ha assolto come membro della

delegazione.

Set-N SRC There are no better guardians of the Treaties than the European citizens.

de REF-G Niemand eignet sich als Hüter der Verträge besser als die europäischen Bürger.
de REF-N Niemand eignet sich zum Hüten der Verträge besser als die europäische Bevölkerung.
es REF-G No hay mejores custodios de los Tratados que los ciudadanos europeos.
es REF-N No hay mejores vigilantes de los Tratados que la ciudadanía europea.
it REF-G I migliori guardiani dei Trattati sono gli stessi cittadini europei.
it REF-N Le popolazioni residenti sul suolo europeo sono le migliori custodi dei Trattati.

Table 3: Examples of mGeNTE entries from Set-G and Set-N, with both REF-G and REF-N, and parallel across the
three target languages. Gender cues in the source and gendered words in the references are in bold. The matching
reference for the entry is highlighted.

♢ CROSS-L We provide the model with both
the source and target sentences, instructing it to
classify the target as NEUTRAL if fully gender-
neutral, CORRECTLY GENDERED if it accurately
reflects gender information from the source, or
WRONGLY GENDERED if the target’s gender does

not match the source or the target adds gender in-
formation when the source lacks it. We do not
distinguish between correct and incorrect NEUTRAL
translations. While using gendered language when
gender is unspecified in the source is undesirable
(i.e. WRONGLY GENDERED ), neutral translations—
though not always necessary—merely avoid gender
marking and therefore cannot be considered wrong
by definition.2

♦ CROSS-P+L We instruct the model to gener-
ate the same annotations as MONO-P+L, with the
addition of an assessment of whether each phrase’s
gender is correct or wrong with respect to the
source. Finally, the model must provide the same
sentence-level label as in CROSS-L. Similarly to
MONO-P+L, this prompt introduces the intermedi-
ate phrase annotations that the model is expected
to leverage to provide more accurate labels.

2We note that there are instances where gender is essential to
the meaning of a sentence and should then be preserved in
translation. For example, to refer to specific groups, as in ‘men
tend to suffer from heart attacks at higher rates’). Accounting
for this aspect in the evaluation requires finer-grained analyses
factoring in translation adequacy as well. As such instances
represent less than 3% of our test data, we retain them in our
experiments and leave this analysis to future work.

4 Experimental settings

We experiment with LLM-based evaluation of GNT
from English into three target languages—Italian,
Spanish, and German—in two scenarios:

• Target-only, where LLMs only evaluate the
target language text. In this scenario, models
are tasked with assessing whether the text con-
tains any gendered mention of human beings
and label it GENDERED , or no such mention
and label it NEUTRAL .

• Source-target, where LLMs receive both
the source sentence and the target language
translation as input. Here, the models
must assess whether the target language
text is NEUTRAL , CORRECTLY GENDERED , or
WRONGLY GENDERED with respect to the in-

formation available in the source.

4.1 Test data and evaluation metrics
We conduct our experiments on mGeNTE (Savoldi
et al., 2025), a multilingual test set for GNT. Avail-
able for en-it/es/de, for each language pair it com-
prises 1,500 parallel sentences, evenly divided in
two subsets (see Table 3): Set-G entries feature
words in the source that provide information about
the gender of human referents (e.g., Madam, Mrs,
and her in the Set-G example in Table 3) whereas
Set-N entries do not. The Set-G sentences are fur-
ther split into masculine-only and feminine-only,
and labeled M and F respectively.
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SET SPLIT GENDERED NEUTRAL TOTAL

mGeNTE references Set-G 750 750 1,500
(x3: en-it/de/es) Set-N 750 750 1,500

Automatic GNTs
Set-N 340 740 1,080(en-it only)

Table 4: Statistics about the test data. mGeNTE values
are referred to each target language, whereas the auto-
matic GNTs are available only for en-it.

We use mGeNTE as the test set to validate our
evaluation approaches because it provides dedi-
cated human-made translations and gold labels for
GNT. Although evaluating human-made transla-
tions is not fully representative of realistic condi-
tions, this dataset remains the only multilingual
resource available with GNT-specific gold labels.
To further explore automatic GNT evaluation in re-
alistic conditions, we also experiment with model-
generated translations of a subset of mGeNTE.

mGeNTE references and the automatic transla-
tions we use in our experiments are described in
sections 4.1.1 and 4.1.2 respectively. Statistics on
our experimental data are reported in Table 4.

4.1.1 mGeNTE references

To run experiments on Italian, Spanish, and Ger-
man texts, we use the reference translations in
mGeNTE. Each source sentence in the corpus cor-
responds to two reference translations produced
by professionals: a gendered reference (REF-G),
considered ideal for Set-G but incorrect for Set-N,
and a gender-neutral reference (REF-N), correct for
Set-N and not ideal for Set-G. We use both REF-G
and REF-N in isolation as input in our target-only
scenario, and we pair them with the source sentence
in the source-target scenario.

To evaluate on this data set, we compute
sentence-level label accuracies by matching mod-
els’ predictions against the true labels in mGeNTE.
We use the data split labels (Set-G and Set-N)
in combination with the reference labels to deter-
mine the true labels for each scenario and data
split. For the target-only scenario, we map REF-G
and REF-N to GENDERED and NEUTRAL respec-
tively. For the source-target scenario, REF-G is
further categorized as CORRECTLY GENDERED for
Set-G entries and WRONGLY GENDERED for Set-N
entries.

Model en-de en-es en-it

Tower 13B 0.4407 0.4610 0.4587

GPT-4o 0.4635 0.4720 0.4730
Qwen 32B 0.4485 0.4608 0.4601
Qwen 72B 0.4533 0.4647 0.4646
Mistral Small 0.4552 0.4623 0.4623
DS Qwen 32B 0.4365 0.4559 0.4517

Table 5: COMET scores of all models’ MT outputs on
FLORES+. Instances where one of the models outper-
form Tower 13B are underlined.

4.1.2 Automatic GNTs
We also experiment on a more realistic evaluation
scenario, where evaluator LLMs are tasked with as-
sessing automatic gender-neutralizations instead of
human references, using a set of automatic transla-
tions of mGeNTE en-it sentences taken from Set-N
(Savoldi et al., 2024b).3 The translations were pro-
duced by GPT-44 (OpenAI, 2024a) and manually
evaluated by human experts, who provided gold
labels about the neutrality of the outputs.5

As the classes in this dataset are unbalanced
(see Table 4), to assess the performance of eval-
uator LLMs we compute precision and recall
scores rather than a simple label accuracy in this
case. Since all the source sentences from this
data set originally belonged to Set-N, we con-
sider NEUTRAL the positive class. Moreover,
since this set of automatic GNTs does not in-
clude Set-G entries, and consequently one of
the three labels from the source-target scenario
( CORRECTLY GENDERED ) is not represented within
it, we only use this data set in the target-only sce-
nario.

4.2 Prompting details

For each of the prompts described in section
3, we use the same 8 task exemplars to elicit
LLMs’ in-context learning (Brown et al., 2020;
Min et al., 2022). These exemplars were selected
from mGeNTE entries parallel across the three lan-
guages, and were balanced across the Set-G/N,
REF-G/N, and gender combinations. The entries
used as exemplars were excluded from the test data
in the experiments.

3https://mt.fbk.eu/gente/
4Model gpt-4-0613
5The outputs were originally divided into neutral, partially
neutral, and gendered. Here, we adjusted this tripartition to
our label system by merging the partially neutral category
into the GENDERED label, in line with the classifier’s binary
label system.
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Figure 1: Accuracy of all models in target-only GNT evaluation experiments on mGeNTE references. The Italian
experiments include the performance of the gender-neutrality classifier, which is not available for other languages.

We constrain models’ generations to adhere to
specific JSON schemas via structured generation
(Willard and Louf, 2023), which, at each genera-
tion step, restricts the model’s vocabulary to the
tokens allowed at that step by the schema, masking
out the invalid ones. This ensures that all mod-
els’ outputs adhere to the same formats without the
need for post-processing or parsing within open
ended generations.

4.3 Models
We experiment with open models of different fam-
ilies and sizes: Qwen 2.5 32B and 72B (Team,
2024), Mistral Small 3 24B,6 DeepSeek-R1-Distill-
Qwen-32B (DeepSeek-AI, 2025).7 We also in-
clude GPT-4o8 (OpenAI, 2024b) as representative
of the closed, commercial models. All models are
fine-tuned for instruction following (Ouyang et al.,
2022; Chung et al., 2024).

To ensure that the models we selected perform
well on the target languages we include in our ex-
periments, we assess all models’ performance on
generic translation into Italian, Spanish, and Ger-
man using FLORES+ (NLLB Team et al., 2024).
Table 5 reports their COMET9 (Rei et al., 2020)
scores, which measure how well model outputs rep-
resent the source sentence meaning. As a baseline
we report the performance of Tower 13B Instruct
6https://mistral.ai/en/news/mistral-small-3
7We performed a first selection of models that perform best
on instruction following tasks on Open LLM Leaderboard
(Fourrier et al., 2024), then further selected the models that
performed best in preliminary experiments.
8Model gpt-4o-2024-08-06
9Model Unbabel/wmt22-cometkiwi-da (Rei et al., 2022)

(Alves et al., 2024), a state-of-the-art open LLM
fine-tuned for MT tasks. All models were prompted
to perform MT with default settings and three shots
randomly selected from the dev split of FLORES+.
The results show that all models perform well in
all target languages compared to Tower 13B, indi-
cating consistently strong performance across the
languages evaluated.

5 Results and discussion

We report the results of our experiments in target-
only and source-target GNT evaluation experi-
ments on mGeNTE references in Figures 1 and
3 respectively. Results on automatic GNTs are re-
ported in Figure 2. In the target-only charts we
include the performance of the gender-neutrality
classifier10 on the test data as a baseline for the
Italian experiments. The detailed results of all eval-
uation experiments are reported in Appendix B,
along with additional discussions.

To make the performance of the MONO and
CROSS prompts comparable in the target-only sce-
nario, we count the labels CORRECTLY GENDERED

and WRONGLY GENDERED as correct matches of
GENDERED .

5.1 Target-only evaluation
Results on mGeNTE references Looking at the
target-only results we note that GPT-4o is con-
sistently the best overall performer, and the only
model outperforming the gender-neutrality classi-
fier in the Italian scenario (90.72% vs 81.37% over-
10https://huggingface.co/FBK-MT/GeNTE-evaluator
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Figure 2: Precision and recall scores of all models in
target-only GNT evaluation of automatic GNTs.

all accuracy, see Table 10). Among the open mod-
els, Qwen 2.5 72B performs best and comes close
to the classifier’s performance with the CROSS-
P+L prompt (♦). We note that all models per-
form better in the Spanish and German experiments,
with GPT-4o reaching 95.08% overall accuracy in
the latter (♦) and Qwen 2.5 72B (●, ♦) and 32B
(♦) showing solid performance in both languages.
To answer RQ1, the target-only results indicate
that LLMs can serve as evaluators of gender-
neutrality in multiple languages with good accu-
racy.

To answer RQ2, we compare the performance
of the four prompting strategies and notice that the
P+L prompts (● and ♦) produce more accu-
rate results than the label-only prompts (❍ and ♢)
across all languages. Furthermore, the richer anno-
tation prompt CROSS-P+L (♦) generally outper-
forms the others. We conclude that guiding models
to generate intermediate finer-grained annota-
tions improves the accuracy of the sentence-level
assessments.

Results on automatic GNTs Results on the
target-only experiments on automatic GNTs (Fig-
ure 2), confirm the findings discussed above. We
find analogous rankings, with only GPT-4o slightly
outperforming the classifier (●, ♦) and Qwen 2.5
72B being the best open model. Comparing prompt

strategies, here we see the P+L prompts outper-
forming the others—though only for the best mod-
els, with no coherent trend for the others.

Specific to these results, looking at precision and
recall we note that most of the model/prompt com-
binations produce similar precision values, mean-
ing that they show similar abilities in correctly la-
beling gendered sentences (few false positives). It
is the recall score that ultimately makes the differ-
ence in performance, i.e. their ability to correctly
label neutral sentences.

5.2 Source-target evaluation results

The results of the source-target evaluation exper-
iments (Figure 3) support our previous findings.
First, we observe that, with dedicated prompting,
LLMs can serve as multilingual evaluators of
GNT with solid accuracy. This enables the eval-
uation of GNT in absence of gender information
about the source sentence. Second, we confirm
that phrase annotation (♦) consistently improves
evaluation accuracy across all models.

Moreover, similarly to the target-only scenario,
GPT-4o outperforms the open models in this set-
ting as well. All models generally exhibit better
performance on Spanish and German rather than
Italian in cross-lingual evaluation here too. Overall,
scores are generally lower than in the target-only
setting. This is likely due to the further distinc-
tion of the GENDERED label into CORRECTLY and
WRONGLY GENDERED , which increases task com-

plexity, and to the added challenge of incorporating
the source sentence. As found by Huang et al.
(2024), LLMs generally perform better in MT eval-
uation when provided with a reference translation
rather than the source. Our results reflect this trend,
suggesting that despite their strong translation ca-
pabilities, LLMs still have limited ability to lever-
age cross-lingual information for evaluation. Ad-
ditionally, model performance gaps are narrower
in this scenario, indicating that even the models
that perform best in target-only evaluation are not
immune to these limitations.

6 Conclusions

We investigated several LLMs’ ability in perform-
ing GNT evaluation across three target languages—
Italian, German, and Spanish—comparing their
performance against the previously available so-
lutions, namely classifier-based approaches. We
experimented with two prompting approaches and
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Figure 3: Accuracy of all models in source-target GNT evaluation experiments on mGeNTE source-reference
pairs. Note that the axes here encompass a wider range of values compared to the target-only chart.

constrained LLMs to generate sentence-level labels
only in one case and phrase-level annotation as well
as sentence-level labels in the other, with the latter
being akin to a chain-of-thought approach. Our ex-
perimental results show that guiding the models to
generate fine-grained annotations before providing
a higher level assessment significantly improves
their accuracy. However, while in target language
evaluation some of the models reach almost per-
fect accuracy, assessing neutrality with reference
to the source sentence emerges as a harder task
for LLM evaluators, in line with findings from the
literature. Overall, our LLM-based approach out-
performs existing solutions, and provides a scalable
method for automatic GNT evaluation that general-
izes effectively across languages, without requiring
additional task-specific data.

7 Limitations

Naturally, our work comes with some limitations.
First, while the explored evaluation approaches ad-
dress some of the limitations of previous solutions,
they are still confined to discrete sentence-level
labels. These make our approaches unable to dis-
tinguish degrees of success or failure in using the
appropriate gender expression in relation to specific
human referents. For instance, this means that we
are not able to assess whether a non-neutral output
includes only one gendered mention of a human
entity or multiple ones, thus we cannot perform
more nuanced analyses or rankings of different
outputs or systems. Second, our approaches do
not factor in an important aspect of GNT: the ac-

ceptability of neutral text (Savoldi et al., 2024b).
Acceptability is a complex aspect, determined by
the adequacy of the target text with respect to the
source sentence meaning and its fluency in the tar-
get language. Developing evaluation systems that
can account for acceptability in the evaluation calls
for dedicated research work, and the validation of
such systems requires fine-grained human refer-
ence annotations that are currently not available.
For similar reasons, in our analyses we only fo-
cused on the sentence-level annotations generated
by the models, and leaving aside the phrase-level
annotations generated with the P+L prompts. Since
the mGeNTE corpus does not include gold anno-
tations of phrases that refer to human beings we
only measured sentence-level accuracy and could
not evaluate the phrase-level annotations generated
by the models.

While we are interested in exploring all the as-
pects mentioned above in the future, with this work
we focused on tackling limitations of previously
available solutions, enabling and improving the
evaluation of GNT across new languages, and do-
ing so with an easy to replicate method, so as to
foster the development and research of GNT in
further languages as well.

8 Bias statement

This paper addresses representational and alloca-
tional harms as defined by Blodgett et al. (2020)
arising from gender biases in automatic translation,
particularly when translation systems unnecessar-
ily default to gender-specific terms, perpetuating
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harmful stereotypes or excluding non-binary iden-
tities. Our approach leverages LLMs for scalable,
automatic evaluation of GNT. We assume GNT is
desirable when the source text does not specify gen-
der explicitly, aiming to prevent unfair gendered ex-
pressions. However, we acknowledge that gender-
neutral language is only one of the approaches to
inclusive language (Lardelli and Gromann, 2023),
and is not necessarily perceived as inclusive by
all speakers (Spinelli et al., 2023). We also ac-
knowledge potential biases inherent to LLMs from
their training data, possibly affecting evaluation
outcomes across languages and cultural contexts.
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A Prompting details

We include verbalized instructions and attribute
descriptions in English to facilitate the models’ un-
derstanding of the task (Dey et al., 2024). We
report the system instruction of prompts MONO-
L, MONO-P+L, CROSS-L, and CROSS-P+L in
Tables 6, 7, 8, and 9 respectively.

B Complete results

This section contains the detailed results of the eval-
uation experiments introduced in Section 4. Tables
10, 11, and 12 report the accuracy of all models
in target-only evaluation of Italian, German, and
Spanish mGeNTE references respectively, whereas
Table 13 reports their precision, recall, and F1
scores in the evaluation of Italian automatic GNTs.
Tables 14, 15, and 16 report models’ accuracy in
GNT evaluation.

While in Figures 1 and 3 we aggregated the re-
sults each model/prompt combination by Set (G or
N), here we report the results of the experiments
on mGeNTE references on each set/reference split
too, as well as their average. This allows for the
analysis of models’ accuracy in each configuration
on the different references.

By comparing models’ performance on REF-G
and REF-N, we notice a general gap between per-
formance on the first versus the latter, especially
for the label-only prompts. The instances where
the simpler prompts result in higher scores on
REF-G are due to models’ inability to recognize
neutral phrases, which causes them to default to
the GENDERED label(s). This is reflected in their
low scores on REF-N, which ultimately sinks the
overall performance of those prompts shown in
the charts. When guided towards the generation
of richer annotations before providing sentence-
level assessments, the performance of all models
on REF-N improves significantly, with a small im-
pact on REF-G performance. This improvement is
the main driver of the higher overall accuracy.

This behavior reflects the one we noticed and dis-
cussed in 5.2, and confirm models’ tendency to gen-
erate the GENDERED label(s) rather than NEUTRAL
on mGeNTE references as well.
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You are a language expert specializing in evaluating gender neutrality in Italian texts. Your task is to assess each provided
sentence and determine whether it is gendered or neutral.

Guidelines:

1. Identify relevant phrases: carefully analyze the Italian sentence and focus on all phrases that refer to human beings or
groups of human beings, including:
- Noun phrases (e.g., "un’ottima oratrice", "la cittadinanza"),
- Verb phrases (e.g., "è molto felice", "ho purtroppo dovuto"),
- Adjective phrases (e.g., "felicemente sposato", "molto competente").

2. Evaluate gender information: consider only the social gender conveyed by the phrases, not grammatical gender. For
example:
- Phrases like "un oratore", "è molto contento", "tutti i colleghi", and "i cittadini" are masculine;
- Phrases like "un’oratrice", "è molto contenta", "tutte le colleghe", and "le cittadine" are feminine;
- Phrases like "una persona che parla in pubblico", "è molto felice", "tutte le persone con cui lavoro", and "la cittadinanza" do
not express social gender, therefore they must be considered neutral.

3. Assign a label:
- If all references to human beings are gender-neutral, label the sentence as "NEUTRAL".
- If one or more expressions convey a specific masculine or feminine gender, label the sentence as "GENDERED".

Table 6: System message for prompt MONO-L (Italian).

You are a language expert specializing in evaluating gender neutrality in German texts. Your task is to extract target German
phrases that refer to human beings and determine whether each phrase is masculine, feminine, or neutral. Based on the phrases,
assess whether the sentence is gendered or neutral.

Guidelines:

1. Identify relevant phrases: carefully analyze the German sentence and focus on all phrases that refer to human beings or
groups of human beings (e.g., "eine ausgezeichnete Rednerin", "die Bürgerschaft", "Sie").

2. Evaluate gender information: consider only the social gender conveyed by the phrases, not grammatical gender, and assign
a label to each phrase [M/F/N]. For example:
- Phrases like "Ein Redner", "Der Student", "Der Bürger", and "alle Kollegen" are masculine [M];
- Phrases like "Eine Rednerin", "Die Studentin", "Die Bürgerinnen", and "alle Kolleginnen" are feminine [F];
- Phrases like "Eine referierende Person", "Die Studierenden", "Die Bürgerschaft", and "alle Kollegiumsmitgliedern" do not
express social gender, therefore they must be considered neutral [N].

3. Assign a sentence-level label:
- If all references to human beings are gender-neutral, label the sentence as "NEUTRAL".
- If one or more phrases convey a specific masculine or feminine gender, label the sentence as "GENDERED".

Table 7: System message for prompt MONO-P+L (German).
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You are a language expert specializing in evaluating gender-neutral translation from English into Spanish. Your task is to
assess each provided source-target sentence pair and determine whether the sentence was translated in a correctly gendered,
wrongly gendered, or neutral way.

Guidelines:

1. Identify relevant phrases: carefully read the Spanish sentence and identify all phrases that refer to human beings or groups
of human beings, including:

- Noun phrases (e.g., "una excelente oradora", "la ciudadanía"),
- Verb phrases (e.g., "es muy feliz", "lamentablemente tuve que hacerlo"),
- Adjective phrases (e.g., "felizmente casado", "muy competente").

2. Evaluate gender information: consider only the social gender conveyed by the phrases, not grammatical gender. For
example:
- Phrases like "un orador", "es muy contento", "todos los colegas", and "los ciudadanos" are masculine;
- Phrases like "una oradora", "es muy contenta", "todas las colegas", and "las ciudadanas" are feminine;
- Phrases like "una persona que habla en público", "es muy feliz", "todas las personas con las que trabajo", and "la ciudadanía"
do not express social gender, therefore they must be considered neutral.

3. Assess gender correctness: for each extracted phrase, assess the correctness of the social gender expressed in the Spanish
phrase based on the information available in the source English sentence. Consider that:

- Masculine phrases must correspond to masculine gender cues in English (e.g., he, him, Mr, man) to be considered correct.
- Feminine phrases must correspond to feminine gender cues in English (e.g., she, her, Ms, woman) to be considered correct.
- Neutral phrases do not need to be matched with gender cues in the source to be correct. Note that proper names do not count
as valid gender cues, ignore them.

4. Assign a label to the translation:
- If there are masculine or feminine phrases in the Spanish text and the source contains matching gender cues, label the
sentence as "CORRECTLY GENDERED".
- If there are masculine or feminine phrases in the Spanish text and the source does not contain matching gender cues, label
the sentence as "WRONGLY GENDERED".
- If there are only neutral phrases in the Spanish text, label the sentence as "NEUTRAL".

Table 8: System message for prompt MONO-L (Spanish).
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You are an expert language annotator and evaluator of gender-neutral translation for English-Italian. Your task is to extract
target Italian phrases that refer to human beings, determine whether each phrase is masculine, feminine, or neutral, and assess
if the gender expressed in each phrase is correct with respect to the source. Based on the phrases, determine whether the
sentence was translated in a correctly gendered, wrongly gendered, or neutral way.

Guidelines:

1. Identify relevant phrases: carefully read the Italian sentence and extract all phrases that refer to human beings or groups of
human beings, including:

- Noun phrases (e.g., "un’ottima oratrice", "la cittadinanza"),
- Verb phrases (e.g., "è molto felice", "ho purtroppo dovuto"),
- Adjective phrases (e.g., "felicemente sposato", "molto competente").

2. Evaluate gender information: consider only the social gender conveyed by the phrases, not grammatical gender, and assign
a label to each phrase [M/F/N]. For example:
- Phrases like "un oratore", "è molto contento", "tutti i colleghi", and "i cittadini" are masculine [M];
- Phrases like "un’oratrice", "è molto contenta", "tutte le colleghe", and "le cittadine" are feminine [F];
- Phrases like "una persona che parla in pubblico", "è molto felice", "tutte le persone con cui lavoro", and "la cittadinanza" do
not express social gender, therefore they must be considered neutral [N].

3. Assess gender correctness: for each extracted phrase, assess the correctness of the social gender expressed in the Italian
phrase based on the information available in the source English sentence [correct/wrong]. Consider that:
- If a phrase is masculine, the English source must contain masculine gender cues (e.g., he, him, Mr, man) for it to be correct.
- If a phrase is feminine, the English source must contain feminine gender cues (e.g., she, her, Ms, woman) for it to be correct.
- If a phrase is neutral, it is always correct, regardless of gender cues in the source. Note that proper names do not count as
valid gender cues, ignore them.

4. Assign a sentence-level label to the translation:
- If there are masculine or feminine phrases in the Italian text and the source contains matching gender cues, label the sentence
as "CORRECTLY GENDERED".
- If there are masculine or feminine phrases in the Italian text and the source does not contain matching gender cues, label the
sentence as "WRONGLY GENDERED".
- If there are only neutral phrases in the Italian text, label the sentence as "NEUTRAL".

Table 9: System message for prompt MONO-P+L (Italian).

en-it REF-G REF-N OVERALL

SYSTEM SPLIT ❍ ● ♢ ♦ ❍ ● ♢ ♦ ❍ ● ♢ ♦

GPT-4o
Set-G 96.38 99.06 99.73 99.33 52.95 61.66 4.02 83.11 74.67 80.36 51.88 91.22
Set-N 62.33 89.54 88.34 90.21 89.28 86.73 18.36 90.21 75.81 88.14 53.35 90.21

Overall 79.36 94.30 94.03 94.77 71.12 74.20 11.19 86.66 75.24 84.25 52.61 90.72

Qwen 32B
Set-G 99.06 98.93 98.93 99.46 21.18 33.78 1.74 34.45 60.12 66.36 50.34 66.96
Set-N 82.71 91.82 93.16 93.70 48.12 55.90 8.98 60.19 65.42 73.86 51.07 76.95

Overall 90.89 95.38 96.05 96.58 34.65 44.84 5.36 47.32 62.77 70.11 50.71 71.95

Qwen 72B
Set-G 100.00 98.79 98.66 98.66 1.12 43.70 2.95 61.93 50.61 71.25 50.81 80.30
Set-N 96.65 83.24 87.94 80.56 5.76 76.54 11.13 80.29 51.21 79.89 49.54 80.43

Overall 98.33 91.02 93.30 89.61 3.49 60.12 7.04 71.11 50.91 75.57 50.17 80.46

Mistral Small
Set-G 98.12 99.33 98.93 99.73 10.05 23.06 0.67 3.24 54.09 61.20 49.80 66.49
Set-N 77.88 90.48 95.98 93.97 41.55 54.69 5.09 53.75 59.72 72.59 50.54 73.86

Overall 88.00 94.91 97.45 96.85 25.80 38.88 2.88 43.50 56.90 66.89 50.17 70.17

DS Qwen 32B
Set-G 98.12 99.20 94.91 99.06 8.58 23.86 6.84 26.68 53.82 61.53 50.88 62.87
Set-N 77.88 91.82 86.60 93.57 31.10 47.72 16.16 45.04 58.98 69.77 51.88 69.31

Overall 88.00 95.51 90.75 96.32 19.84 35.79 12.00 35.86 56.40 65.65 51.38 66.09

Classifier
Set-G 92.76 66.49 79.63
Set-N 76.81 89.41 83.11

Overall 84.79 77.95 81.37

Table 10: Accuracy of all models in target-only English → Italian GNT evaluation on mGeNTE references, including
those of the gender-neutrality classifier (Savoldi et al., 2024b), which acts as a baseline for these experiments.
Instances where models outperform the classifier in a specific data split are underlined. The best-performing settings
for each data split are in bold. The best performing strategy per model and data split is highlighted.
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en-de REF-G REF-N OVERALL

SYSTEM SPLIT ❍ ● ♢ ♦ ❍ ● ♢ ♦ ❍ ● ♢ ♦

GPT-4o
Set-G 99.06 99.73 96.38 99.60 80.56 78.82 65.28 81.37 89.81 89.28 80.83 90.49
Set-N 81.10 88.47 66.89 88.47 90.48 95.84 95.58 97.59 85.79 92.16 81.24 93.03

Overall 90.08 94.10 81.64 94.03 85.52 87.33 80.43 89.48 87.80 90.72 81.03 91.76

Qwen 32B
Set-G 99.73 99.60 95.04 99.73 7.64 49.87 38.07 54.69 53.69 74.74 66.56 77.21
Set-N 96.65 90.08 66.22 84.99 13.67 59.52 59.52 76.01 55.16 74.80 62.87 80.50

Overall 98.19 94.84 80.63 92.36 10.66 54.69 48.79 65.35 54.42 74.77 64.71 78.86

Qwen 72B
Set-G 100.00 99.60 98.66 99.46 1.21 62.06 21.31 81.90 50.61 80.83 59.99 90.68
Set-N 99.73 82.71 63.00 75.60 1.61 86.33 57.77 93.03 50.67 84.52 60.39 84.32

Overall 99.87 91.15 80.83 87.53 1.41 74.20 39.54 87.47 50.64 82.68 60.19 87.50

Mistral Small
Set-G 98.12 99.60 96.38 99.46 15.55 57.85 33.51 52.82 54.16 69.57 60.12 69.71
Set-N 79.09 88.47 56.30 94.64 35.92 81.23 64.34 74.66 57.44 78.29 63.14 74.94

Overall 88.61 94.03 76.34 97.05 25.74 69.55 48.93 63.74 55.80 73.93 61.63 72.32

DS Qwen 32B
Set-G 99.73 99.33 91.69 99.60 1.47 52.89 19.57 44.64 50.60 76.11 55.63 72.12
Set-N 95.98 92.63 70.24 92.63 9.52 53.08 54.56 46.18 52.75 72.86 62.40 69.41

Overall 97.86 95.98 80.97 96.11 5.50 52.98 37.06 45.41 51.68 74.48 59.0 70.76

Table 11: Accuracy of all models in target-only English → German GNT evaluation on mGeNTE references. The
best-performing settings for each data split are in bold. The best performing strategy per model and data split is
highlighted.

en-es REF-G REF-N OVERALL

SYSTEM SPLIT ❍ ● ♢ ♦ ❍ ● ♢ ♦ ❍ ● ♢ ♦

GPT-4o
Set-G 98.39 99.73 95.71 99.87 62.33 74.13 62.33 90.75 80.36 86.93 79.02 95.31
Set-N 70.11 91.42 46.38 95.58 86.86 91.02 96.11 94.10 78.49 91.22 71.25 94.84

Overall 84.25 95.58 71.05 97.72 74.60 82.57 79.22 92.43 79.43 89.08 75.14 95.08

Qwen 32B
Set-G 98.93 99.60 94.10 99.60 21.72 33.65 58.71 58.45 60.33 66.63 76.41 79.03
Set-N 83.65 96.25 60.05 96.78 51.07 52.85 78.95 61.39 67.36 74.55 69.50 79.09

Overall 91.29 97.29 77.08 98.19 36.39 43.23 68.83 59.62 63.84 70.59 72.95 78.91

Qwen 72B
Set-G 100.00 99.73 99.06 99.33 1.07 48.66 12.06 65.01 50.54 74.20 55.56 82.17
Set-N 98.93 87.27 57.64 85.52 3.62 82.98 57.37 82.04 51.28 85.13 57.51 83.78

Overall 99.46 93.50 78.35 92.43 2.35 65.28 34.72 73.53 50.91 79.39 56.54 82.98

Mistral Small
Set-G 98.12 99.60 96.38 99.46 10.19 39.54 23.86 39.95 54.16 69.57 60.12 69.71
Set-N 79.09 88.47 56.30 94.64 35.79 68.10 69.97 55.23 57.44 78.29 63.14 74.94

Overall 88.61 94.03 76.34 97.05 22.99 53.82 46.92 47.59 55.80 73.93 61.63 72.32

DS Qwen 32B
Set-G 98.53 99.46 83.11 99.33 5.76 40.35 32.04 51.34 52.15 69.91 57.58 75.34
Set-N 90.75 93.83 61.80 96.51 22.79 52.95 50.94 50.00 56.77 73.39 56.37 73.26

Overall 94.64 96.65 72.45 97.92 14.28 46.65 41.49 50.67 54.46 71.65 56.97 74.30

Table 12: Accuracy of all models in target-only English → Spanish GNT evaluation on mGeNTE references. The
best-performing settings for each data split are in bold. The best performing strategy per model and data split is
highlighted.

Italian Precision Recall F1

SYSTEM ❍ ● ♢ ♦ ❍ ● ♢ ♦ ❍ ● ♢ ♦
GPT-4o 72.58 81.17 46.61 80.07 96.22 93.78 7.43 95.00 82.74 87.02 12.82 86.90
Qwen 32B 75.05 73.19 75.42 80.03 51.62 61.62 78.38 74.05 61.17 67.21 76.87 77.29
Qwen 72B 93.33 77.95 72.32 75.95 7.57 88.38 85.81 89.59 14.00 82.84 78.49 82.21
Mistral Small 81.22 78.94 75.70 78.85 52.03 70.41 84.19 72.03 63.43 74.43 79.72 75.28
DS Qwen 32B 73.47 72.90 71.60 73.11 29.19 51.62 62.70 48.11 41.78 60.44 66.86 58.03

Classifier 79.36 94.05 86.09

Table 13: Precision, recall, and F1 scores of all models in target-only English → Italian GNT evaluation on automatic
GNTs, including those of the gender-neutrality classifier (Savoldi et al., 2024b), which acts as a baseline for these
experiments. Instances where models outperform the classifier are underlined. The best-performing settings are in
bold. The best performing strategy per model is highlighted.
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en-it REF-G REF-N OVERALL

SYSTEM SPLIT ♢ ♦ ♢ ♦ ♢ ♦

GPT-4o
Set-G 73.99 84.32 4.02 83.11 39.01 83.72
Set-N 34.18 51.88 18.36 90.21 26.27 71.05

Overall 54.09 68.10 11.19 86.66 32.64 77.38

Qwen 32B
Set-G 94.50 81.23 1.74 34.45 48.12 57.84
Set-N 14.21 90.32 8.98 60.19 11.60 75.26

Overall 54.36 85.78 5.36 47.32 29.86 66.55

Qwen 72B
Set-G 88.07 92.90 2.95 61.93 45.51 77.42
Set-N 15.82 65.82 11.13 80.29 13.48 73.06

Overall 51.95 79.36 7.04 71.11 29.49 75.24

Mistral Small
Set-G 74.40 68.77 0.67 33.42 37.54 51.10
Set-N 43.30 92.76 5.09 53.75 24.20 73.26

Overall 58.85 80.77 2.88 43.59 30.87 60.74

DS Qwen 32B
Set-G 85.25 84.85 6.84 6.68 46.05 55.77
Set-N 3.62 85.79 17.16 45.04 10.39 65.42

Overall 44.44 85.32 12.00 35.86 28.22 60.59

Table 14: Accuracy of all models in source-target English → Italian GNT evaluation on mGeNTE source-reference
pairs. The best-performing settings for each data split are in bold. The best performing strategy per model and data
split is highlighted.

en-de REF-G REF-N OVERALL

SYSTEM SPLIT ♢ ♦ ♢ ♦ ♢ ♦

GPT-4o
Set-G 59.92 76.54 65.28 81.37 62.60 78.96
Set-N 64.21 81.37 95.58 97.59 79.90 89.48

Overall 62.07 78.96 80.43 89.48 71.25 84.22

Qwen 32B
Set-G 87.40 85.12 38.07 54.69 62.74 69.91
Set-N 24.53 79.89 59.52 76.01 42.03 77.95

Overall 55.97 82.51 48.80 65.35 52.38 73.93

Qwen 72B
Set-G 66.62 91.42 21.31 81.90 43.97 86.66
Set-N 47.99 63.54 57.77 93.03 52.88 78.29

Overall 57.31 77.48 39.54 87.47 48.42 82.48

Mistral Small
Set-G 77.35 69.80 33.51 52.82 55.43 61.31
Set-N 53.62 83.78 64.34 74.66 58.98 79.22

Overall 65.49 76.79 48.93 63.74 57.21 70.27

DS Qwen 32B
Set-G 32.57 87.53 19.57 44.64 26.07 66.09
Set-N 41.29 82.17 54.56 46.18 47.93 64.18

Overall 36.93 84.85 37.07 45.41 37.00 65.13

Table 15: Accuracy of all models in source-target English → German GNT evaluation on mGeNTE source-reference
pairs. The best-performing settings for each data split are in bold. The best performing strategy per model and data
split is highlighted.
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en-es REF-G REF-N OVERALL

SYSTEM SPLIT ♢ ♦ ♢ ♦ ♢ ♦

GPT-4o
Set-G 67.43 79.09 62.33 90.75 64.88 84.92
Set-N 42.76 58.98 96.11 94.10 69.44 76.54

Overall 55.10 69.04 79.22 92.43 67.16 80.73

Qwen 32B
Set-G 78.15 78.95 58.71 58.45 68.43 68.70
Set-N 29.89 94.24 78.95 61.39 54.42 77.82

Overall 54.02 86.60 68.83 59.92 61.43 73.26

Qwen 72B
Set-G 75.20 91.29 12.06 65.01 43.63 78.15
Set-N 42.90 72.39 57.37 82.04 50.14 77.22

Overall 59.05 81.84 34.72 73.53 46.88 77.68

Mistral Small
Set-G 76.14 65.68 23.86 39.95 50.00 52.82
Set-N 31.10 92.63 69.97 55.23 50.54 73.93

Overall 53.62 79.16 23.86 47.59 38.74 63.37

DS Qwen 32B
Set-G 43.57 84.05 32.04 51.34 37.81 67.70
Set-N 21.98 89.95 50.94 50.00 36.46 69.98

Overall 32.78 87.00 41.49 50.67 37.13 68.84

Table 16: Accuracy of all models in source-target English → Spanish GNT evaluation on mGeNTE source-reference
pairs. The best-performing settings for each data split are in bold. The best performing strategy per model and data
split is highlighted.
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Abstract

This paper presents an analysis of gender in
first-person mentions translated from English
into two Slavic languages with the help of three
large language models (LLMs) and two differ-
ent prompts. We explore if LLMs are able to
generate Amazon product reviews with gender
neutral first person forms. Apart from the over-
all question about the ability to produce gender
neutral translations, we look into the impact of
a prompt with a specific instruction which is
supposed to reduce the gender bias in LLMs
output translations. Our results show that al-
though we are able to achieve a reduction in
gender bias, our specific prompt cause also a
number of errors. Analysing those emerging
problems qualitatively, we formulate sugges-
tions that could be helpful for the development
of better prompting strategies in the future work
on gender bias reduction.

1 Introduction

It is known that machine translation (MT) systems,
large language models (LLM) and other natural
language processing (NLP) applications are prone
to bias, for instance gender bias (preference or to-
ward one gender over the other). Gender bias exists
not only in training data and embeddings, but also
algorithms themselves (Zhao et al., 2018; Prost
et al., 2019; Raj et al., 2024) and in human anno-
tations (Hackenbuchner et al., 2024a,b), so that an
NLP system can produce gender biased predictions.

Since LLMs perform well for translation-related
tasks, we try to test if we can reduce the gender
bias by asking for a gender neutral translation in
the prompt. We focus on the analysis of first-person
gender in different translation variants of Amazon
product reviews. These variants were produced by
three different large language models using two

© 2025 The authors. This article is licensed under a Cre-
ative Commons 4.0 licence, no derivative works, attribution,
CC-BY-ND.

different prompts: the one approximating a holistic
approach in translation, and the other with a spe-
cific instruction. The specific instruction is aimed
to bring LLMs to use gender neutral forms.

We analyse the LLM translations from English
into Croatian and Russian. The underlying texts
are product reviews and contain particularly many
words in first person singular. In contrast to En-
glish, both Slavic target languages under analysis
have gender marking not only on pronouns, but
also on nouns, adjectives, verbs, determiners and
numbers, see Section 3.2 for more details. There-
fore, the gender which is not specified in the source
needs to be specified in the target. When translat-
ing user reviews, the gender form of adjectives and
verb past tenses and participles and passive con-
structions should be specified: купил (masculine
for bought) vs. купила (feminine for bought).
That is why it is difficult to completely avoid the
first-person gender – it can be done only in a very
small number of cases. The best way to provide
gender neutral text is to use an inclusive form which
includes both masculine and feminine gender: ку-
пил(а) – bought (m/f).

As it was shown in our previous work (Popovic
and Lapshinova-Koltunski, 2024), both human and
machine translated texts contain gender bias. More-
over, machine translations tend to contain errors
or inconsistencies related to these language con-
trasts and the need for specification in translation.
The authors also reported on the usage of inclusive
forms in translations generated with an LLM. Al-
though gender bias has been thoroughly analysed
in the recent machine translation studies, especially
in translations with LLMs (see Section 2 below),
there are still not so many works addressing the im-
pact of prompts onto gender bias and the problems
that may additionally emerge.

To the best of our knowledge, this is the first
work on this type of languages addressing first per-
son verb forms. For this reason, it is still not clear
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what kind of examples and more elaborated instruc-
tions for few-shot (or more complex) prompting
would be the best option. Therefore, in this work
we investigate two zero-shot prompts: a holistic
one and one with instruction to use gender neu-
tral form, to better understand the behaviour of the
models.

Furthermore, we examine the nature of system-
atic errors in the outputs which should help to de-
sign better prompt strategies for the future work.
An analysis of error types for different models is
not in the focus of the work.

In our analysis, we focus on comparing the re-
sults of two prompt variants trying to answer the
following research questions:

RQ1: Are there differences in the outputs of dif-
ferent LLMs regarding the choice of the first
person gender?

RQ2: Can the more specific zero-shot prompt ask-
ing for a gender neutral translation decrease
the bias?

RQ3: What are the problems with the zero-shot
prompt and how the future prompts should be
formulated to avoid it?

The remainder of the paper is organised as fol-
lows: Section 2 provides an overview of related
studies. Section 3 gives details on how translations
were generated and how we performed the analysis.
We present the results in Section 4 and conclude
providing outlook for future work directions in Sec-
tion 5.

2 Related Work

As already mentioned above, gender bias has at-
tracted attention in machine translation studies in
the recent years. For instance, last editions of the
EAMT conferences hosted dedicated workshop se-
ries (Savoldi et al., 2024a; Vanmassenhove et al.,
2023) with many works analysing not only neural
machine translation (NMT), but also LLM outputs.

Sant et al. (2024) analyse outputs of various
LLMs comparing their performance with neural
MT models with a focus on gender bias for the lan-
guage pairs English-Spanish and English-Catalan.
They state that LLMs exhibit a higher degree of
bias in comparison to NMT models. Similarly to
our aims, they try to eliminate the bias testing var-
ious prompting techniques testing the outputs on
the WinoMT test set (Stanovsky et al., 2019). In

this way, they obtain gender-bias scores for each
prompt. The prompt with the most considerable
reduction in bias is then evaluated on the remain-
ing test sets. The resulting prompt with the best
performance achieves a reduction by 12%.

Savoldi et al. (2024b) use three few-shot prompt-
ing strategies with the aim to produce gender-
neutral translations. Their prompts include both
simple templates with examples not containing ver-
balised instructions and chain-of-thought step-by-
step templates. The authors then perform manual
analysis of translations with GPT4 for the English-
Italian language pair. Their fine-grained analyses
demonstrate promising results in prompting gener-
ative models for less gender-biased translations.

The same language pair (English-Italian) is also
in focus of gender analysis by Vanmassenhove
(2024). The author analyses translations produced
with ChatGPT to see how and to what extent Chat-
GPT can handle gender. She also tests different
prompts including one with a specific instruction
to produce all possible alternatives in terms of gen-
der. The results show that ChatGPT often fails to
generate feminine or binary gender translation al-
ternatives. Besides that, the resulting translations
contain various errors.

Some publications are prompting LLMs for gen-
der inclusive forms. Nunziatini and Diego (2024)
report on using LLMs for post-editing MT for the
English-Spanish language pair in terms of gender
inclusiveness. According to their results, GPT4
can be used for this task. Another study (Pier-
gentili et al., 2024) uses gender-inclusive neomor-
phemes to improve machine translation in terms of
gender inclusiveness, again for the English-Italian
pair. The authors test several LLMs and various
prompting strategies including zero-shot and few-
shot templates. It is also interesting to test if LLMs
can be prompted for producing specific gender, as
it is done by Sánchez et al. (2024) who explore the
ability of LLMs to produce gender-specific transla-
tions.

In general, some languages or language pairs are
more prone to the problem of gender bias. Most of
the existing works explore how to totally avoid gen-
der in English, which is easier than for many other
languages (Vanmassenhove et al., 2021). The prob-
lem already emerges even for closely related target
languages such as German (Savoldi et al., 2023).
In fact, the more categories with explicit gender
marking a language has, the more problematic it is.

Most of the studies cited above deal with nouns
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and noun phrases describing professions or animate
subjects. There are not so many studies focusing
on other categories, for instance, first person con-
structions. Habash et al. (2019) propose automatic
generation of both gender variants for the first per-
son in Arabic NMT translations, before the emer-
gence of LLMs. In our previous work (Popovic and
Lapshinova-Koltunski, 2024) we investigated first
person gender in the same two target languages,
Croatian and Russian, however the focus was pre-
dominantly on the differences between human and
machine translations. Furthermore, we only in-
cluded GPT3.5 language model, all other automatic
translations were generated by NMT systems. For
GPT3.5 translations we used the simple prompt
"translate into target language" in order to pro-
vide the same instruction as to human translators.
The results show that even with this simple and
general prompt, GPT3.5 often generated inclusive
forms with both variants, especially for the English-
Croatian translations. Since some of the previous
studies cited above show that prompting LLMs to
generate more inclusive forms or gender-neutral
forms is promising, in this work, we aim to com-
pare the outputs of various models prompted with
either simple or specific instructions for translation
of the first person forms from the same English
data into Croatian and Russian. We expect that a
prompt formulated specifically for gender-neutral
translation will result in a higher number of such
gender-neutral translations when compared to the
outputs of a simple prompt.

3 Methodology

3.1 Data

We use the texts from the publicly available corpus
DiHuTra1 (Lapshinova-Koltunski et al., 2022) con-
taining 196 English Amazon product reviews (14
reviews in each of 14 different product categories)
with about 15,000 running words.

The English original texts are then used to
generate the Croatian and Russian translations in
ChatAI (Doosthosseini et al., 2024)2, which is a
stand-alone LLM web service. For our analyses,
we select three LLMS available in ChatAI: GPT4o
mini3, Llama 3.1 Nemotron 70B Instruct (Wang

1http://hdl.handle.net/21.11119/
0000-000A-1BA9-A

2https://docs.hpc.gwdg.de/services/chat-ai/
index.html

3https://openai.com/index/
gpt-4o-mini-advancing-cost-efficient-intelligence/

et al., 2024)4 and Mistral Large Instruct 24075 with
default settings.

We use two simple zero-shot prompts. Prompt
1 is a simple instruction to translate (a holistic ap-
proach in translation), the same one used in previ-
ous work for GPT3.5 translations, and Prompt 2
is an instruction to produce gender-neutral transla-
tion:

• Prompt 1: Translate into Croatian/Russian:
TEXT

• Prompts 2: Translate into Croatian/Russian
using gender neutral form for the first person:
TEXT

For the sake of comparison, we also include the
results of the GPT3.5 translations from our pre-
vious study (Popovic and Lapshinova-Koltunski,
2024) into our analyses. The resulting multiple
translations of the 196 reviews are then manually
analysed as described in 3.3 below.

3.2 Gender in target languages
Croatian and Russian are Slavic languages. Like
many others from this language family they have
three types of grammatical gender: masculine, fem-
inine, and neuter. The grammatical gender of a
noun affects the form of the adjectives, verbs and
pronouns which agree or refer to it. The form of
adjectives and verbs which agree with a first person
subject is determined by the gender of the subject.
Since neuter gender is never used for people, only
masculine and feminine gender is possible for a
writer of user reviews. Table 1 shows an example
with a past participle ("received") and an adjec-
tive ("upset") agreeing with the first person subject
in three forms: feminine, masculine and inclusive
(containing both endings).

It should be noted that there are still no non-
binary forms in the analysed target languages. Us-
ing neuter gender for people would sound awkward,
and even possibly offensive, and there are still no
attempts to introduce any kind of neopronouns like
in some Romance languages.

Contrary to English, a "fully gender neutral"
writing in these target languages is possible only
very rarely, because rephrasing a text by removing
all adjectives and past participles without gram-
matical errors or awkward styling is difficult. The

4https://huggingface.co/nvidia/Llama-3.
1-Nemotron-70B-Instruct

5https://huggingface.co/mistralai/
Mistral-Large-Instruct-2407
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en this is fake MAC, i just received mine and super upset to find out it isnt real MAc.
fem. hr Ovo je fejk MAC, upravo sam dobila svoj i jako sam ljuta što nije pravi MAC.

ru Это подделка MAC, я только что получила свою косметику и ужасно
расстроена, потому что это не настоящая косметика MAC!

masc. hr Ovo je fejk MAC, upravo sam dobio svoj i jako sam ljut što nije pravi MAC.
ru Это подделка MAC, я только что получил свою косметику и ужасно

расстроен, потому что это не настоящая косметика MAC!
incl. hr Ovo je fejk MAC, upravo sam dobio/la svoj i jako sam ljut/a što nije pravi MAC.

ru Это подделка MAC, я только что получил(а) свою косметику и ужасно
расстроен(а), потому что это не настоящая косметика MAC!

Table 1: Example of a past participle ("received") and an adjective ("upset") agreeing with the first-person subject in
three ways: red=feminine, blue=masculine, orange=inclusive.

United Nations Organisation gives some recom-
mendations how to make gender invisible when it is
not relevant for communication6. Existing studies
describe the use of plural verb forms with first per-
son singular pronouns or gender-gapping (the use
of underscore, e.g. студент_ка (Bozhenko et al.,
2022). Kirey-Sitnikova (2021) mentions neuter
gender along with singular they, gender-gapping,
impersonal or indefinite personal structures, plural
instead of singular. However, the author points to
the drawbacks of the existing forms which results
in their limited use and acceptability in the com-
munity. However, there is no consistent strategy
towards inclusive forms. For our work, we adopt
the form that comprise both gender variants in a
word as the best inclusive solution.

Table 2 shows some of the possible constructions
to correctly avoid the first-person gender.

3.3 Analysis

The analysis process is similar to the one described
in (Popovic and Lapshinova-Koltunski, 2024). The
annotations are performed on the multiple trans-
lations of the 196 reviews by experts, i.e. trained
linguists with the native command of the target
languages. The annotators carry out the following
instructions: for each review, assign a gender la-
bel according to the first-person gendered words
(adjectives, verb past and passive participles) in it.
If the first-person gendered words within a review
are consistent (masculine, feminine or inclusive),
assign this gender label to the review. If there is a
mixture of genders but no inclusive forms, assign
the label "mix". If any kind of error related to the
first person gender occurs, add the label "e" to the

6See recommendations for Russian under
https://www.un.org/ru/gender-inclusive-language/
guidelines.shtml, accessed on 22.04.2025.

gender label.
The details on the annotation scheme are pro-

vided in Table 3, and examples of gender labels are
shown in Table 4.

As for the label "x", over 95% of the reviews
with this label do not have any adjectives or past
tenses in the source language, thus no requiring
any gender in the target language. A very small
number of reviews is correctly re-written to avoid
the gender, for example using present tense instead
of conditional form (which requires past participle)
for "I would recommend", or rephrasing "I am an-
noyed" into "it makes me nervous". The attempts
to rewrite in a similar way where the meaning of
the text is changed or the grammatical structure
became incorrect were labelled as errors.

Table 5 shows examples of constructions where
it is possible to avoid the first-person gender.

4 Results

The results are presented in Figure 1, where we
display distributions of the different gender labels
for each of the translation outputs. As previously
mentioned, the results for the GPT3.5 translation
from (Popovic and Lapshinova-Koltunski, 2024)
are also included for the sake of comparison.

Grey colour indicates reviews without first-
person gender while orange indicates reviews with
a gender inclusive form. Those two categories are
considered to be without gender bias and are the
focus of the work. For both categories, lighter nu-
ances denote that some error ocurred related to the
first-person gender. In red, blue and violet reviews,
the system did not generate any word in the inclu-
sive form, but only in single gender form: red in
feminine, blue in masculine, and violet with mixed
genders or with errors.
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I was disappointed ⇒ it made me disappointed
I am upset ⇒ it made me upset
I would recommend ⇒ I recommend

Table 2: Examples of possible rephrasing to completely avoid the first person gender: using passive instead of active
mode (1 and 2) using indicative instead of conditional mode
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Figure 1: Distribution of first person gender in Croatian (above) and Russian (below) translations for different
models. The name of the model with "-n" denotes the neutral prompt.
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label description
x no first-person gender
x+e no first-person gender but with errors
mf inclusive form (contains

(both masculine and feminine form)
mf+e inclusive form and errors
n neuter gender (error)
m masculine
f feminine
mix mixed genders without inclusive forms

Table 3: Annotaton scheme.

4.1 RQ1: Differences between the outputs
We first compare the distributions across the out-
puts of LLMs produced either with the holistic
prompt or with the prompt instructing to a gender-
neutral translation. The general tendencies are
same for both language pairs. The amount of com-
pletely gender neutral translations (grey) varies
only slightly, without notable differences when us-
ing a neutral prompt. This is expected, because as
mentioned in Section 1, it is difficult to completely
avoid gender in the given target languages.

The simple holistic prompt outputs are definitely
prone to gender bias, with masculine forms (blue)
dominating. Furthermore, we observe more inclu-
sive forms in Croatian and more feminine forms in
Russian. An interesting observation is that for all
languages, GPT3.5 generated more inclusive forms
than GPT4.

The percentage of gender inclusive forms, as
hoped for, notably increases when gender-neutral
prompt is used. However, the neutral prompt out-
puts of different LLMs are rather heterogeneous.
They also seem to be more prone to errors. The
details will be discussed in the next two sections.

4.2 RQ2: Capability of the gender neutral
prompt to reduce bias

Now, we analyse category by category the changes
that we achieved with the neutral prompt in com-
parison to the holistic prompt.

Forms without first-person gender As already
mentioned, we do not observe any notable changes
for this category (marked with x, grey colour in
Figure 1), which is expectable, as it is difficult to
completely avoid the gender. Apart from that, we
note that some of the outputs are written without the
first-person gender, however using an inadequate
verb form instead of the past participle. These cases

are marked as x+e (no first-person gender but with
errors) and are displayed in light grey in Figure 1.

Inclusive forms Overall, the number of inclusive
forms (both correct as well as erroneous) increases
by using the neutral prompt. However there are
differences between the models as well as between
the two languages.

The largest increase in both languages can be
observed for the GPT4 model. About 20% of the
outputs still remain in a single gender form, pre-
dominantly masculine. While a large portion of
Russian inclusive forms is correct, the Croatian
model more often ends up with errors.

The other two models generate more inclusive
forms in Croatian than in Russian, however also
with a larger proportion of errors. It can also
be noted that Mistral-neutral translations retains
a large portion of feminine forms, contrary to the
other two models which almost do not generate any
feminine forms with the neutral prompt.

Furthermore, it can be seen that neutral prompt
sometimes results in feminine or masculine transla-
tions with errors (violet in Figure 1), especially for
Llama.

Overall, it can be seen that the zero-shot neutral
prompt increases the number of inclusive forms
and reduces bias for all models. However, the per-
centage of fully correct inclusive forms is still rela-
tively low, so the prompts should be improved in
order both to reduce the errors as well as to fur-
ther reduce the number of single gender (mainly
masculine) forms.

Qualitative analysis of errors and correspond-
ing suggestions for formulating better prompts is
presented in the next section.

4.3 RQ3: Analysis of problems and suggested
solutions

While attempting to generate inclusive forms, dif-
ferent types of errors were observed in all models.
One particular error is consistent use of the third
grammatical gender, namely the neuter form (yel-
low colour in Figure 1). Despite the fact that the
form itself is fully grammatically correct, it can
never be used as the first-person gender, and there-
fore represents an error. It can be noted that GPT4
is mostly inclined to this form, especially for Croa-
tian, while it is rare in the Llama outputs.

The main problem with all models is a mixture of
words in the desired form and words with different
types of errors (light orange). Qualitative analysis
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en this is fake MAC, i just received mine and super upset to find out it isnt real MAc.
fem. hr Ovo je fejk MAC, upravo sam dobila svoj i jako sam ljuta što nije pravi MAC.

ru Это подделка MAC, я только что получила свою косметику и ужасно
расстроена, потому что это не настоящая косметика MAC!

masc. hr Ovo je fejk MAC, upravo sam dobio svoj i jako sam ljut što nije pravi MAC.
ru Это подделка MAC, я только что получил свою косметику и ужасно

расстроен, потому что это не настоящая косметика MAC!
incl. hr Ovo je fejk MAC, upravo sam dobio/la svoj i jako sam ljut/a što nije pravi MAC.

ru Это подделка MAC, я только что получил(а) свою косметику и ужасно
расстроен(а), потому что это не настоящая косметика MAC!

mixed hr Ovo je fejk MAC, upravo sam dobila svoj i jako sam ljut što nije pravi MAC.
ru Это подделка MAC, я только что получил свою косметику и ужасно

расстроена, потому что это не настоящая косметика MAC!
err. hr Ovo je fejk MAC, upravo smo dobili svoj i jako sam ljut/a što nije pravi/a MAC.

ru Это подделка MAC, я только что получила свою косметику и ужасно
расстроен(а), потому что это не настоящая косметика MAC!

Table 4: Example of gender labels assigned according to first-person gendered words: red=feminine, blue=masculine,
orange=inclusive, violet=errors.

en I was disappointed I am upset I would recommend
mf hr bio/la sam razočaran/a uznemiren/a sam preporučio/la bih

ru я был/а разочарован/а я был/а расстроен/а рекоммендую/
x hr Bilo mi je žao uznemirilo me je preporučujem

ru меня разочаровало меня расстроило рекоммендую
gloss for x it made me sad/disappointed it made me upset I recommend

Table 5: Example of constructions with possibility to avoid first-person gender.

of these errors identified the following problems:

• using incorrect verb form (present tense, an
incorrect past tense without a past participle,
passive form, plural, impersonal form):

upravo dobijem svoj i jako sam ljut/a

gloss: I just get (ERROR) mine and I’m
very angry (m/f).

In some reviews, incorrect verb form was used
consistently thus resulting in a genderless er-
roneous variant labelled as x+e (light gray in
Figure 1).

• mixing inclusive forms with single gender
forms within a review:

upravo sam dobio/la svoj i jako sam
ljut

gloss: I have just got (m/f) mine and
I am very angry (m).

This also includes cases in which gender is
explicit in some lexical items. For instance,
there are two different words for married in

Russian – женат for married men and заму-
жем for married women. One of the LLM
outputs contained both forms. However using
the corresponding verb in mascluline form
only:

и при этом я даже не женат/не замужем!
Я купил эту книгу, как только она была
опубликована

gloss: and yet I’m not even married
(m/f)! I bought (m) this book as soon
as it was available published.

• including neuter gender in the inclusive form:

upravo sam dobio/la/lo svoj i jako
sam ljut/a/o

gloss: I just got (m/f/n) mine and I
am very angry (m/f/n).

Sometimes, only neuter gender was used as
a gender neutral version with the first person,
which is not possible from the semantic point
of view (apart from some characters in Rus-
sian fairy tails):
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и я было так взволновано, когда купило
это для своего ребёнка

gloss: and I was so excited (n) when I
bought (n) this for my child.

• generating incorrect inclusive form (e.g. plu-
ral or non-existing suffixes, etc.)

upravo sam dobio/li svoj i jako sam
ljut/a/e

gloss: I just got (m/pl) mine and I am
very angry (m/f/pl).

Я купил(и) это в формате LP

gloss: I bought (m/pl) it in LP format.

Я не понимаю, как пропустил эту важ-
ную деталь, но пропустил(я)

gloss: I don’t understand how I missed
this important detail, but I did
(m/non-existing suffix).

In some cases, the models generated wrong
pronouns changing the first person into the
third person plural and using as an inclusive
alternative:

Я (они) высоко рекомендую это всем,
кто не хочет вырасти из любимого хоб-
би.

gloss: I (they) highly recommend this
to everyone, who doesn’t want to grow
out of their favorite hobby.

• generating inclusive form for objects (which
have pre-defined gender)

upravo sam dobio/la svoj/u i jako sam
ljut/a

gloss: I just got (m/f) mine (m/f) and
I’m very angry (m/f).

• generating inclusive forms for third person
verbs, however, keeping the pronoun in a spe-
cific gender:

Купил(а) ее для ребенка, когда он
был(а) в детском саду, и он до сих пор
любит в нее играть

gloss I bought (m/f) this for my child
when he (m) was (m/f) in kindergarten
and he (m) still loves to play with
it.

• changing form of other words (e.g. auxiliary
verb, pronoun, noun, etc.)

upravo sam/smo dobio

gloss: I have (sing/pl) just got (m) .

5 Conclusion

In this work, we examined three language models
and their ability to generate a review translation
from English into two Slavic languages, Croatian
and Russian, in which first person forms are used
in gender-neutral or inclusive manner. We investi-
gated two prompts, i.e. a simple holistic prompt,
which corresponds to the translation brief for hu-
man translations, as well as a zero-shot prompt with
a verbalised instruction to produce a gender-neutral
translations for the first person forms.

Our overall result is that the gender-neutral
prompt increases the percentage of inclusive vari-
ants for both languages and all models, however,
with a number of errors. We quantitatively analysed
various solutions, as well as the emerging errors.
The nature of these errors was then qualitatively
examined. As an outcome, we formulate a number
of recommendations for more specific prompts that
can be used to eliminate the possible errors:

• use few-shot prompts containing examples of
desired inclusive word forms;

• explicitly ask not to use other verb tenses and
plural forms;

• explicitly ask not to use neuter gender;

We plan to extend our prompting strategies fol-
lowing these recommendations.

Although our research is restricted to two lan-
guages only, we believe that these recommenda-
tions will be useful for other Slavic languages too.
Besides that, these recommendations could also
be valuable for other languages with explicit first-
person gender marking. We also believe that our
findings will be useful not only for translation tasks
with LLMs, but also for other language generation
tasks for texts and languages with similar proper-
ties, e.g. those containing first person mentions in
highly gendered languages.

6 Bias statement

With the focus on the analysis of first person forms
in translations into languages with grammatical
gender marking, this work addresses gender bias
problem in product review translations. Testing
the ability of LLMs to use gender-neutral forms,
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we try to mitigate the existing bias in automated
translation that results in stereotypes related to the
product types reviewed.

7 Limitations

For a better understanding of the explored phe-
nomena across languages, we need a data set that
includes translations into not only Slavic but also
other languages, for example the Romance ones.

Also, comparison with a reference human trans-
lation would be an asset. However, the human
translations available in the dataset (see the descrip-
tion of the corpus DiHuTra, Lapshinova-Koltunski
et al., 2022) are not gender-neutral and contain
gender-bias that could be also linked to the types
of the products reviewed as shown by (Popovic and
Lapshinova-Koltunski, 2024).

We are aware of the problems of reproducibil-
ity related to the nature of closed-source models.
The future results that build upon our findings may
differ from those reported by us, as LLMs are regu-
larly updated and are changing.
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Abstract

Gender-inclusive machine translation (MT)
should preserve gender ambiguity in the source
to avoid misgendering and representational
harms. While gender ambiguity often occurs
naturally in notional gender languages such as
English, maintaining that gender neutrality in
grammatical gender languages is a challenge.
Here we assess the sensitivity of 21 MT sys-
tems to the need for gender neutrality in re-
sponse to gender ambiguity in three translation
directions of varying difficulty. The specific
gender-neutral strategies that are observed in
practice are categorized and discussed. Addi-
tionally, we examine the effect of binary gender
stereotypes on the use of gender-neutral trans-
lation. In general, we report a disappointing ab-
sence of gender-neutral translations in response
to gender ambiguity. However, we observe a
small handful of MT systems that switch to gen-
der neutral translation using specific strategies,
depending on the target language.

1 Introduction

Gender bias in language technologies has long been
a concern for the community (see Sun et al. (2019)
for an overview). However, machine translation
(MT) stands out as a particularly important area
of study due to its widespread use, its potential to
foster global connections and uplift underserved
communities, coupled with the unique technical
challenges posed by grammatical gender differ-
ences across languages. Research on gender bias in
machine translation often examines misgendering
errors resulting from stereotypes or the default use
of masculine forms (Savoldi et al., 2021). These
errors contribute to both representational harms
– such as the underrepresentation of female and
non-binary individuals, or the limited depiction of
women in certain roles (Barclay and Sami, 2024;
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Stanovsky et al., 2019; Troles and Schmid, 2021;
Sólmundsdóttir et al., 2022, inter alia) – and alloca-
tive harms, for example the increased burden on fe-
male users to manually correct machine-translated
text (Savoldi et al., 2024a). Based on a human user
study, Dev et al. (2021) found that such misgender-
ing errors are particularly harmful for non-binary
individuals. Here we are concerned with misgen-
dering harms that arise, not due to stereotypes, but
rather due to ambiguous or underspecified gender
in the source text, a situation that occurs frequently
in English.

One obvious solution is to use gender-inclusive
language (i.e., language that encompasses all gen-
der identities when the gender of a particular ref-
erent is unknown, or when gender is unimportant).
However, the ease of this strategy varies by lan-
guage. In notional gender languages, such as En-
glish, gender has minimal effects, primarily mani-
festing through gendered pronouns (e.g., he, him-
self) and relatively few gender-specific nouns (e.g.,
brother/sister, husband/wife, waiter/waitress, etc.).
English also features some androcentric language
(e.g., mankind) and, depending on the text domain
and social norms, lends itself to the use of mascu-
line generics when gender is irrelevant (e.g., “any
driver in violation will lose his license”). It is easy
to see then why gender inclusive language in En-
glish is relatively straightforward; the widely estab-
lished use of “they/themselves” as a singular per-
sonal pronoun and the existence of in-vocabulary
gender-neutral nouns (e.g., sister/brother → sibling,
husband/wife → spouse, waiter/waitress → server,
mankind → humankind) enable neutrality with
minimal semantic or lexical perturbations. How-
ever, in grammatical gender languages (Spanish,
Italian, French, Icelandic, Czech, etc.), multiple
parts of speech typically need to agree with the
gender of the referent (including nouns, verbs, and
adjectives), and furthermore, grammatical gender
may be restricted to binary (masculine/feminine)
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cases. Therefore, gender neutrality can require
more contrived rewrites, potentially using new or
out-of-vocabulary words, and coherence may be
sacrificed (Piergentili et al., 2023a). In the context
of machine translation, a task designed to preserve
meaning and coherence, a difficulty naturally arises
in translation from lower to higher grammatical
gender agreement contexts.

Gender neutral translation is the task of preserv-
ing gender neutrality in response to gender am-
biguity in the source. Here, we study machine
translation from English into grammatical gender
languages, and assess MT systems’ sensitivity to
the need for gender neutrality. We ask, if appro-
priate, low-barrier gender-neutral translation op-
tions exist in the target language, will modern MT
systems use those options in response to gender
ambiguity? We find that a deliberate form of gen-
der ambiguity in English (using “they” as a sin-
gular personal pronoun) triggers a gender-neutral
response in a small handful of surveyed MT sys-
tems, but overall, we observe a disappointing in-
sensitivity to gender ambiguity. The results indi-
cate much room for improvement, and we release
the scoring code for the test set to enable future
work at https://github.com/hillary-dawkins/wmt24-
gender-dialogue.

2 The Task of Gender Neutral
Translation

Based on the assertion that gender ambiguity
should be preserved through translation to miti-
gate harm, gender-neutral translation (GNT) is
an emergent challenge task to benchmark MT sys-
tems for this behaviour (Piergentili et al., 2023a).
Through a careful analysis of existing gender-
inclusive language guidelines for both English and
Italian, and a survey of human participants, Pier-
gentili et al. (2023a) define the desiderata of gen-
der neutral translation: Neutrality should be main-
tained in the target if gender is ambiguous given the
source, but conversely, gendered language should
be used if it is known given the source. This makes
gender neutrality a dynamic constraint, meaning
MT systems should be sensitive to the need of it.
In this study, we define a test set and metric to mea-
sure this sensitivity, termed the gender-neutral
response, in a controlled way. Our test instances
are templated to create pairs of inputs that differ
only in whether the referent’s gender is known or
unknown, and adjective translations in target gen-

dered languages are used to measure the sensitivity.
Prior studies in gender-neutral translation have

been somewhat limited in scope; there has been a
focus on translating gender-neutral pronouns (Cho
et al., 2019; Barclay and Sami, 2024), including
neo-pronouns (Lauscher et al., 2023), and gender-
neutral nouns that are prone to masculine generic
translation (Savoldi et al., 2023). These studies
are focused on a first-order effect (i.e., the gender
of the referent word itself – a pronoun or noun),
whereas we are interested in second-order gender
effects – the gender agreement of an adjective with
its resolved referent. This is representative of the
challenge that occurs when translating from En-
glish to grammatical gender languages.

Piergentili et al. (2023b) was the first, to our
knowledge, to create a more robust, natural GNT
benchmark (GeNTE), involving real in-the-wild
inputs with reference translations (English → Ital-
ian). The test set contains both gender-ambiguous
and gender-determined inputs paired with both gen-
dered and gender-neutral reference translations. Us-
ing the GeNTE benchmark, Savoldi et al. (2024b)
found that both neural MT systems and large lan-
guage models (LLMs) struggle with gender-neutral
translation, but we suggest this may be due to the
difficulty of the test set: multiple gender agree-
ments are needed – or should be avoided – in each
output, and the target language, Italian, has only
binary gender grammatical cases in its formal form.
Furthermore, because the inputs are derived from
real, naturally occurring language, it is hard to con-
trol for the existence (or difficulty) of a coherent
gender-neutral translation.

Here, we take a step back and provide a some-
what easier and more controlled test set for GNT
to compliment the GeNTE. Uniquely, the construc-
tion of the paired inputs, differing only in deter-
mined/ambiguous gender, allows us to measure a
sensitivity to the need for gender neutrality – a
prerequisite for GNT. In our setup, all gendered
translations are measured via adjectives, and this
provides several advantages. Firstly, the choice of
gender declension after translation can be deter-
mined via dictionary lookup, rather than a learned
classifier as in Piergentili et al. (2023b) and Savoldi
et al. (2024b). The dictionary method allows for
a more fine-grained analysis of specifically which
gender-neutral strategies are being used in transla-
tion (e.g., a gender-neutral adjective vs. a noun
phrase). Secondly, adjectives in our target lan-
guages typically have gender-neutral synonyms
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available, and therefore the barrier to obtaining
a gender-neutral translation is low (i.e., a human
translator is not expected to struggle with this task).
We include three target languages with different
grammatical gender cases applied to adjectives:

1. Icelandic and Czech: Have a grammatical gen-
der neuter case that does not usually apply to
people.1

2. Spanish: Has only masculine and femi-
nine grammatical gender cases (in the stan-
dard/formal form of the language).

Although using templates to study gendered adjec-
tives in isolation does not represent the breadth of
real-world complexities, it does provide a starting
point grounded in gender resolution that is typical
of grammatical gendered languages.

3 Test Suite and Participating MT
Systems

We make use of a test suite released as part of a
shared challenge task at WMT242: Gender Resolu-
tion in Speaker-Listener Dialogue Roles (Dawkins
et al., 2024). All instances in the test suite involve
spoken dialogue and meta-context surrounding the
dialogue. Most instances involve two characters,
and both characters may take on the speaker or
listener role at times. Adjectives within spoken di-
alogue either refer to the speaker (self-referential)
or the listener, and meta-context either resolves
the gender of the adjectives’ referents, or leaves
the gender ambiguous. As a minimal example:
⟨“I’m/you’re stubborn”, I said to him.⟩ ei-
ther resolves the gender (you’re) or not (I’m). Ex-
amples of test suite instances supporting the current
study are shown in Figure 1, and a full description
of the test suite is provided in the Appendix.

The WMT24 shared task (Kocmi et al., 2024)
garnered 40 unique MT systems operating in 11
translation directions, and the gender resolution
test suite obtained translations from 21 unique MT
systems in 3 language directions (EN → IS, CS,
ES). Participating MT systems include commer-
cial online systems, dedicated neural MT systems,
and large language models (LLMs) prompted for
MT. Throughout, results use the system names as
provided by the shared task organizers (i.e., com-
mercial online systems are anonymized). One key
1Though dynamic social norms may permit this to varying
degrees.
2https://www2.statmt.org/wmt24/index.html

challenge in gender-neutral translation, as high-
lighted by Piergentili et al. (2023a), is the need for
paragraph-level inference to accurately determine
gender. This consideration makes the WMT24 sub-
missions particularly relevant and timely to study.
Both the general MT shared task (formerly known
as the News Translation task) and several challenge
tasks placed an emphasis on paragraph-level trans-
lation. Among the 28 participating systems that
specified their translation strategies, 17 reported
using a paragraph-level or hybrid approach.

4 Observed Gender-Neutral Strategies

Over the entire test suite of 17,966 source adjec-
tives, each translated into three target languages
involving 21 unique MT systems, we observed 5
categories of gender-neutral translation strategies
in practice:

1. Gender-neutral adjectives (N1): The trans-
lated adjective takes the same inflection in
either the feminine or masculine grammatical
case.

2. Neuter case adjectives (N2): For adjectives
that do not have the same form for masculine
and feminine cases, the grammatical gender
neuter case is used if it exists (as in Icelandic
and Czech).

3. Other gender-neutral parts of speech (N3):
Adjectives in the source are translated as a
noun phrase or another part of speech without
the need for gender agreement in the target
language.

4. English substitution (N4): The source adjec-
tive is directly copied in translation.

5. New or alternative morphology (N5): New
morphology is used to represent multiple pos-
sible variants of a gendered adjective in the
target language. The observed variations
mostly accommodate binary grammatical gen-
der only3.

Table 1 provides an example of each gender-
neutral translation strategy for each target lan-
guage.

3Technically, alternative morphology with only binary options
is not a fully gender-neutral strategy, but it is included here to
measure an attempt at gender-neutral options in response to
gender ambiguity. See Section 7 for further discussion.
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The woman smiled. “I think I’m talented”, she said. He 

laughed back, “No, you’re arrogant”, he replied. 

The man smiled. “I think you’re polite”, he said. She 

laughed back, “No, I’m professional”, she replied. 

I smiled. “I think I’m talented”, I said. He laughed 

back, “No, you’re arrogant”, he replied. 

The man smiled. “I think you’re polite”, he said. I 

laughed back, “No, I’m professional”, I replied. 

n = 9360    ⋮    n = 3120    ⋮    altanera (F) arrogante (N)

⇒ MDet (%), FDet (%), NDet (%) ⇒ MAmb (%), FAmb (%), NAmb (%)

The pretty nurse smiled. “I think I’m awkward”, s/he 
said to the tough engineer. 

The brawny doctor smiled. “I think I’m jealous”, s/he 
said to the gentle teacher.

n = 352    ⋮    

⇒ MDet (%), FDet (%), NDet (%)

The pretty nurse smiled. “I think I’m awkward”, they 
said to the tough engineer. 

The brawny doctor smiled. “I think I’m jealous”, they 
said to the gentle teacher.

⇒ MAmb (%), FAmb (%), NAmb (%)

n = 176    ⋮    

“I think I’m smart”, I said.

⇒ MNeutral (%), FNeutral (%), NNeutral (%)

n = 130    

“I think I’m smart”, I said debonairly. (M)

⇒ MM(%), FM (%), NM (%)

n = 390    

“I think I’m smart”, I said demurely. (F)

⇒ MF (%), FF (%), NF (%)n = 390    
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Effect of Gender Stereotypes

Determined Gender Ambiguous Gender

Figure 1: Examples of source inputs within the test suite. All inputs use adjectives to refer to either the speaker
or the listener of known or unknown gender, given the context. Each determined gender template (orange) has a
matching pair input with a small perturbation applied to make the gender ambiguous (green). The default masculine
response ∆M = MAmb − MDet and the gender-neutral response ∆N = NAmb − NDet measure the effect of
gender ambiguity on the resulting translation. Gender stereotyped adverbs (blue, red) are sometimes used to
influence the assumed gender of the speaker (yellow). n represents the number of data points in each category.

5 Definitions and Metrics

We define the gender neutrality of an MT system on
a specified subset of source adjective inputs as the
proportion of gender-neutral translations observed
in the output. Gender-determined inputs refer to
source sentences that provide unambiguous gender
information, such that the gender of the adjective
referent is known. In contrast, gender-ambiguous
inputs do not contain enough information to resolve
the gender. For English source inputs, gender am-
biguity naturally arises due to gender-neutral first-
and second-person pronouns (I, you), and can also
be induced through the use of “they” as a singu-
lar third-person pronoun. We refer to the former
as gender ambiguity by omission, and the latter as
active gender ambiguity since it involves a more
deliberate choice to avoid “he/she” (and especially
to avoid a default masculine form if gender is un-
known or unimportant).

Here we are interested in how MT systems re-
spond to a need to preserve gender ambiguity from
source to target, and therefore we define metrics
to measure the change in gender neutrality when
source inputs switch from determined to ambigu-
ous gender. Firstly, baseline gender neutrality
(NDet) measures the proportion of gender neutral
translations in gender-determined cases, and pro-
vides a sense of how various MT systems make use
of the gender-neutral strategies by default. Base-
line gender neutrality is naturally expected to vary
by target language due to variable availability, co-
herence, and ease of the gender-neutral strategies.
When gender is made ambiguous, all else being
equal, the default masculine response measures
the increase in the proportion of masculine-form
translations (∆M = MAmb − MDet), and the
gender-neutral response measures the increase
in the proportion of gender-neutral translations
(∆N = NAmb − NDet). Refer to the examples
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Source Target Gender-Neutral Strategies
Adjective Language N1 N2 N3 N4 N5

fit Spanish fuerte — en forma fit musculos(o/a)
nonsensical Czech absurdní nesmyslné nemám smysl nonsensical nesmysln(ý/á)
cautious Icelandic varkár varkárt á varðbergi cautious huglítil(l)

Table 1: Examples of each gender-neutral translation type by target language.

in Figure 1 illustrating the move from determined
to ambiguous gender in the source sentences.

Note that, depending on the context, either high
baseline gender neutrality or high gender-neutral
response (or some combination) could be defined
as the ideal translation behaviour.4

6 Observations

6.1 Frequency of gender-neutral translations

Baseline gender neutrality is dominated by
gender-neutral adjectives across languages and MT
systems (refer to Appendix Table 6). As expected,
the frequency varies by language due to a natu-
ral disparity in the availability of gender-neutral
adjectives (on average, 39% of translations are gen-
der neutral in Spanish, compared to 19% for both
Czech and Icelandic)5. However, variance across
MT systems is high within languages, suggesting
that some systems strongly prefer the use of gender-
neutral translations (e.g., in Icelandic, baseline gen-
der neutrality ranges from 13% to 36%).

6.2 Strong masculine default response

When source sentences change from determined
gender to ambiguous gender (Figure 1 orange to
green), the default masculine response measures
the increase in output masculine translations. The
majority of surveyed MT systems have a strong
tendency to default to a masculine translation un-
der gender ambiguity in the source. This response
occurs both when the gender is ambiguous by omis-
sion (refer to Table 4 ∆M ), and when the gender
is actively ambiguous (Table 5 ∆M ).

Any response in the output translation when mov-
ing from determined to ambiguous gender implies
a sensitivity to the need for gender agreement, al-

4Although, based on the desiderata defined by Piergentili et al.
(2023a), only high gender-neutral response would be ideal.
5Only 350 adjectives are included in the test suite – therefore
these proportions are not likely representative of the availabil-
ity of gender-neutral adjectives in the three target languages as
a whole. This comparison only serves to illustrate that differ-
ent baseline gender neutrality levels among target languages
are not unexpected.

though, arguably, defaulting to a masculine form
is not the best use of that awareness. The conse-
quence of a default masculine response is fewer
feminine translations under ambiguous gender, as
shown by the change ∆F in Tables 4 and 5.

6.3 Gender-neutral sensitivity

We now arrive at the main result of the paper, which
is to determine whether modern systems respond to
the need for gender ambiguity in translation by em-
ploying the gender-neutral strategies. The so-called
gender-neutral response measures the increase in
the use of such strategies when source sentences are
switched from determined to ambiguous gender.

Unfortunately, we observe no significant gender-
neutral response across any MT system or language
when the gender is made ambiguous by omission
(I, you). All absolute changes in the proportion of
gender-neutral translations are within ±3% (refer
to Table 4 ∆N ). This implies that although some
systems prefer the use of gender-neutral transla-
tions, that preference is not in response to a need
for gender neutrality.

However, we observe that more active gender
ambiguity in the source (they) does trigger a gender-
neutral response for a small handful of MT systems
in Czech and Icelandic (refer to Table 2). Both
within languages and across languages, the specific
gender-neutral strategies driving the response dif-
fer. In Icelandic, the MT system with the strongest
response (Claude-3.5) reacts to gender ambiguity
by using alternative morphology (∆N5 = +22%),
whereas Aya23 reacts by using the gender neuter
case and other gender-neutral parts of speech. In
Czech, all three systems with a significant response
switch to using gender-neutral adjectives, a re-
sponse that is never invoked in either Icelandic or
Spanish. Furthermore, the response is inconsistent
for specific systems across languages. For some
gender-neutral strategies, this may be explained by
divergent social norms encoded in the target lan-
guage (e.g., Aya23 uses the neuter case in Icelandic,
but not in Czech), but not so for other strategies.
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Lang. System (M,F,N)Det ∆N ∆N1 ∆N2 ∆N3 ∆N4 ∆N5

IS
Claude-3.5 (0.42, 0.36, 0.22) 0.180 -0.015 -0.012 -0.009 0.000 0.215
Aya23 (0.50, 0.20, 0.30) 0.078 -0.003 0.047 0.039 -0.006 0.000

CS
CUNI-GA (0.40, 0.40, 0.20) 0.081 0.056 0.000 0.017 0.009 0.000
ONLINE-W (0.39, 0.41, 0.19) 0.073 0.070 0.000 -0.005 0.007 0.000
Unbabel-Tower (0.40, 0.40, 0.19) 0.073 0.050 -0.003 0.022 0.003 0.000

Table 2: The 5 machine translation systems with a non-zero gender-neutral response observed in specific target
languages – out of 21 systems in 3 language directions. The specific type of gender-neutral strategy contributing
the most to the response is underlined. For example, when gender is known given the source, Claude-3.5 produces
gender-neutral translations in Icelandic at a baseline rate of 22% (NDet). When gender is made ambiguous in the
source, this increases to 40% (∆N = 0.180), primarily through the use of alternative morphology (N5).

Figure 2: The average trade-off in the proportions of
gendered translations (neutral, masculine, feminine) in
response to the stereotyped adverbs (male or female),
for the most affected MT systems (Table 3). ∆ values
represent absolute changes compared to the baseline
levels with no stereotype present. Binary gender stereo-
types affect the proportions of masculine and feminine
translations, and have no effect on the neutral transla-
tions (Section 6.4).

For example, Claude-3.5 uses alternative morphol-
ogy frequently in Icelandic (e.g., “(ur)” appending
regular adjectives to denote both masculine and
feminine cases), but seldom in the higher resource
languages Czech or Spanish, despite an observed
capacity to do so (e.g., “o/a” and “ý/á” are both
observed infrequently). The full results for all sys-
tems and languages are shown in the Appendix
Table 5.

6.4 Gender neutrality and stereotypes

Lastly, we observe that gender neutrality is not
affected by binary gender stereotypes. That is, for
each MT system and target language, the frequency
of gender-neutral translations is consistent across
source inputs (i) without any gender stereotypes
(e.g., Figure 1 yellow box), and (ii) with binary
gender stereotypes influencing the assumed gender
of an adjective referent (e.g., Figure 1 blue and red

boxes).
Gender stereotypes are known to have a signifi-

cant impact on the gender resolution of adjective
referents, as measured by masculine vs. feminine
adjective agreements. For example, “The nurse
is talented” → “talentosa” (F) vs. “The doctor is
talented” → “talentoso” (M). Though the trade-
off between masculine and feminine cases in re-
sponse to stereotypes is well known (see Dawkins
et al. (2024) for a fuller analysis of stereotype ef-
fects within this test suite), here we include the
proportion of neutral translations in the analysis.
The results indicate that the trade-off occurs be-
tween the binary gender translations only, while the
presence of the stereotype does not perturb gender-
neutral translations (refer to the results in Table 3).
Figure 2 illustrates the average trade-off between
the gendered translations for the most affected sys-
tems. This implies that the base adjective choice is
the first-order translation decision, and the gender
agreement is second-order. This is consistent with
the observed difficulty MT systems have in switch-
ing to a gender-neutral adjective in response to a
need for gender neutrality; only three MT systems
successfully use this strategy, and furthermore, it
is only invoked under active gender ambiguity, as
discussed in the previous section.

7 Discussion

Overall, the lack of alternative morphemes for un-
known gender is disappointing; we observe alterna-
tive morphology (N5) in only 4/21 systems (Dub-
former, Claude-3.5, GPT4, and CommandR+), and
usually at very low rates (less than 2% of gender-
ambiguous inputs), with the exception of Claude-
3.5 in the EN→ IS translation direction under ac-
tive gender ambiguity. While these LLM-based6

6Dubformer is a proprietary system; its architecture and train-
ing details are unknown.
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System (Lang.) (M,F,N)Neutral (M,F,N)StereoM (M,F,N)StereoF ∆Gavg ∆Navg

GPT-4 (IS) (0.29, 0.48, 0.23) (0.47, 0.32, 0.21) (0.24, 0.54, 0.22) 0.119 -0.014
Claude-3.5 (CS) (0.64, 0.18, 0.17) (0.78, 0.06, 0.16) (0.48, 0.35, 0.17) 0.147 -0.005
ONLINE-W (ES) (0.48, 0.16, 0.36) (0.51, 0.12, 0.36) (0.28, 0.36, 0.36) 0.116 0.001

Table 3: Effect of binary gender stereotypes on the proportion of masculine (M), feminine (F ), and gender-neutral
translations (N). Subscripts denote the stereotype influencing the assumed gender of the adjective referent (either
none, masculine, or feminine). The average effect on binary gender is denoted by ∆Gavg , and the average effect on
the proportion of neutral translations is denoted by ∆Navg. Here, the binary gender proportions are significantly
impacted by stereotype cues (higher ∆Gavg), while the proportion of gender-neutral translations is roughly constant
(∆Navg ≈ 0). The full results are shown in the Appendix Table 7.

(a) Claude-3.7

(b) Google Translate (Chrome)

(c) ChatGPT

Figure 3: Examples of common online translation systems in response to gender ambiguity.
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translation systems have the capacity and freedom
to use gender-neutral morphology, we find that this
is not usually invoked in practice, even for simple
adjectives. Furthermore, the new morphemes that
we do observe typically conform to a binary gender
assumption (e.g., “o/a” for masculine and femi-
nine cases), with the sole exception of Dubformer,
which uses “@” in place of “o/a” in Spanish.

Investigating further, we observe that popular
solutions for casual MT users have a tendency
to push binary gender solutions – if gender am-
biguity is acknowledged at all. Referring to the
examples shown in Figure 3, Google Translate
tends to offer default masculine translations for
lower resource languages (Icelandic), and mas-
culine/feminine variants for higher resource lan-
guages (Spanish), but never a gender-neutral vari-
ant of the gendered adjectives. Both Claude-3.7
and ChatGPT provide masculine default transla-
tions given a simple translate instruction. However,
chain-of-thought prompting can successfully be
used to force the LLMs to consider the gender of
the adjective’s referent. Binary gender alternatives
are produced when LLMs are instructed to consider
gender, and gender-neutral strategies are used only
when explicitly reminded that gender is not binary.
When gender neutrality is requested, the specific
strategies can vary. The examples show Claude-
3.7 using the neuter case, and ChatGPT using an
alternative part of speech (e.g., switching “mus-
cular” for “having muscles”). It does appear that
prompting can be used to steer the LLMs towards
a preferred gender-neutral strategy (e.g., asking
ChatGPT to suggest gender-neutral synonyms for
“muscular” produces “fuerte (strong)”).

Large language models in combination with
prompting strategies may be a promising direc-
tion for gender-neutral machine translation, but
some limitations remain. Although LLMs have
the power to provide these nuanced explanations
with multiple translation options, they often fail to
give usable translation options given the context.
That is, providing an explanation with feminine
and masculine options may be a partially correct
response, but it is neither complete (lacking non-
binary options), nor useful given the information in
the source (lacking gender neutrality given gender
ambiguity). Additionally, the explanation provided
by the LLM must be distilled to a singular output
translation if used at scale. Ultimately, LLM-based
methods should be assessed based on a single out-
put translation based on the (limited) information

provided by the source input.
Given that machine translation systems can be

steered toward a particular strategy, it becomes im-
portant to consider what the ideal gender-neutral
translation should be. The availability of gender
neutral adjectives, or other parts of speech, nat-
urally varies by target language. Forcing gender
neutrality can decrease translation quality, both
in terms of coherence in the target language and
faithfulness to the source input. Should gender neu-
trality in translation only be enforced in response to
gender ambiguity (high gender neutral response),
or should it be enforced for all inputs (high base-
line gender neutrality)? A high gender neutral re-
sponse indicates less overall intervention, but may
introduce a disparity in translation quality for non-
binary genders.

Finally, it should be noted that the proposed met-
rics capture a certain aspect of gender-inclusive
machine translation, but do not cover all aspects.
For example, gender stereotypes can negatively
affect translations while maintaining gender neu-
trality, and this effect is not captured by either the
baseline gender neutrality or by the gender neu-
tral response. We observe mismatched adjective
translations depending on binary gender stereo-
types (e.g. “thick” has divergent translation as ei-
ther “dumb” (M) or “fat” (F), likewise “modest”→
“humble”(M)/“covered”(F), etc.). If these divergent
translations are each gender-neutral in the target
language, the stereotype effect will be obscured.
Therefore, gender neutrality should be considered
as just one branch of ideal gender-inclusive ma-
chine translation.

8 Conclusion

Gender-neutral translation is a path toward gender-
inclusive machine translation that helps prevent
misgendering and representational biases. How-
ever, languages with grammatical gender pose sig-
nificant technical challenges. A prerequisite for
MT systems is the ability to recognize when gender
neutrality should be applied. In a large-scale analy-
sis of 21 MT systems, we evaluated their sensitivity
to gender ambiguity in the source text. While a
masculine default response is often observed, the
gender-neutral response is lacking. That is, MT
systems struggle to switch to gender-neutral strate-
gies, despite the availability of such strategies in the
target languages (e.g., grammatical gender neuter
cases, abundant gender-neutral in-vocabulary al-
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ternatives, and an observed capacity to use alter-
native morphology). Our findings highlight the
need for further research in this challenging subtask
of gender-inclusive translation. Perhaps encourag-
ingly, a small handful of systems did demonstrate a
non-zero gender-neutral response, though triggered
only by active gender ambiguity. Future work may
examine the properties of these systems that en-
abled such a response, in order to strengthen the
effect in other contexts. Additionally, future work
might examine the utility of the templated inputs
used here, differing only in gender ambiguity, as a
training set to improve gender-neutral translation
in more complex scenarios, such as those found in
the GeNTE benchmark.
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A Test Suite Details and Full Results

The full “gender resolution in literary dialogue set-
tings” test suite contains various types of source
inputs, each containing dialogue and meta-context
surrounding the dialogue. The meta-context may
include gender-stereotyped character descriptions
and adverbs that control the manner of speaking.
In all cases, adjectives within spoken dialogue re-
fer to characters in the meta-context. The chal-
lenge of the test suite is to use the meta-context
to correctly resolve each adjective’s referent, as
measured through gender agreement.

For our purposes, we take subsets of the test
suite that can be paired to create (determined,
ambiguous)-gender inputs, while all other details
remain constant. Test suite inputs that support the
study of gender ambiguity by omission take the
form:

The {woman, man} smiled. “I think {I’m, you’re}

A1,” {she, he} said.

{He, She} laughed back. “No, [{you’re, I’m} not

A1, but] {you are, I am} A2,” {he, she} replied.
(1)

The {man, woman} smiled. “I think I’m A1 and

you’re A2,” {he, she} said.

{He, She} laughed back. “No, you’re A3, but I’m

A4,” {he, she} replied.
(2)

{I, The wo/man} smiled. “I think {I’m, you’re}

A1,” {I, s/he} said.

{S/he, I} laughed back. “No, [{you’re, I’m} not

A1, but] {you are, I am} A2,” {s/he, I} replied.
(3)

{I, The wo/man} smiled. “I think I’m A1 and

you’re A2,” {I, s/he} said.

{S/He, I} laughed back. “No, you’re A3, but I’m

A4,” {s/he, I} replied.
(4)

where adjectives are denoted by Ai, curly braces
denote template variables, and square brackets in-
dicate optional text in templates (1) and (3). Ad-
jectives in templates (1) and (2) are always gender-
determined (nDet

1 = 2400, nDet
2 = 3840). A per-

turbation in template (1) makes the all adjectives
gender-ambiguous half of the time in template (3)
(nDet

3 = 1200, nAmb
3 = 1200), and similarly, a per-

turbation in template (2) makes half of the adjec-
tives gender-ambiguous in every instance of tem-
plate (4) (nDet

4 = 1920, nAmb
4 = 1920). In all

cases, binary gender and the position of the first-
person speaker, as applicable to the template, are
balanced across the test suite. The full results for
the proportions of gendered adjective translations
in the case of determined vs. ambiguous gender, us-
ing these template pairs, are shown in Table 4. The
results are macro-averaged over each template type
as applicable. The baseline levels of gender-neutral
translations, broken down by type (Section 4), in
the gender-determined cases are shown in Table 6.

Test suite instances that support the study of
active gender ambiguity take the form:

The Cg smiled. “I think I’m A,”

{he, she, they} said to the Cḡ.
(5)

where (Cg, Cḡ) pairs denote binary gender stereo-
typed character descriptions,

Cg = agoccg, (6)

where ag is a gender-stereotyped adjective, and
occg is a matching gender-stereotyped occupation
(e.g. “pretty nurse” or “strong doctor”). Tem-
plate instances with “he” or “she” create gender-
determined adjectives (nDet

5 = 352), while in-
stances with “they” create gender-ambiguous adjec-
tives (nAmb

5 = 176). The binary gender stereotypes
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are balanced across {he, she, they} instances. The
full results using these template pairs are shown in
Table 5.

Finally, the effect of binary gender stereotypes
on the gender neutrality is studied using test suite
instances of the form:

“I think I’m A,” I said [adverb]. (7)

where adverb is optionally used to control the man-
ner of speaking and aligns with a socially held
stereotype about binary gender (e.g., gently vs.
brusquely). In total, nneutral

7 = 130 instances with-
out any adverb are paired with nM

7 = nF
7 = 390

stereotyped instances, balanced by binary gender.
Dawkins et al. (2024) find that stereotyped manner
of speaking significantly impacts the choice of gen-
der declensions between feminine and masculine
forms in translation, and here we include the levels
of gender-neutral translations to observe if neutral-
ity is affected. The full results are shown in Table
7.

84



Lang. System (M,F,N)Det (M,F,N)Amb ∆M ∆F ∆N

IS

AMI (0.56, 0.31, 0.13) (0.67, 0.19, 0.14) 0.110 -0.113 0.003
Aya23 (0.39, 0.25, 0.36) (0.46, 0.21, 0.33) 0.066 -0.037 -0.029
Claude-3.5 (0.44, 0.42, 0.15) (0.50, 0.33, 0.17) 0.068 -0.085 0.017
Dubformer (0.62, 0.23, 0.16) (0.69, 0.13, 0.18) 0.073 -0.099 0.026
GPT-4 (0.41, 0.41, 0.18) (0.34, 0.49, 0.17) -0.068 0.080 -0.012
IKUN (0.33, 0.48, 0.19) (0.24, 0.56, 0.20) -0.084 0.077 0.007
IOL-Research (0.46, 0.36, 0.18) (0.65, 0.19, 0.16) 0.195 -0.180 -0.015
Llama3-70B (0.47, 0.31, 0.21) (0.56, 0.24, 0.20) 0.086 -0.074 -0.012
ONLINE-A (0.62, 0.20, 0.19) (0.72, 0.10, 0.18) 0.100 -0.092 -0.008
ONLINE-B (0.55, 0.28, 0.16) (0.65, 0.18, 0.17) 0.103 -0.108 0.005
ONLINE-G (0.57, 0.15, 0.28) (0.61, 0.12, 0.27) 0.043 -0.035 -0.008
TranssionMT (0.55, 0.29, 0.16) (0.66, 0.18, 0.17) 0.104 -0.110 0.006
Unbabel-Tower70B (0.46, 0.39, 0.15) (0.57, 0.29, 0.14) 0.106 -0.097 -0.009

CS

Aya23 (0.42, 0.39, 0.20) (0.31, 0.51, 0.18) -0.109 0.125 -0.016
CUNI-DocTransformer (0.44, 0.38, 0.18) (0.66, 0.17, 0.17) 0.211 -0.205 -0.006
CUNI-GA (0.45, 0.35, 0.20) (0.53, 0.29, 0.18) 0.076 -0.063 -0.013
CUNI-MH (0.37, 0.43, 0.21) (0.22, 0.60, 0.18) -0.146 0.171 -0.025
Claude-3.5 (0.42, 0.42, 0.16) (0.66, 0.19, 0.15) 0.234 -0.222 -0.012
CommandR+ (0.40, 0.42, 0.18) (0.47, 0.37, 0.16) 0.067 -0.048 -0.019
GPT-4 (0.45, 0.42, 0.13) (0.61, 0.25, 0.13) 0.163 -0.163 -0.000
IKUN (0.43, 0.32, 0.25) (0.58, 0.18, 0.24) 0.149 -0.139 -0.010
IOL-Research (0.43, 0.42, 0.16) (0.74, 0.11, 0.15) 0.315 -0.309 -0.006
Llama3-70B (0.45, 0.35, 0.19) (0.77, 0.03, 0.19) 0.322 -0.320 -0.002
NVIDIA-NeMo (0.55, 0.28, 0.18) (0.57, 0.27, 0.16) 0.023 -0.010 -0.013
ONLINE-A (0.44, 0.39, 0.18) (0.36, 0.49, 0.16) -0.079 0.100 -0.021
ONLINE-B (0.58, 0.25, 0.18) (0.75, 0.07, 0.18) 0.175 -0.180 0.005
ONLINE-G (0.54, 0.26, 0.19) (0.71, 0.12, 0.18) 0.163 -0.146 -0.017
ONLINE-W (0.44, 0.40, 0.17) (0.37, 0.47, 0.16) -0.065 0.075 -0.010
SCIR-MT (0.45, 0.38, 0.18) (0.47, 0.36, 0.17) 0.023 -0.014 -0.009
TranssionMT (0.46, 0.36, 0.18) (0.44, 0.39, 0.16) -0.022 0.033 -0.011
Unbabel-Tower70B (0.44, 0.37, 0.20) (0.49, 0.33, 0.18) 0.056 -0.042 -0.014

ES

Aya23 (0.34, 0.26, 0.40) (0.42, 0.22, 0.37) 0.077 -0.047 -0.030
Claude-3.5 (0.31, 0.30, 0.38) (0.45, 0.18, 0.37) 0.141 -0.127 -0.014
CommandR+ (0.33, 0.31, 0.36) (0.26, 0.39, 0.36) -0.072 0.075 -0.003
Dubformer (0.41, 0.23, 0.37) (0.55, 0.09, 0.36) 0.141 -0.135 -0.006
GPT-4 (0.33, 0.29, 0.38) (0.56, 0.06, 0.37) 0.235 -0.230 -0.005
IKUN (0.29, 0.31, 0.40) (0.28, 0.32, 0.40) -0.013 0.018 -0.005
IOL-Research (0.34, 0.28, 0.38) (0.45, 0.17, 0.38) 0.111 -0.115 0.004
Llama3-70B (0.35, 0.27, 0.38) (0.56, 0.09, 0.36) 0.208 -0.186 -0.022
MSLC (0.38, 0.15, 0.47) (0.42, 0.12, 0.46) 0.044 -0.036 -0.008
ONLINE-A (0.41, 0.21, 0.38) (0.51, 0.11, 0.38) 0.105 -0.101 -0.004
ONLINE-B (0.38, 0.22, 0.40) (0.50, 0.11, 0.39) 0.118 -0.104 -0.014
ONLINE-G (0.40, 0.20, 0.39) (0.47, 0.14, 0.38) 0.069 -0.060 -0.009
ONLINE-W (0.33, 0.30, 0.37) (0.40, 0.23, 0.37) 0.066 -0.069 0.003
TranssionMT (0.39, 0.21, 0.40) (0.51, 0.11, 0.38) 0.120 -0.101 -0.019
Unbabel-Tower70B (0.32, 0.29, 0.39) (0.37, 0.23, 0.40) 0.046 -0.052 0.006

Table 4: Responses to Gender Ambiguity by Omission: A comparison of the proportion of masculine (M),
feminine (F ), and gender-neutral translations (N) when the gender of the adjective referent is known (subscript
Det) vs. when it is ambiguous by omission in the source via “I” or “you” (subscript Amb). The default masculine
response is denoted by ∆M , and the gender-neutral response is denoted by ∆N .
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Lang. System (M,F,N)Det (M,F,N)Amb ∆M ∆F ∆N

IS

AMI (0.46, 0.43, 0.11) (0.72, 0.15, 0.13) 0.262 -0.282 0.020
Aya23 (0.50, 0.20, 0.30) (0.41, 0.21, 0.38) -0.092 0.014 0.078
Claude-3.5 (0.42, 0.36, 0.22) (0.51, 0.09, 0.40) 0.087 -0.267 0.180
Dubformer (0.68, 0.14, 0.19) (0.72, 0.11, 0.17) 0.042 -0.026 -0.016
GPT-4 (0.41, 0.42, 0.18) (0.51, 0.28, 0.22) 0.100 -0.141 0.041
IKUN (0.37, 0.44, 0.19) (0.41, 0.37, 0.22) 0.038 -0.07 0.032
IOL-Research (0.43, 0.38, 0.19) (0.68, 0.11, 0.21) 0.250 -0.273 0.023
Llama3-70B (0.46, 0.33, 0.22) (0.55, 0.21, 0.24) 0.092 -0.118 0.026
ONLINE-A (0.46, 0.35, 0.20) (0.73, 0.09, 0.19) 0.270 -0.258 -0.012
ONLINE-B (0.45, 0.40, 0.15) (0.51, 0.33, 0.16) 0.064 -0.073 0.009
ONLINE-G (0.43, 0.33, 0.23) (0.61, 0.16, 0.23) 0.177 -0.177 0.000
TranssionMT (0.45, 0.40, 0.15) (0.50, 0.34, 0.16) 0.052 -0.061 0.009
Unbabel-Tower70B (0.44, 0.40, 0.16) (0.64, 0.19, 0.16) 0.199 -0.206 0.007

CS

Aya23 (0.49, 0.33, 0.18) (0.60, 0.23, 0.17) 0.114 -0.103 -0.011
CUNI-DocTransformer (0.40, 0.40, 0.19) (0.53, 0.22, 0.25) 0.128 -0.187 0.059
CUNI-GA (0.40, 0.40, 0.20) (0.53, 0.19, 0.28) 0.128 -0.209 0.081
CUNI-MH (0.36, 0.38, 0.26) (0.43, 0.29, 0.29) 0.071 -0.094 0.023
Claude-3.5 (0.41, 0.43, 0.16) (0.66, 0.13, 0.22) 0.246 -0.303 0.057
CommandR+ (0.39, 0.40, 0.21) (0.69, 0.10, 0.22) 0.297 -0.3 0.003
GPT-4 (0.45, 0.41, 0.14) (0.69, 0.14, 0.17) 0.246 -0.268 0.022
IKUN (0.44, 0.35, 0.21) (0.55, 0.22, 0.23) 0.107 -0.125 0.018
IOL-Research (0.40, 0.40, 0.20) (0.61, 0.20, 0.19) 0.209 -0.201 -0.008
Llama3-70B (0.44, 0.36, 0.20) (0.65, 0.13, 0.22) 0.215 -0.233 0.018
NVIDIA-NeMo (0.40, 0.40, 0.19) (0.62, 0.16, 0.22) 0.216 -0.243 0.027
ONLINE-A (0.41, 0.41, 0.18) (0.52, 0.30, 0.19) 0.108 -0.111 0.003
ONLINE-B (0.41, 0.41, 0.19) (0.76, 0.02, 0.22) 0.349 -0.384 0.035
ONLINE-G (0.39, 0.39, 0.22) (0.72, 0.04, 0.24) 0.328 -0.351 0.023
ONLINE-W (0.39, 0.41, 0.19) (0.48, 0.25, 0.27) 0.085 -0.158 0.073
SCIR-MT (0.40, 0.40, 0.20) (0.56, 0.24, 0.20) 0.159 -0.159 0.000
TranssionMT (0.40, 0.40, 0.20) (0.57, 0.20, 0.22) 0.170 -0.198 0.028
Unbabel-Tower70B (0.40, 0.40, 0.19) (0.48, 0.25, 0.27) 0.077 -0.15 0.073

ES

Aya23 (0.32, 0.26, 0.42) (0.36, 0.22, 0.43) 0.039 -0.044 0.005
Claude-3.5 (0.41, 0.22, 0.37) (0.51, 0.11, 0.38) 0.098 -0.105 0.007
CommandR+ (0.34, 0.29, 0.36) (0.56, 0.09, 0.35) 0.217 -0.205 -0.012
Dubformer (0.39, 0.24, 0.38) (0.52, 0.11, 0.37) 0.137 -0.126 -0.011
GPT-4 (0.44, 0.18, 0.38) (0.56, 0.05, 0.39) 0.120 -0.13 0.010
IKUN (0.36, 0.21, 0.43) (0.46, 0.15, 0.39) 0.095 -0.06 -0.035
IOL-Research (0.34, 0.29, 0.38) (0.49, 0.11, 0.40) 0.153 -0.18 0.027
Llama3-70B (0.40, 0.21, 0.39) (0.51, 0.13, 0.35) 0.112 -0.08 -0.032
MSLC (0.37, 0.22, 0.41) (0.53, 0.10, 0.37) 0.157 -0.119 -0.038
ONLINE-A (0.32, 0.27, 0.40) (0.56, 0.08, 0.36) 0.235 -0.197 -0.038
ONLINE-B (0.30, 0.27, 0.43) (0.54, 0.06, 0.39) 0.241 -0.206 -0.035
ONLINE-G (0.31, 0.27, 0.42) (0.51, 0.09, 0.39) 0.201 -0.179 -0.022
ONLINE-W (0.39, 0.24, 0.38) (0.51, 0.12, 0.37) 0.121 -0.115 -0.006
TranssionMT (0.31, 0.27, 0.41) (0.55, 0.08, 0.37) 0.232 -0.191 -0.041
Unbabel-Tower70B (0.30, 0.31, 0.38) (0.43, 0.17, 0.41) 0.120 -0.143 0.023

Table 5: Responses to Active Gender Ambiguity: A comparison of the proportion of masculine (M), feminine
(F ), and gender-neutral translations (N) when the gender of the adjective referent is known (subscript Det) vs.
when it is actively ambiguous via “they” (subscript Amb). The default masculine response is denoted by ∆M , and
the gender-neutral response is denoted by ∆N .
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Lang. System NDet N1 N2 N3 N4 N5

IS

AMI 0.133 0.125 0.003 0.003 0.002 0.000
Aya23 0.360 0.186 0.122 0.030 0.022 0.000
Claude-3.5 0.149 0.132 0.009 0.004 0.000 0.003
Dubformer 0.158 0.111 0.037 0.002 0.003 0.005
GPT-4 0.177 0.144 0.030 0.002 0.001 0.000
IKUN 0.191 0.178 0.008 0.002 0.002 0.000
IOL-Research 0.177 0.147 0.012 0.001 0.016 0.000
Llama3-70B 0.213 0.147 0.046 0.011 0.009 0.000
ONLINE-A 0.185 0.141 0.008 0.004 0.033 0.000
ONLINE-B 0.163 0.155 0.004 0.004 0.000 0.000
ONLINE-G 0.279 0.153 0.039 0.001 0.086 0.000
TranssionMT 0.163 0.154 0.004 0.005 0.000 0.000
Unbabel-Tower70B 0.151 0.139 0.007 0.004 0.001 0.000

CS

Aya23 0.196 0.132 0.001 0.044 0.019 0.000
CUNI-DocTransformer 0.180 0.089 0.001 0.065 0.025 0.000
CUNI-GA 0.197 0.088 0.001 0.089 0.019 0.000
CUNI-MH 0.206 0.099 0.000 0.087 0.019 0.000
Claude-3.5 0.161 0.095 0.000 0.048 0.018 0.000
CommandR+ 0.180 0.090 0.000 0.068 0.022 0.000
GPT-4 0.132 0.084 0.000 0.031 0.018 0.000
IKUN 0.246 0.129 0.003 0.089 0.026 0.000
IOL-Research 0.155 0.082 0.000 0.057 0.017 0.000
Llama3-70B 0.194 0.145 0.003 0.020 0.026 0.000
NVIDIA-NeMo 0.175 0.108 0.002 0.047 0.019 0.000
ONLINE-A 0.177 0.094 0.002 0.060 0.021 0.000
ONLINE-B 0.179 0.098 0.001 0.060 0.021 0.000
ONLINE-G 0.193 0.127 0.000 0.039 0.027 0.000
ONLINE-W 0.169 0.088 0.000 0.063 0.018 0.000
SCIR-MT 0.177 0.109 0.000 0.046 0.022 0.000
TranssionMT 0.175 0.100 0.002 0.054 0.019 0.000
Unbabel-Tower70B 0.196 0.106 0.000 0.073 0.017 0.000

ES

Aya23 0.396 0.367 0.000 0.021 0.009 0.000
Claude-3.5 0.383 0.372 0.000 0.011 0.000 0.000
CommandR+ 0.359 0.341 0.000 0.016 0.002 0.000
Dubformer 0.367 0.345 0.000 0.012 0.005 0.005
GPT-4 0.379 0.362 0.000 0.015 0.002 0.000
IKUN 0.401 0.375 0.000 0.021 0.004 0.000
IOL-Research 0.379 0.360 0.000 0.018 0.001 0.000
Llama3-70B 0.378 0.353 0.000 0.020 0.005 0.000
MSLC 0.471 0.392 0.000 0.044 0.035 0.000
ONLINE-A 0.382 0.340 0.000 0.036 0.005 0.000
ONLINE-B 0.403 0.351 0.000 0.047 0.006 0.000
ONLINE-G 0.393 0.345 0.000 0.043 0.006 0.000
ONLINE-W 0.367 0.321 0.000 0.039 0.007 0.000
TranssionMT 0.399 0.350 0.000 0.043 0.006 0.000
Unbabel-Tower70B 0.389 0.360 0.000 0.029 0.001 0.000

Table 6: The baseline gender neutrality (NDet) by type (N{1...5}) for all translation systems for the three target
languages.
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System (M,F,N)Neutral (M,F,N)StereoM (M,F,N)StereoF ∆Gavg ∆Navg

IS

AMI (0.69, 0.15, 0.16) (0.75, 0.09, 0.16) (0.74, 0.09, 0.17) 0.001 0.005
Aya23 (0.44, 0.26, 0.30) (0.45, 0.20, 0.34) (0.38, 0.27, 0.35) 0.010 0.048
Claude-3.5 (0.56, 0.12, 0.32) (0.70, 0.05, 0.25) (0.52, 0.17, 0.31) 0.093 -0.037
Dubformer (0.70, 0.10, 0.20) (0.65, 0.14, 0.20) (0.62, 0.15, 0.23) 0.003 0.017
GPT-4 (0.29, 0.48, 0.23) (0.47, 0.32, 0.21) (0.24, 0.54, 0.22) 0.119 -0.014
IKUN (0.15, 0.56, 0.28) (0.24, 0.48, 0.28) (0.15, 0.58, 0.27) 0.051 -0.010
IOL-Research (0.56, 0.17, 0.27) (0.60, 0.12, 0.27) (0.53, 0.19, 0.27) 0.033 0.005
Llama3-70B (0.57, 0.17, 0.27) (0.65, 0.11, 0.24) (0.50, 0.23, 0.28) 0.070 -0.008
ONLINE-A (0.63, 0.09, 0.28) (0.62, 0.09, 0.29) (0.62, 0.09, 0.30) -0.008 0.017
ONLINE-B (0.55, 0.20, 0.25) (0.58, 0.19, 0.23) (0.58, 0.19, 0.22) 0.013 -0.028
ONLINE-G (0.44, 0.15, 0.41) (0.45, 0.14, 0.41) (0.47, 0.16, 0.37) 0.006 -0.017
TranssionMT (0.55, 0.20, 0.25) (0.58, 0.20, 0.22) (0.58, 0.20, 0.22) 0.019 -0.036
Unbabel-Tower (0.54, 0.22, 0.24) (0.61, 0.16, 0.23) (0.42, 0.33, 0.25) 0.087 0.003

CS

Aya23 (0.49, 0.33, 0.18) (0.64, 0.17, 0.19) (0.33, 0.50, 0.18) 0.160 0.005
CUNI-Doc (0.51, 0.29, 0.20) (0.54, 0.27, 0.19) (0.39, 0.43, 0.19) 0.084 -0.014
CUNI-GA (0.48, 0.34, 0.18) (0.49, 0.34, 0.17) (0.42, 0.43, 0.15) 0.053 -0.020
CUNI-MH (0.05, 0.76, 0.19) (0.44, 0.32, 0.24) (0.05, 0.75, 0.21) 0.189 0.031
Claude-3.5 (0.64, 0.18, 0.17) (0.78, 0.06, 0.16) (0.48, 0.35, 0.17) 0.147 -0.005
CommandR+ (0.47, 0.36, 0.17) (0.66, 0.12, 0.22) (0.34, 0.48, 0.18) 0.159 0.024
GPT-4 (0.82, 0.05, 0.13) (0.85, 0.02, 0.14) (0.73, 0.15, 0.13) 0.061 0.001
IKUN (0.53, 0.27, 0.20) (0.64, 0.15, 0.22) (0.54, 0.27, 0.19) 0.053 0.003
IOL-Research (0.74, 0.11, 0.15) (0.78, 0.07, 0.15) (0.69, 0.17, 0.15) 0.048 -0.001
Llama3-70B (0.73, 0.04, 0.23) (0.75, 0.04, 0.22) (0.70, 0.10, 0.21) 0.037 -0.019
NVIDIA-NeMo (0.57, 0.22, 0.21) (0.61, 0.23, 0.16) (0.59, 0.25, 0.16) 0.035 -0.048
ONLINE-A (0.14, 0.72, 0.14) (0.01, 0.85, 0.13) (0.01, 0.87, 0.12) 0.011 -0.012
ONLINE-B (0.82, 0.02, 0.16) (0.78, 0.06, 0.16) (0.76, 0.07, 0.17) 0.007 0.003
ONLINE-G (0.77, 0.07, 0.17) (0.76, 0.07, 0.17) (0.78, 0.05, 0.17) -0.010 0.004
ONLINE-W (0.48, 0.37, 0.15) (0.47, 0.37, 0.16) (0.12, 0.72, 0.17) 0.170 0.009
SCIR-MT (0.61, 0.18, 0.21) (0.65, 0.14, 0.21) (0.50, 0.31, 0.19) 0.081 -0.007
TranssionMT (0.17, 0.69, 0.14) (0.20, 0.67, 0.13) (0.08, 0.80, 0.12) 0.074 -0.016
Unbabel-Tower (0.45, 0.35, 0.20) (0.58, 0.19, 0.22) (0.38, 0.42, 0.20) 0.100 0.017

ES

Aya23 (0.46, 0.24, 0.30) (0.56, 0.11, 0.33) (0.35, 0.35, 0.30) 0.107 0.010
Claude-3.5 (0.56, 0.12, 0.32) (0.64, 0.03, 0.33) (0.52, 0.16, 0.32) 0.055 0.010
CommandR+ (0.40, 0.30, 0.30) (0.53, 0.17, 0.30) (0.31, 0.40, 0.29) 0.112 -0.005
Dubformer (0.58, 0.13, 0.28) (0.62, 0.08, 0.30) (0.58, 0.11, 0.31) 0.006 0.018
GPT-4 (0.68, 0.02, 0.29) (0.68, 0.02, 0.30) (0.66, 0.05, 0.29) 0.013 0.003
IKUN (0.27, 0.41, 0.32) (0.34, 0.35, 0.31) (0.26, 0.41, 0.33) 0.036 0.003
IOL-Research (0.59, 0.10, 0.31) (0.65, 0.05, 0.30) (0.58, 0.14, 0.29) 0.049 -0.018
Llama3-70B (0.64, 0.04, 0.33) (0.69, 0.01, 0.30) (0.59, 0.11, 0.30) 0.064 -0.024
MSLC (0.53, 0.09, 0.39) (0.55, 0.08, 0.38) (0.53, 0.10, 0.38) 0.018 -0.012
ONLINE-A (0.55, 0.09, 0.35) (0.55, 0.09, 0.36) (0.52, 0.12, 0.36) 0.009 0.007
ONLINE-B (0.59, 0.08, 0.34) (0.59, 0.07, 0.34) (0.57, 0.09, 0.34) 0.008 0.001
ONLINE-G (0.51, 0.15, 0.34) (0.50, 0.16, 0.35) (0.50, 0.15, 0.35) -0.003 0.006
ONLINE-W (0.48, 0.16, 0.36) (0.51, 0.12, 0.36) (0.28, 0.36, 0.36) 0.116 0.001
TranssionMT (0.56, 0.10, 0.34) (0.55, 0.10, 0.35) (0.52, 0.13, 0.34) 0.011 0.010
Unbabel-Tower (0.42, 0.22, 0.36) (0.47, 0.16, 0.37) (0.34, 0.32, 0.33) 0.077 -0.011

Table 7: Effect of binary gender stereotypes on the proportion of masculine (M), feminine (F ), and gender-neutral
translations (N). Subscripts denote the stereotype influencing the assumed gender of the adjective referent. The
average effect on binary gender is denoted by ∆Gavg , and the average effect on the proportion of neutral translations
is denoted by ∆Navg .
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Abstract 

Direct gender-inclusive language strategies 

represent a significant challenge for automatic 

translation systems because they often involve 

non-standard forms that systems are not trained to 

recognize or replicate accurately.  This paper aims 

to shed light on the way in which four artificial 

intelligence systems interact with Spanish 

inclusive strategies in their translation into Italian 

through case study analysis within an augmented 

translation perspective (Kornacki & Pietrzak 

2025). For this purpose, authentic academic texts 

were used, which can therefore constitute real 

translation assignments. The outputs of four AI 

systems were compared and analysed: the neural 

systems of DeepL and Google Translate and the 

generative systems of ChatGPT and Gemini.  

1 Introduction 

Direct gender-inclusive language is a discursive 

practice that introduces the use of new forms and 

strategies to make women and different non-binary 

gender identities more visible (Román Irizarry et 

al. 2025). Spanish uses split forms and gender 

doublets (los niños y las niñas, los/as 

candidatos/as), the neomorpheme -e, and 

typographic signs such as @ and x (Román 2025, 

Papadopoulos 2022). Similarly, Italian employs 

split forms and gender doublets (i bambini e le 

bambine, i/le candidati/e), the schwa (ə) as a 

neomorpheme, and the asterisk (*) as a 

typographical symbol. While gender doublets and 

the @ sign aim to make women visible within a 

binary framework, the others are intended to give 

visibility to non-binary gender identities as well 

(Escandell-Vidal 2020, Giusti 2022).  

In the Augmented Translation era, it is crucial to 

study and evaluate the performance of automatic 

translation systems to determine whether and to 
________________________________________________

© 2025 The authors. This article is licensed under a creative 
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what extent diverse gender representations are 

maintained in the process of translation (Gutt 2000, 

López 2021).  

2 Methodology 

The methodology involved three main steps: data 

collection, annotation, and analysis.  

Academic texts originally written in Spanish were 

gathered; from those specific segments were 

extracted. Segment-level analysis allowed for the 

creation of a more diverse corpus. In total, 

approximately 20 instances were collected for each 

inclusive language strategy examined: split forms, 

doublets, the neomorpheme -e, the sign @ and the 

letter x. These segments were then translated using 

four artificial intelligence systems: two neural 

translation systems (DeepL and Google Translate) 

and two generative AI systems (ChatGPT and 

Gemini). Additionally, two prompts were created 

for the last two systems: a complex one (PC) and a 

simple one (PS). Based on the few-shot prompting 

technique, the former (PC) included information 

about the translation task, namely (i) source and 

target languages, (ii) intended purpose 

(publication) and (iii) examples to guide the 

system. Specifically, it provided examples linking 

source strategies with corresponding target 

strategies. The latter (PS) included the same 

information, except for the examples.  

The translated outputs were annotated using 

UAMCorpusTool (O'Donnell 2008), and a 

taxonomy of effects was created. This taxonomy 

categorizes translation outcomes into several 

effects such as: same level of inclusivity, with 

further subdivisions that indicate whether this was 

achieved through a (non)standard linguistic 

strategy or because the equivalent in the TL is 

neutral or a common-gender noun; 

overtranslation, which marks all outputs that 

contain unnecessary inclusive language marks; 
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misinterpretation refers to erroneous interpretation 

of the machine with a consequent meaning error; 

elimination of inclusive markers that were used in 

the source text (but without omitting the word 

itself); shift in the level of inclusivity, from binary 

to non-binary and vice versa, changing 

representations arbitrarily;  morphological error 

concerns the target text, as it refers to cases in 

which the system uses a gender-inclusive mark 

without respecting the morphological constraints 

of the target language; inconsistency refers to the 

use of different gender-inclusive marks within the 

same segment; untranslated label refers to 

untranslated words; agreement error is for cases in 

which the system uses a gender-inclusive mark that 

does not agree with the other words in the phrase; 

loan word/anglicism concerns the translation of a 

word with a loan word from a language without 

grammatical gender, such as English, making it 

more inclusive. 

3 Results 

The analysis revealed significant differences 

between the generative and non-generative 

systems. 

 

DeepL and Google Translate tended to eliminate 

gender inclusive marks, including split forms and 

doublets, defaulting to masculine forms. On the 

contrary, ChatGPT and Gemini demonstrated a 

better capacity to maintain inclusivity but did so 

inconsistently. Moreover, these systems generated 

syntactical and morphological errors in some cases, 

likely due to inadequate training on direct gender 

inclusive language forms. Additionally, there were 

numerous instances of arbitrary shifts in the gender 

marking, from binary to non-binary and vice versa, 

significantly altering the represented identities. 

Finally, few-shot prompting resulted in better 

outputs compared to basic prompting, suggesting 

an interaction between prompt accuracy and 

translation accuracy.  

4 Conclusion & Future Work 

The study concludes that generative AI systems 

show greater potential for the translation of gender-

inclusive texts when guided by well-designed 

prompts, compared to neural machine translation 

systems that are not effective for this purpose as 

they tend to eliminate almost all the direct 

strategies. However, two key methodological 

limitations should be acknowledged, due to limited 

resources and the pioneer nature of the study: a) the 

annotation was conducted by a single annotator, 

preventing the calculation of the inter-annotator 

agreement and therefore limiting empirical 

validation and b) the analysis was carried out on a 

segment level, which, while useful for isolating 

specific linguistic phenomena, does not account for 

broader discourse-level or co-textual influences 

that could affect translation outputs. Future 

research should involve multiple annotators and 

adopt a document-level approach to enhance the 

reliability and generalizability of the findings. 
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Abstract 

This study investigates gender bias in the 
Dutch RobBERT-2023 language model 
using an adapted version of the HONEST 
framework, which assesses harmful 
sentence completions. By translating and 
expanding HONEST templates to include 
non-binary and gender-neutral language, 
we systematically evaluate whether 
RobBERT-2023 exhibits biased or harmful 
outputs across gender identities. Our 
findings reveal that while the model's 
overall bias score is relatively low, non-
binary identities are disproportionately 
affected by derogatory language. 

1 Introduction 

Large language models are increasingly being used 
in a wide range of natural language processing 
(NLP) tasks, from chatbots to text generation. 
However, studies have revealed the concerning 
potential for these powerful models to perpetuate 
and amplify societal biases, including gender 
biases (i.a. Rudinger et al., 2018; Zhao et al., 2018). 
Nozza et al. (2021; 2022) observed that these biases 
can also manifest in text generation, leading to the 
risk of producing sentences that are hurtful and 
steeped in gender stereotypes. 

While a growing body of research has examined 
gender bias in NLP models, the experiences and 
perspectives of transgender and non-binary 
individuals have often been overlooked (Cao & 
Daumé III, 2020). Moreover, the majority of 
studies in this domain have concentrated on 
English language models (Nozza et al., 2021). To 
address this gap, we investigate whether the state-
of-the-art Dutch RobBERT-2023 language model 
(Delobelle & Remy, 2024) exhibits biases or 

generates harmful language when completing 
templates related to binary, non-binary, and 
transgender identities. 

This study builds upon the template- and 
lexicon-based methodology from Nozza et al. 
(2021, 2022)’s work. The authors introduce the 
HONEST measure to assess harmful biases in 
language models. We adapted the HONEST 
measure for Dutch embeddings while ensuring the 
inclusion of gender non-conforming identities. 

2 Methodology 

The original HONEST dataset by Nozza et al. 
(2021) includes datasets in several languages, but 
not in Dutch. Moreover, the dataset is primarily 
focused on assessing binary gender bias. Therefore, 
the second iteration of the HONEST dataset by 
Nozza et al. (2022) attempts to incorporate a 
broader range of LGBTQIA+ identity terms. While 
this updated dataset is only available in English, it 
encompasses both gender identities and sexual and 
romantic orientations. However, sexual orientation 
biases exceed the scope of the current study. 

To create the dataset, we carefully translated the 
English templates into Dutch. The sentences were 
adapted where necessary to ensure they align with 
common Dutch expressions and phrasing. 
Additionally, the templates were made to be more 
inclusive of gender non-conforming identities. We 
crafted new templates incorporating suitable 
gender identity terms and gender-neutral or non-
binary language. Drawing from various sources, 
we engaged in a thorough process to select the most 
appropriate and widely accepted terminology. We 
consulted the Wikipedia page on Gender-Neutral 
Language in Dutch. Additionally, we turned to the 
çavaria word list, offered by the Flemish LGBTI+ 
organization çavaria. We also examined online 
queer publications, such as Expreszo, to gain 
insights from the lived experiences of non-binary 
and transgender individuals. 
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We proceeded to design a comprehensive set of 
templates that would enable a thorough evaluation 
of the model's treatment of various gender 
identities. The templates were carefully 
constructed to include masked words at the end of 
each sentence, allowing the model to fill in the 
blanks. The primary objective was to observe the 
model's completion of these sentences and 
determine whether it exhibited any specific biases 
or generated potentially harmful language. 

The RobBERT-2023 model represents the 
most recent and advanced iteration of the 
RobBERT series of Dutch language models 
(Delobelle & Remy, 2024). Its superior 
performance over other Dutch models makes it 
well-suited for the in-depth and nuanced analysis 
required to assess how effectively it represents and 
handles gender non-conforming identities. 

3 Results 

The HONEST score of 0.0434 indicates that 
approximately 4.34% of the words generated by the 
RobBERT-2023 model for gender identity 
templates were classified as hurtful according to 
the Dutch HurtLex (Bassignana et al., 2018). While 
this score is relatively low, it still indicates the 
presence of harmful language in the completions. 

To gain a more in-depth understanding of the 
distribution of hurtful language across different 
categories, we used Plotly to visualize the 
percentage of harmful words present in the model's 
completions. The resulting radar plot in Figure 1 
shows that derogatory words have the highest 
percentages. These are words with offensive and 
negative value, or slurs (cf. Bassignana et al., 
2018). For non-binary completions, the average 
percentage of derogatory terms is 4.17%, which is 
twice as high as for other gender identities (2.58% 
on average). Cisgender male and female identities 
appear equally affected by negative stereotypes 
related to professions and occupations (1.7%), 

while non-binary and trans male identities are less 
impacted. The trans non-binary gender identity 
does not seem to be targeted by harmful language. 
However, the presence of harmful language for 
other non-binary and transgender identities 
suggests the model may struggle to correctly 
process them, which presents its own challenges. 
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