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Abstract

Indigenous languages remain largely invisible
in commercial language identification (LID)
systems, a stark reality exemplified by Google
Translate’s LangID tool, which supports over
100 languages but excludes all 150 Indigenous
languages of North America. This technolog-
ical marginalization is particularly acute for
Alaska’s 20 Native languages, all of which face
endangerment despite their rich linguistic her-
itage. We present GenAlaskan, a framework
demonstrating how both large language models
and specialized classifiers can effectively iden-
tify these languages with minimal data. Work-
ing closely with Native Alaskan community
members, we create Akutaqg-2k, a carefully cu-
rated dataset of 2000 sentences spanning all 20
languages, named after the traditional Yup’ik
dessert, symbolizing the blending of diverse
elements. We design few-shot prompting on
proprietary and open-source LLMs, achieving
nearly perfect accuracy with just 40 examples
per language. While initial zero-shot attempts
show limited success, our systematic atten-
tion head pruning revealed critical architectural
components for accurate language differenti-
ation, providing insights into model decision-
making for low-resource languages. Our re-
sults challenge the notion that effective Indige-
nous language identification requires massive
resources or corporate infrastructure, demon-
strating that targeted technological interven-
tions can drive meaningful progress in preserv-
ing endangered languages in the digital age.

1 Introduction

The exclusion of Indigenous languages from main-
stream NLP technologies (Littell et al., 2018;
Moshagen et al., 2024) reflects a systemic bias
in language technology: the prioritization of high-
resource languages at the expense of linguistic di-
versity (Dash, 2024). Nowhere is this marginaliza-
tion more evident than in Alaska, a North Ameri-
can region home to 20 Native Alaskan languages
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Figure 1: An illustration of how we utilize demonstra-
tions to generalize LLMs to identify endangered native
Alaskan languages.

(Krauss, 2007), all of which are endangered (Greno-
ble, 2018; Reo et al., 2019). Despite their rich lin-
guistic heritage, these languages contend with lim-
ited digital resources and minimal computational
support (Jensen, 2020).

This technological invisibility is exemplified by
Google Translate’s widely used Language Identifi-
cation (LangID) tool (Caswell et al., 2020), which
supports over 100 languages but completely ex-
cludes all approximately 150 Indigenous languages
of North America. As a result, Native Alaskan lan-
guages lack even the most fundamental capability
and dignity of being identified online. Address-
ing this gap demands generalizable' NLP models
capable of processing languages in extreme low-
resource settings (Mager et al., 2018; Yang et al.,
2025b). We posit that acknowledging a language
begins with the ability to accurately identify it,
as visibility is the first step toward inclusion.

'This paper is positioned in response to ACL 2025 Special
Theme: Generalizable NLP Models, as a demonstration piece
to raise awareness for endangered Native Alaskan languages.
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Figure 2: GenAlaskan’s three-part contributions: 1. Information Gathering (Manual dataset, synthetic data generation
pipeline) 2. Model Generalization (Zero-shot vs Few-shot prompting, LM Fine-tuning) 3. Community Engagement

and Support.

To address this challenge, we introduce
GenAlaskan, a generalizable framework for iden-
tifying all 20 Native Alaskan languages. Our
work begins with creating Akutaq-2k?, the first
comprehensive digital dataset of Native Alaskan
languages, comprising 2000 sentences evenly dis-
tributed across all 20 languages. Building on this
foundation, we develop two complementary ap-
proaches (Figure 2): (1) Few-shot prompting with
Large Language Models (LLMs) and (2) Fine-
tuned classification with XLM-RoBERTa. While
initial zero-shot attempts with LLMs shows lim-
ited success, our few-shot prompting approach
achieves nearly 100% accuracy on proprietary and
open-source LL.Ms, demonstrating effective gen-
eralization to extreme low-resource settings. In
parallel, our fine-tuned XLLM-RoBERTa classifier,
enhanced through targeted attention mechanism op-
timization, achieves robust performance even with
limited training data.

By showing that both large-scale LLMs and
smaller fine-tuned models can generalize ef-
fectively to highly endangered languages, we
challenge the notion that only large institutions
can address Indigenous language identification.
Our lightweight, generalizable approach succeeds
where mainstream technology communities have
overlooked, proving that meaningful progress in In-
digenous language technology can be illuminated
by an enduring voice.

2 Related Work

Research on NLP applications for Native Alaskan
languages remains limited, with most efforts
focusing on data documentation (McMillan-
Major, 2023) and community-driven revitalization

*Named after akutaq (’auk-goo-duck’), a traditional Yup’ik
frozen dessert symbolizing the blending of diverse elements.
Just as akutaq nourishes generations, this dataset unifies and
preserves Native Alaskan languages in the digital age.

(Dementi-Leonard and Gilmore, 1999; Counceller,
2012; Jennings, 2024) rather than computational
modeling (Surma and Truong, 2023). Prior work
in the NLP domain has described a repository of
example sentences in three endangered Athabas-
can languages (Koyukon, Upper Tanana, Lower
Tanana) (Nordhoff et al., 2016) and how they can
be used by researchers and teachers, as well as
a new online Akuzipig-English dictionary (Hunt
et al., 2023). Out of the 20 Native Alaskan lan-
guages, Yupik appears to be the language with the
most amount of existing research interest; prior
work includes a case study (Chen, 2019), online
dictionary (Hunt et al., 2019), as well as efforts
to improve morphological analysis (Chen et al.,
2020). Most of the other languages remain unex-
plored within the context of NLP.

In the broader context of endangered language
identification, mainstream LangID tools offer lim-
ited or inconsistent support for Native Alaskan lan-
guages, as summarized in Appendix D. Notably,
only GlotLID (Kargaran et al., 2023) features sup-
port for certain Native Alaskan languages, specifi-
cally Central Yupik, Gwich’in, Haida, and Inupiaq.
Meanwhile, Yang et al. (2025¢) introduced a novel
approach for detecting Native American languages
by leveraging linguistic similarities. Using a Ran-
dom Forest classifier (Hastie et al., 2009) trained on
a 10k dataset of Navajo and 20 languages misiden-
tified by Google Translate’s LangID (Caswell et al.,
2020), they developed a system that not only iden-
tified Navajo with near-perfect accuracy but also
generalized to classifying other Athabaskan lan-
guages as Navajo. This methodology demonstrated
that even with limited training data, statistical learn-
ing approaches can achieve high accuracy in en-
dangered language identification, reinforcing the
potential for generalizable models in low-resource
linguistic settings (Alvarez et al., 2025; Yang et al.,
2025a).
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Figure 3: Family tree for Native Alaskan languages, cat-
egorized into roughly four families: Inuit-Aleut, AET,
Haida, and Tsimshianic.

3 Native Alaskan Language Landscape

Overview Alaska is home to 20 Indigenous lan-
guages (Krauss, 2007), each carrying deep cultural,
historical, and epistemological significance (Reo
etal., 2019). As shown in Figure 3, these languages
can be categorized into four major families: Inuit-
Aleut, Athabaskan-Eyak-Tlingit (AET), Haida, and
Tsimshianic. The Inuit-Aleut family (Allen and
Crago, 1992), spoken across the Arctic regions
of Alaska, Canada, and Greenland, includes lan-
guages such as Inupiaq and Central Alaskan Yup’ik,
which are polysynthetic, encoding rich semantic
information within complex word structures. The
AET family (Krauss, 1986), which shares linguis-
tic ancestry with Navajo and other Athabaskan
languages of the Southwest, includes Gwich’in
and Dena’ina, which feature intricate tone systems
and highly agglutinative morphology. Haida (Mar-
tineau, 2002), spoken in Southeast Alaska, remains
linguistically isolated, with debates over its clas-
sification, while Tsimshianic languages (Forbes,
2023), such as Coast Tsimshian and Sm’élgyax,
exhibit complex verbal morphology and sound sys-
tems distinct from neighboring families. Figure 5
shows a overall geographical distribution of this
languages on a map of Alaska.

Endangered Status All 20 native Alaskan lan-
guages are endangered (Krauss, 1996), as visu-
alized in Figure 4. Eyak is extinct (Naeem-
ur Rehman and Abbas, 2024), while Haida,
Tsimshian, and Tlingit are critically endangered
(Adamou, 2024), spoken by only a handful of el-
derly speakers. Dena’ina, Gwich’in, Tanacross,

EGIDS for Alaskan Native Languages
educational s

5.0%

threatened ey
10.0%
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10.0%
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shifting

Figure 4: The Expanded Graded Intergenerational Dis-
ruption Scale (EGIDS), an attempt to measure language
vitality by assessing how the language is used, of 20
Alaskan native languages. Color intensity corresponds
to the severity of lost vitality. The severity ranking is
dormant > nearly extinct > moribund > shifting > threat-
ened > educational.

Figure 5: A map of Alaskan languages colored by sec-
tion. This figure is sourced from https://www.uaf.
edu/anlc/languages-move/languages.php.

Ahtna, Hédn, Koyukon, Upper Kuskokwim, Tanana,
Upper Tanana, Holikachuk, and Deg Xinag are
classified as severely endangered (Grenoble and
Ignatieva, 2024), with very few fluent speakers re-
maining, primarily among older generations. Unan-
gax (Aleut), Alutiiq (Sugpiaq), Siberian Yupik, and
Inupiaq, though still spoken, are considered endan-
gered due to declining intergenerational transmis-
sion (Panova, 2024). Central Alaskan Yup’ik, the
most widely spoken with approximately 10,000
speakers (Mithun, 2024), remains threatened as
younger generations increasingly shift to English.
The obsoletion of any of these languages would
represent an irreversible cultural and historical loss
(Pakendorf, 2024).
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4 Native Alaskan Languages Dataset

Challenges of Existing Resources Existing
datasets for Native Alaskan languages are scarce,
with most existing linguistic resources being lim-
ited to online dictionaries (Hunt et al., 2019, 2023),
and small corpora from language preservation ini-
tiatives. Some documentation exists through uni-
versity archives (Coronado and Zavalina, 2024),
language revitalization programs (Jia, 2024), and
community-driven efforts (Lidubwi and Ndavula,
2025), but these are often fragmented and not read-
ily accessible for computational use. The absence
of standardized, publicly available corpora has hin-
dered progress in NLP for these languages.

Manual Curation via Online Community To
address this gap, we manually curate a dataset by
collecting publicly available sentences from on-
line sources? (Indians.org, 2025; Museum, 2025;
of Alaska Fairbanks, 2025; Languages, 2025), in-
cluding linguistic documentation, educational re-
sources, and community-driven language projects.
Each language was represented with 100 sentences,
ensuring coverage of different linguistic structures.
The data was organized into a spreadsheet, with
each row containing a Native Alaskan language
sentence and its corresponding label.

Synthetic Data Pipeline Given the limited avail-
ability of existing data, we initiate the development
of a synthetic data expansion pipeline to generate
additional high-quality data for endangered Na-
tive Alaskan languages, using a combination of
few-shot prompting and language-specific tailored
instructions*. As proof of concept, we test this ap-
proach on Ahtna, one of our 20 languages, by using
GPT-4o to generate new Ahtna-English sentence
pairs based on a few-shot prompting setup. Our
process involved validating GPT-generated trans-
lations against real Ahtna sentences using Leven-
shtein similarity scoring, ensuring that the model
only initialized synthetic data generation when a
similarity of 50% or higher was achieved, as shown
in Figure 6. Preliminary results show that GPT-40
can generate Ahtna text with reasonable fidelity,
though certain phonetic and grammatical incon-
sistencies remain, highlighting the need for fur-
ther refinement and human validation. Moving for-
ward, this pipeline will be extended to other Native

3 All dataset citations are provided in the GitHub repository;
link provided in Ethics section.
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Figure 6: Our synthetic data generation framework.

Alaskan languages, integrating iterative refinement
and community validation to ensure authenticity
and usability. Our goal is to create scalable, ethi-
cally sourced synthetic data that not only supports
model training but also contributes to broader lan-
guage preservation and revitalization efforts.

5 Generalization of LLMs for Native
Alaskan Language

5.1 Evaluation Setup

We evaluate whether a few-shot prompting ap-
proach using LLMs can significantly improve lan-
guage identification for Native Alaskan languages
compared to their zero-shot performance. Our
goal is to determine how few-shot prompting could
bridge the gap between large commercial LLMs
and specialized solutions for low-resource lan-
guages. To achieve this, we test three models,
namely GPT-40, GPT-40-mini, and LLaMA-3.2-
3B, on their ability to identify 20 Native Alaskan
languages with minimal prior exposure. The evalu-
ation uses a dataset of 2,000 sentences evenly dis-
tributed across 20 languages, with 100 sentences
per language. We adopt a 3-4-3 split, dividing the
sentences into three phases: 1. Zero-shot phase:
Models classify 30 sentences per language without
any prior exposure. 2. Few-shot phase: Models re-
ceive 40 labeled examples per language to learn lin-
guistic patterns and features. 3. Validation phase:
The models test on 30 new, unseen sentences per
language to assess how well they generalize after
few-shot prompting. Each sentence is presented in
isolation, without metadata or transliteration, forc-
ing the models to rely solely on linguistic features

6968



Language GPT-40 GPT-40 Mini LLaMA3.2-3B
Zero-S Few-S Zero-S Few-S Zero-S Few-S
Siberian Yupik 0.000 1.000 0.000 1.000 0.000 1.000
Alutiiq 0.100 1.000 0.000 0.967 0.000 1.000
Deg Xinag 0.300 1.000 0.000 1.000 0.000 0.967
Gwich’in 0.167 1.000 0.000 1.000 0.000 0.967
Haida 0.767 1.000 0.000 1.000 0.000 1.000
Holikachuk 0.000 1.000 0.000 0.967 0.000 1.000
Eyak 0.033 1.000 0.000 1.000 0.000 1.000
Tanacross 0.000 1.000 0.000 0.967 0.000 0.967
Han 0.033 1.000 0.000 0.967 0.000 0.933
Lower Tanana 0.000 1.000 0.000 0.900 0.000 1.000
CA Yup’ik 0.067 1.000 0.000 1.000 0.000 1.000
Ahtna 0.000 1.000 0.000 0.967 0.000 1.000
Tlingit 0.600 1.000 0.133 1.000 0.033 0.967
Aleut 0.533 1.000 0.000 1.000 0.000 1.000
Inupiaq 0.067 1.000 0.000 1.000 0.000 1.000
Tsimshian 0.000 1.000 0.000 0.933 0.000 1.000
Dena’ina 0.000 1.000 0.000 0.967 0.000 1.000
Upper Tanana 0.000 1.000 0.000 0.933 0.000 0.967
Koyukon 0.000 1.000 0.000 1.000 0.000 1.000
Upper Kuskokwim 0.000 1.000 0.000 1.000 0.000 1.000

Table 1: Zero-shot (Zero-S) and few-shot (Few-S) clas-
sification performance across 20 Native Alaskan lan-
guages for GPT-40, GPT-40 Mini, and LLaMA3.2-3B.

for classification. The prompt is carefully designed
to elicit a direct response, and requires the model to
return only the language name without explanation
or reasoning. By comparing zero-shot and few-shot
performance, we quantify the extent to which in-
context learning improves language identification
in extremely low-resource settings.

5.2 Zero-shot Evaluation

Zero-shot performance across 20 Native Alaskan
languages (Table 1) reveals significant variation
among GPT-40, GPT-40-mini, and LLaMA-3.2-
3B. In this evaluation, each model classifies 30
sentences per language without prior exposure, sim-
ulating a real-world zero-shot scenario.

GPT-40 demonstrates the best zero-shot perfor-
mance, achieving moderate accuracy for certain
languages such as Haida (0.767), Aleut (0.533),
and Tlingit (0.600). This suggests that GPT-40’s
broad pretraining data may contain partial exposure
to linguistic features related to Native Alaskan lan-
guages, allowing it to recognize structural patterns.
However, its overall performance remains inconsis-
tent, with many sentences misclassified into more
widely spoken languages, highlighting the lack of
fine-grained distinctions required for accurate clas-
sification in extremely low-resource settings.

GPT-40-mini, by contrast, struggles significantly,
with near-zero accuracy for most languages. Opti-
mized for efficiency and conversational tasks rather
than linguistic recall, it frequently defaults to incor-
rect or generic classifications. This highlights a fun-
damental limitation of smaller, instruction-tuned
models in tasks that require implicit linguistic pri-
ors and specialized knowledge.

LLaMA-3.2-3B also struggles in zero-shot set-
tings, achieving performance comparable to GPT-
4o0-mini. The highest accuracy observed just 0.033
for Tlingit. Despite its poor zero-shot performance,
LLaMA-3.2-3B shows remarkable improvement
in the few-shot phase, where it achieves accuracy
levels comparable to GPT-40 and significantly sur-
passes GPT-4o0-mini. This highlights the potential
of open-source models when supplemented with
minimal supervision.

5.3 Few-shot Evaluation

Introducing 40 labeled examples per language in
the few-shot phase leads to a dramatic improve-
ment in performance across all three models. After
this exposure, GPT-40, GPT-40-mini, and LLaMA-
3.2-3B achieve near-perfect accuracy for most lan-
guages (Table 1), demonstrating that even minimal
in-context learning is sufficient for these models to
generalize effectively.

LLaMA-3.2-3B, in particular, transforms from
near-zero performance in zero-shot to matching
GPT-40 in few-shot settings. Languages such as
Alutiiq, Holikachuk, and Central Alaskan Yup’ik
reach perfect accuracy (1.000), underscoring its
strong capacity to generalize with limited supervi-
sion. This suggests that open-source models can
rival or even surpass commercial LLMs when given
the right support.

GPT-40-mini also improves significantly but still
lags slightly behind GPT-40 and LLaMA-3.2-3B
for certain languages (e.g., Deg Xinag: 0.967,
Han: 0.933). Despite this, it demonstrates that
even smaller models can achieve meaningful results
when provided with targeted few-shot prompting.

These results highlight the adaptability of LLMs
with minimal examples, proving that few-shot in-
context learning can bridge the gap for languages
lacking adequate pretraining data. While some
misidentifications remain, additional fine-tuning
and dataset expansion offer clear paths for improve-
ment. This experiment demonstrates that GPT-40
and LLLaMA-3.2-3B can rapidly learn and gener-
alize to all 20 Native Alaskan languages through
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Pruned Performances After Pruning
Attention .
Head ACC CE Frec pye
Head 1 0413 1767 0400 0413
Head 2 0428 1.857 0402 0428
Head 3 0348 1982 0.325 0.348
Head 4 0.300  1.951 0.281 0.300
Head 5 0355 1902 0.342 0355
Head 6 0418 1.798 0.396 0418
Head 7 0333 1939 0316 0.333
Head 8 0268 2.077 0.249  0.268
Head 9 0392 1.819 0358 0.393
Head 10 0363 2.097 0.335 0362
Head 11 0.358 2.031 0342 0358
Head 12 0450 1.750 0421 0450

Table 2: Performance of zero-masking different atten-
tion heads in XLM-R classifier on 20 Native Alaskan
languages. We report Accuracy (ACC), Cross-Entropy
(CE), Macro-F (F["*¢), and Micro- I} (Flmic).

a structured few-shot setup, offering a scalable,
resource-efficient solution for low-resource lan-
guage identification. By leveraging few-shot adap-
tation, we provide a replicable framework for ex-
panding NLP to other endangered languages, pro-
moting greater linguistic inclusivity worldwide.

6 Small LM for Native Alaskan Language
6.1 Evaluation Setup

The goal of this experiment is to assess how a
multilingual transformer model, XLM-RoBERTa,
performs in identifying Native Alaskan languages,
and to analyze the importance of specific attention
heads in the classification process. In addition to
baseline classification, we introduce an attention
head pruning mechanism to determine whether cer-
tain heads were crucial for distinguishing between
these low-resource languages and whether their
removal affects model performance. 1. Dataset
and Preprocessing. The dataset consists of 2,000
labeled sentences, evenly distributed across 20 Na-
tive Alaskan languages. This dataset is the same
used in the previous zero-shot and few-shot eval-
uations. To ensure a balanced and representative
evaluation, we perform a stratified split, allocat-
ing 80% of the data for training and 20% for test-
ing. The dataset is converted into a Hugging Face
Dataset format for compatibility with transformer-
based training pipelines. 2. Model and Training.
We use the XLM-RoBERTa-base model, a multi-
lingual transformer pretrained on a wide range of
languages, but with no explicit exposure to Native

Alaskan languages. The model is fine-tuned as a se-
quence classifier, where each input sentence is clas-
sified into one of the 20 language labels. Tokeniza-
tion is handled using the XLMRobertaTokenizer,
with input sequences truncated to a maximum
length of 128 tokens. Training is conducted us-
ing a learning rate of le-5, a batch size of 32, and
100 training epochs to ensure convergence while
preventing overfitting.

To analyze the role of individual attention heads
in language identification, we implement an atten-
tion pruning mechanism by selectively disabling
individual heads in all self-attention layers. For
each head, the corresponding query, key, and value
weights are set to zero, effectively removing its
contribution during inference. The model’s perfor-
mance is evaluated before and after pruning each
head, allowing us to observe the impact on accu-
racy, precision, recall, F1 score, and cross-entropy
loss. The results of the pruning experiment are pre-
sented in Table 2 and Figure 7, highlighting how
pruning specific heads affects language classifica-
tion performance.

6.2 Evaluation Metrics

To quantify the effect of attention head pruning, we
evaluate standard multi-class classification metrics:
accuracy, macro-F1, micro-F1, and cross-entropy
loss. Accuracy provides a general measure of over-
all performance, while macro-F1 and micro-F1
offer more nuanced insights. Macro-F1 captures
per-class performance by giving equal weight to
each language class, making it suitable for unbal-
anced datasets. In contrast, micro-F1 aggregates
all instances and reflects the model’s overall ability
to distinguish between languages. Cross-entropy
loss measures the model’s confidence in its predic-
tions and penalizes incorrect classifications based
on the predicted probability assigned to the true
class. Lower cross-entropy loss indicates higher
confidence and better performance. Detailed math-
ematical formulations for these metrics are pro-
vided in Appendix A. These definitions include
how accuracy, macro-F1, and micro-F1 are com-
puted, along with the formula for cross-entropy
loss in this task.

6.3 Pruning Analysis and Model Results

To investigate the role of individual attention heads
in language classification, we evaluate the XLLM-
RoBERTa classifier before and after pruning each
head. Table 2 summarizes the impact of pruning
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Figure 7: Heatmaps of I scores and Recalls for language classes with each attention head pruned.

each head on accuracy, cross-entropy loss, and F1
scores. The heatmaps in Figure 7 provide a visual
representation of F1 and recall scores across all
20 languages for each pruned head. Overall, prun-
ing attention heads does not degrade performance
uniformly. For most heads, the model shows re-
silience, maintaining consistent accuracy and F1
scores. However, specific heads play crucial roles
for certain language classes, while others appear
to introduce noise. 1. Head 8 demonstrates the
most significant performance drop. After pruning
Head 8, accuracy falls to 0.268, Macro-F1 drops to
0.249, and cross-entropy increases to 2.077. This
indicates that Head 8 is essential for distinguishing
multiple languages, and its removal disrupts key
patterns. In contrast, pruning Head 12 results in
the best overall performance, with an accuracy of
0.450 and a Macro-F1 score of 0.421, suggesting
that this head contributes minimally or helps stabi-
lize predictions. 2. Language Class 8 (Tanacross)
shows high sensitivity to Head 2 and Head 11.
Pruning either of these heads causes a sharp decline
in F1 and recall, as reflected in the heatmaps. This
confirms that these heads capture critical linguistic
features for identifying Class 8. Interestingly, for
Language Class 15, which generally has poor per-
formance, pruning Head 6 improves both F1 and
recall scores, implying that this head may introduce
noise or irrelevant patterns. These results suggest
that attention patterns in XLM-RoBERTa are both
specialized and distributed. While certain heads
are crucial for specific languages, others can be
pruned without degrading performance. This opens
up possibilities for using attention pruning as a
regularization technique to improve model gener-
alization and reduce complexity in low-resource
language settings.

7 Applicability and Community Feedback

The ability to accurately identify endangered lan-
guages extends beyond NLP research. It is fun-
damental to digital preservation, automated tran-
scription, and educational tools for revitalization.
By demonstrating that large language models can
recognize Native Alaskan languages with minimal
supervision, we lay the groundwork for automatic
subtitling, real-time translation, and Indigenous lan-
guage integration in voice assistants, ensuring their
presence in the digital age. Yet, dignity and recog-
nition are just as vital as technological progress
(Bird, 2020). Language is identity, and its digital
presence affirms its legitimacy and survival. To
uphold transparency, ethics, and community re-
spect (Bird, 2024), we engage with Native Alaskan
speakers through informal discussions and three
formal interviews to seek guidance on our research
direction. Interviewees were compensated, and
with full permission, one transcript (with identify-
ing information redacted) is included in Appendix
H, featuring a Kenaitze Indian Tribe member from
Anchorage, AK.

Community members reacted with shock and
frustration, assuming that major commercial lan-
guage technologies would already support at least
some Native languages, especially widely spoken
ones like Navajo, yet they found no such inclusion.
Many express that if a small team with limited
resources could develop a working language iden-
tification system, then large corporations with far
greater infrastructure could do so effortlessly, but
have simply chosen not to. One of our team mem-
bers likened this deliberate exclusion to creating a
map while knowingly erasing entire regions where
people live. This absence of technological support
not only marginalizes these languages but also re-
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munity initiates a positive feedback loop.

inforces the systemic neglect that has historically
threatened their survival.

Beyond this study, we are in discussions with a
commercial language translation company special-
izing in endangered languages, whose fairly com-
pensated linguists ensure that knowledge is shared
with respect and care. While we hope to actively
collaborate, human validation remains costly, and
sustainable preservation efforts require institutional
support. Greater visibility for this work is essential,
not just to advance research but to foster the recog-
nition and funding necessary to make meaningful,
long-term contributions. By demonstrating the fea-
sibility of lightweight, generalizable approaches,
we hope to inspire broader engagement and invest-
ment in Indigenous language preservation, ensur-
ing that these languages remain not just studied,
but actively supported in the digital age. Some re-
flection of the real-life applicability of our work
is featured in Appendix B. Additional cultural and
linguistic context for the Native Alaskan languages
covered is provided in Appendix G.

8 Future Work

While this study establishes the effectiveness of
few-shot prompting for Native Alaskan language
identification, several avenues remain for future
exploration. Expanding this approach to other In-
digenous and endangered language families, such
as Athabaskan languages beyond Alaska or other
Arctic and circumpolar languages, would further
test its scalability and reinforce its generalizability
(Appendix F). Additionally, future work should fo-
cus on developing more sophisticated techniques
specifically tailored to Native Alaskan languages,
such as incorporating linguistic structure, phonetic

features, or community-driven validation methods
to refine model performance. Beyond identifica-
tion, integrating LLMs into active language revi-
talization efforts, including machine translation,
speech synthesis, and interactive learning tools,
could support broader accessibility and digital en-
gagement. Ultimately, our findings challenge the
assumption that resource-intensive methods are
necessary for language technology development.
Instead, we demonstrate that lightweight, targeted
approaches can empower underrepresented lan-
guages, paving the way for a more inclusive and
linguistically diverse NLP landscape.

9 Conclusion

The exclusion of Native Alaskan languages from
commercial language technologies is not due to
insurmountable technical barriers but rather a lack
of initiative. While discussions on language preser-
vation are widespread, few efforts translate into tan-
gible action. We show that generalizable NLP ap-
proaches, such as few-shot prompting with LLMs
and fine-tuned classification with XLM-RoBERTa,
can effectively identify these languages without re-
quiring extensive data or corporate-scale resources.

Critically, action does not have to be costly or
unattainable. In an academic setting, lightweight,
targeted approaches can make a significant impact,
and our results show that even minimal supervi-
sion enables high-accuracy language identification.
The continued neglect of these languages in main-
stream NLP is a choice, not a necessity. If a small
team with limited resources can make meaningful
progress, then large-scale institutions and research
communities have no excuse for inaction. The
level of interest in endangered language technol-
ogy makes this work not only relevant but highly
achievable. Generalizable NLP methods provide
a viable pathway for expanding linguistic inclu-
sion, and there is no reason this work should not
be extended further.

We call on the NLP community to move beyond
discussion and take concrete steps, whether by ex-
panding datasets, refining models, or collaborating
with Indigenous speakers, to ensure that these lan-
guages are not just studied, but actively supported.
By acknowledging and integrating Indigenous lan-
guages into technological spaces, we take a nec-
essary step toward recognition, revitalization, and
digital survival.
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Limitations

While our study demonstrates that few-shot prompt-
ing and fine-tuned classification can effectively
identify Native Alaskan languages, several limi-
tations remain. Our 2000-sentence dataset, while
comprehensive, does not capture the full linguis-
tic diversity of these languages, including dialectal
variations. Additionally, LLMs like GPT-40 inher-
ently rely on pre-training data we cannot fully con-
trol, making it unclear how much prior knowledge
influences their performance. Our XLM-RoBERTa
fine-tuning and attention pruning provide insights
into model decision-making but do not fully ex-
plain the linguistic features driving classification.
Finally, while we engaged with Native Alaskan
speakers for feedback, further human validation
from fluent speakers is needed to assess model
outputs with greater linguistic accuracy. Address-
ing these gaps requires broader collaboration, ex-
panded datasets, and deeper community involve-
ment to ensure computational methods truly sup-
port language preservation efforts.

Ethics

Our work prioritizes the ethical and respectful treat-
ment of Native Alaskan languages and communi-
ties, recognizing that computational research on
endangered languages must be conducted with care.
We actively engaged with Native Alaskan speak-
ers, incorporating their insights through informal
discussions and formal interviews to ensure our
research aligns with community perspectives. In-
terviewees were compensated fairly, and all shared
data was used with full consent and transparency.
We acknowledge that language is deeply tied to
identity and cultural sovereignty. Any computa-
tional approach must serve, not exploit, Indigenous
communities. While our models demonstrate tech-
nical feasibility, they are not a substitute for human
expertise and community-driven revitalization ef-
forts. Future work must prioritize collaborative
validation, data ownership, and ethical data col-
lection, ensuring that linguistic technology bene-
fits Indigenous speakers first and foremost. Our
manually-curated dataset and code has been made
available at https://github.com/ivoryayang/
GenAlaskan.
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A Evaluation Metrics Details

This section provides detailed mathematical for-
mulations for the evaluation metrics used to assess
the impact of attention head pruning on the XLM-
RoBERTa classifier.

A.1 Accuracy

Accuracy is the proportion of correctly classified
instances out of the total samples. Mathematically,
it is defined as:

>ty 15 == wi)

Accuracy = i ,

where M is the total number of samples, Y =
[U1, U2, ---, Unr] is the list of predicted classes, and
Y = [y1, Y2, ..., yar] is the list of true labels.

A.2 Macro-F1 and Micro-F1

The F1 score is a harmonic mean of precision and
recall. For each class c, precision and recall are
defined as:

TP,

TP
Pc = ) -
TP, + FP,.

R,=—"° .
¢ TP.+ FN,

The Macro-F1 score averages the F1 scores
across all classes:

N

1 2-P. R,
M -F1 = — _
acro N; 7.1 R,

Micro-F1 aggregates all instances before comput-
ing the F1 score:

25 TP,

Micro-F1 = .
2> . TP.+> FP.+ > .FN,

A.3 Cross-Entropy Loss

Cross-entropy loss penalizes incorrect classifica-
tions by considering the predicted probability as-
signed to the true class:

1M N
Cross-Entropy = — Vi Z Z Yi,clog pi c,

i=1 c=1

where p; . is the predicted probability for class c,
and y; .. is the true label for sample i.

B Real Life Applicability
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Lack of native american languages on Google
translate. Their is none.

| would like to know why their is no native american language options for translations to help
people communicate to native american in their cultural language and to help English
speakers or others learn the language better it would be amazing to include Cree, Ojibway,
Inuktitut, Mi'kmag, Dene, and Atikamekw. Language translations vice versa in the google
translate app as | feel this is separating a whole culture of people and preventing others from
communicating better and contributing to the Language being lost in Canada. As | believe it's
an important thing to include these people and their language if your going to be a translation
app to help people and make their life easier. Just a tip and advice. I'd like to see it happen
soon. Thank you

Details
Other, The Translate app (Android), Chrome

Reply | have the same question (1) Subscribe

Figure 9: Community member on Google Translate Help Forum questioning the lack of support for Native American
Languages. Name is covered for privacy, although this was taken from a public domain.

How Indigenous engineers are using Al to
preserve their culture

Indigenous lan rapidly disappearing, and Al could help preserve them, according to

Indigenous tec

Figure 10: NBC News article on Indigenous engineers
incorporating Al
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C Simple Approaches Work Best

Recent NLP research has shown that the simplest
approaches often work best. Minimal interventions
can yield strong results, making NLP more accessi-
ble and reducing reliance on costly resources. By
embracing simplicity, we democratize language
technology, ensuring that impactful solutions are
within reach for all communities. Our work follows
this tradition, proving that progress in NLP isn’t
about complexity, but about what truly works.

Is It Navajo? Accurate Language Detection in L

Ivory Yang, Weicheng Ma, Chunhui Zhang, Soroush Vosoughi

Figure 11: NAACL 2025 paper (Yang et al., 2025c) on a
simple yet highly effective Random Forest classifier for
Navajo, demonstrating its ability to generalize to other
endangered Athabaskan languages within the same lin-
guistic family.

s1: Simple test-time scaling

Niklas Muennighoff ' 3* Zitong Yang"! Weijia Shi“2? Xiang LisaLi"' LiFei-Fei' Hannaneh Hajishirzi2?
Luke Zettlemoyer > Percy Liang' Emmanuel Candés' Tatsunori Hashimoto !

Figure 12: A recent Stanford paper (Muennighoff
et al., 2025) explores the impact of appending "wait" in
prompts, an incredibly simple approach that, with just
30 minutes of training and $30, achieved performance
on par with ol models.

D LID System Coverage

LID Type Native Alaskan Notes
Language
Google LanglD — 97 languages
GlotLID Central Yupik, 2102 languages
Gwich’in, Haida,
Inupiaq
MadLAD - 419 languages
FastText-LID - 176 languages
WhatLang - 69 languages
LangDetect - 55 languages

Table 3: Native Alaskan language coverage across pop-
ular LID systems.
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E Prompt Details

You are a linguistics expert who knows every single
language that exists in this world. What language
is this sentence in? Sentence: sentence. Reply with
only the language itself and nothing else.

2 You are a linguistics expert who knows every single

language that exists in this world. What language is
this sentence in? Sentence: {sentence}. Reply with
only the language itself and nothing else.

{language name}

Figure 13: The textual format for zero-shot promoting.

F Generalization to Other Languages

We have conducted preliminary experiments on
other small-scale endangered languages, including
Native American Apache, with promising early-
stage results. These initial findings suggest that
our generalizable approach could extend beyond
Native Alaskan languages, reinforcing the potential
for scalable, data-efficient language identification
in other low-resource linguistic settings.

G Cultural Background

Language is deeply intertwined with culture, his-
tory, and identity. We believe it is important to
share the symbols, stories and imagery and reflect
the rich traditions of Native Alaskan communities,
many of which are featured in our work above. By
including these references, we seek to provide read-
ers with a broader cultural context. Understanding
language goes beyond syntax and semantics, it is a
gateway to the histories, values, and worldviews of
the people who speak it.

H Interview Transcripts

Below is a transcript of one of our interviews with
a member of the Native Alaskan community, with
their identity and personal information redacted.
We received their full permission to release this
transcript in its entirety.

"https://sweetstateofmine.blogspot.com/2011/
05/alaska-akutaq-eskimo-ice-cream.html

2https://www.alaskaphotographics.com/
alaska-photo-articles/ptarmigan-photos/

3https://nativeplantspnw.com/
sitka-spruce-picea-sitchensis/

A little bit of mix of
everything

F LG

Alaska Flag: Guidance and hope
through the North Star

Alaska Tree: Strength,
endurance, and protection

Figure 14: Alaska symbols: Akutaq', willow ptarmigan
bird?, Alaska flag, and Sitka Spruce®.

Name: [Redacted]
Affiliation: Kenaitze Indian Tribe
Hometown: Anchorage, Alaska

What are your ties to Alaska / connections to Native Alaskan language?

I was bom in Anchorage, AK, and have Native Alaskan ancestry (Kenaitze Indian tribe, Dena’ina
language). My very first words as a baby were actually in the Dene dialect. My great grandmother was
fully Native and spoke the language alongside English. My grandmother knows a few words, and my
‘mother does not speak the language. As my great grandmother was my caretaker during my early years, I
grew up with that language in my childhood environment. However, I no longer know how to speak the
language, and my great grandmother has since passed.

What can AT do for the revitalization of endangered languages?
Bringing back structure of language, reconstructing that language. There exists word-level data, but
language structure knowledge has been largely lost. In the villages in Alaska, some people still speak the
Native language, but the city people usually do not. The attitude is that these languages are slowly being
forgotten, but we have English anyway, and maybe there are other easier ways to preserve culture so at
some point we should just give up.

How are current Al technologies for endangered languages, including Native Alaskan languages?
T know Duolingo supports Navajo, and maybe ChatGPT can help with endangered languages? The effect
probably wouldn’t be good in terms of accuracy though.

What are your thoughts on Google Translate not supporting any Native American or Alaskan
language?

It s interesting that they don’t support Navajo, because I know that is a very prominent language.
However, 1 am not surprised as a whole, because I think there are about 270 Native American tribes, and
half of these are Alaskan. It can be hard to ask a major corporation to create identification tools that cover
every single language, given the scope of the task and the lack of data.

‘We made a language identification tool for endangered Native Alaskan languages. How do you
think this tool can be used in real life? (this was explained in greater detail 10 them)

Well that's amazing! It can be used in response to Google Translate not supporting Native Alaskan
languages. I would personally use this tool if it were publicly available, to identify existing text online.

Figure 15: Interview Transcript with a member of the
Native Alaskan community.
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I K-Fold Sampling

To address concerns regarding the use of a small
fixed test set, we conduct a 5-fold cross-validation
using our complete dataset (100 sentences per lan-
guage across 20 Native Alaskan languages). For
each fold, we use up to 40 examples per language
in the few-shot prompt and evaluated on the re-
mainder. The folds rotated the held-out test set to
ensure coverage of the entire dataset.

Language Accuracy Language Accuracy
Siberian Yupik 0.960 Lower Tanana 0.970
Alutiiq 0.920 Central Alaskan Yup’ik 0.980
Deg Xinag 0.970 Ahtna 0.980
Gwich’in 0.990 Tlingit 0.990
Haida 1.000 Aleut 0.950
Holikachuk 0.930 Inupiaq 0.980
Eyak 1.000 Tsimshian 0.900
Tanacross 0.950 Dena’ina 0.990
Hén 0.950 Upper Tanana 0.990
Upper Kuskokwim 0.930 Koyukon 0.980

Table 4: Accuracy scores from 5-fold cross-validation

using GPT-40 few-shot prompts.
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