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Abstract
Identifying linguistic bias in text demands the
identification not only of explicitly asserted
content but also of implicit content includ-
ing presuppositions. Large language models
(LLMs) offer a promising automated approach
to detecting presuppositions, yet the extent to
which their judgments align with human intu-
itions remains unexplored. Moreover, LLMs
may inadvertently reflect societal biases when
identifying presupposed content.

To empirically investigate this, we prompt mul-
tiple large language models to evaluate presup-
positions across diverse textual domains, draw-
ing from three distinct datasets annotated by
human raters. We calculate the agreement be-
tween LLMs and human raters, and find several
linguistic factors associated with fluctuations in
human-model agreement. Our observations re-
veal discrepancies in human-model alignment,
suggesting potential biases in LLMs, notably
influenced by gender and political ideology.

1 Introduction

Linguistic acts do not communicate only what is
explicitly said, but also implicit assumptions about
beliefs and attitudes. Detecting biases embedded
in linguistic acts thus requires exploring not only
explicit statements but also the underlying pre-
suppositions, claims implicitly taken for granted
without being directly stated. An example of this
phenomenon is the classic example from Russell
(1905): the statement “the present king of France
is bald” which presupposes that there is a king of
France. Recasens et al. (2013), who studied bias
mitigation via Wikipedia edits, found that subtle
linguistic biases in text often occur via presuppo-
sition. Identifying subtle linguistic biases involves
recognizing precisely such hidden assumptions em-
bedded beneath explicit assertions. But detecting
subtle forms of bias with no clear lexical signals is
an ongoing challenge for NLP systems (ElSherief
et al., 2021).

Figure 1: Sample output from GPT illustrating a com-
mon trend in our results: when asked about entailment
and provided with very little information, substituting a
female subject often changed GPT’s answer to an incor-
rect answer.

In this work, we examine whether large language
models (LLMs) can be reliably used to identify
presupposed content by prompting them to make
projection judgments, which are commonly used
by linguists as a diagnostic tool for presupposed
content (§2). To do so, we prompt multiple LLMs
to make projection judgments on texts from three
English datasets, which contain linguistic presup-
position triggers and are annotated with human pro-
jection judgments. We calculate agreement scores
between humans and LLMs, and utilize NLP tools
and existing metadata to determine how factors
such as text domain, presupposition trigger, and
context impact these agreement scores. Among the
factors we study are ones associated with societal
biases, such as the gender of the subject and the po-
litical ideology of the text.We focus on answering
the following research questions:

I. How close are language models’ projection
judgments to human judgments?

II. What factors impact human-model agreement,
and are any of these factors related to societal
biases?
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We study these questions in detail using three
human-annotated datasets that span a variety of
text domains and sources, and find that text genre,
purported factivity, and trigger type may impact
performance. We also find performance gaps when
differing political ideologies are discussed. Last,
we find substantive evidence that gender may im-
pact LLM performance; consistently lower human-
model agreement is observed for projection judg-
ment of clausal complements of verbs when the
verb subject signifies a female (Figure 1).

2 Background and Related Work

Presupposition and Projection Presupposition
is illustrated by the following simple example:

(1) Sally left the house.

This sentence entails both that Sally was previ-
ously in the house, and that she exited the house;
speakers of English typically infer both of these en-
tailments. However, when the sentence is negated,
the two entailments behave differently:

(2) Sally did not leave the house.

Now, the sentence communicates that Sally did
not exit the house; but the implication that Sally
was previously in the house remains.

This phenomenon, where entailment survives
as an utterance implication under an entailment-
canceling operator, is known as projection, which
is commonly used as a diagnostic for presupposi-
tion (Heim, 1983; Van der Sandt, 1992; De Marn-
effe et al., 2019).

One question being discussed in the current lit-
erature on presuppositions concerns the question
of how presuppositions are triggered (Beaver et al.,
2021). There is debate about whether, for instance,
clause-embedding verbs can be divided unto two
categories: ones that encode presuppositions (fac-
tives) and ones that do not (non-factives). The
datasets described below provide insight into these
questions.

Language models and human projection judg-
ments Several works have used crowd-sourcing
to collect human projection judgments with Ama-
zon Mechanical Turk (MTurk) (White and Rawlins,
2018; De Marneffe et al., 2019; Parrish et al., 2021),
but only one of these works has studied the impact
of various linguistic features on language model
projection judgments (Parrish et al., 2021), and this
work did not study how LLMs behave for this task.
This is the first work to comprehensively study

LLMs’ projection judgments across three different
human-annotated datasets, and to closely examine
the factors affecting human-model agreement. We
study how different linguistic features, such as text
genre and trigger type, impact agreement, and ex-
amine whether sources of societal bias influence
agreement. Below, we describe the three datasets
we use to evaluate our baselines in more detail.

3 Datasets

NOPE The NOPE corpus (Parrish et al., 2021)
was developed to investigate the context-sensitivity
of projection judgments under different presuppo-
sition triggers. The authors extracted naturally-
occurring sentences from the Corpus of Contem-
porary American English (COCA) (Davies, 2009)
containing ten different types of presupposition
triggers. The authors crowd-sourced projection
judgments to attain gold labels. They found that
transformer models finetuned on these labels ex-
hibited especially high performance on examples
with clefts, numeric determiners, and temporal ad-
verbs, and struggled with implicatives and clause-
embedding predicates.

CommitmentBank The CommitmentBank
dataset (De Marneffe et al., 2019) was developed
to investigate the conditions under which the finite
clausal compliments of clause-embedding predi-
cates project (§2). The dataset consists of 1200
naturally-occurring discourse segments from news
articles, fiction, and dialogues. Crowd-workers
annotated each example based on how certain they
believed the speaker was about the truth of the
clausal complement (CC), from -3 (certain it is
false) to 3 (certain it is true). The authors find that
factivity (as standardly assigned in the literature) is
a very weak predictor of projectivity. Descriptively,
some predicates standardly classified as nonfactive
give rise to higher rates of projection than purport-
edly factive predicates including "know." Overall,
results do not support the claim of a categorical
factive/nonfactive distinction.

MegaVeridicality The MegaVeridicality dataset
(White and Rawlins, 2018) was compiled to test
for a correlation between the clause type (declar-
ative or interrogative) required by a verb clause-
taking verb V , and two semantic properties: factiv-
ity and veridicality (where v is veridical if and only
if x v that p |= p). The authors selected 517 verbs
from the MegaAttitude dataset (White and Rawlins,
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NOPE CommitmentBank Mega-Veridicality

model Macro F1 Spearman Spearman
base context FS FS, context base context FS FS, context base FS

Llama 3.1 0.4888 0.4672 0.4274 0.4247 0.6954 0.7566 0.7583 0.7879 0.5545 0.8205
Llama 3.2 0.3028 0.3251 0.3657 0.3513 0.3503 0.4509 0.3374 0.4408 0.0590 0.2716
Llama 3.3 0.4390 0.4346 0.4530 0.4530 0.7109 0.7587 0.7761 0.7903 0.5450 0.6355
Mistral 0.4159 0.4199 0.4507 0.4412 0.4590 0.4924 0.6339 0.6730 0.0458 0.2815
Mixtral 0.4431 0.4579 0.4888 0.5184 0.6913 0.6046 0.6959 0.6499 0.0689 0.5698
Phi 4 0.4436 0.4884 0.5028 0.5112 0.6444 0.6995 0.7104 0.7456 0.0817 0.0971

Table 1: All macro F1 scores for baselines tested on the NOPE corpus, and all Spearman correlations for the
CommitmentBank and MegaVeridicality corpus. All correlations for the CommitmentBank and MegaVeridicality
corpus are statistically significant (p < 0.05). We experiment with including and excluding context, and few-shot
prompting. Our best-performing baseline is few-shot Mixtral with context.

2016) and recruited participants to provide veridi-
cality ratings based on a series of frames such as
“Someone {thought, didn’t think} that a particu-
lar thing happened” and “Someone {was, wasn’t}
told that a particular thing happened”. Raters were
asked to answer the question did that thing hap-
pen? with yes, maybe or maybe not, or no. The
authors found that veridicality and factivity do not
serve as reliable predictors of clause type.

4 Methods

Prompting Strategies To obtain projection judg-
ments from LLMs, we simulate the human rating
tasks used for each dataset (prompt templates in
full are provided in Appendix A). For the NOPE
dataset, we experiment with prompting for a value
(entailment, neutral, or contradiction), as opposed
to a number between 0 and 100 (the task given to
human annotators), to compare LLM results with
the classification model results in the paper.

Experimental Settings We experiment with 6
open-source baselines of different sizes: Llama
3.1:70b, Llama 3.2, Llama 3.3:70b, Mistral, Mix-
tral, and Phi 4. To limit stochasticity, we set tem-
perature to 0, and because we are prompting the
model for short answers, we set max tokens to 5.

5 Results

5.1 Overall Model Performance
In Table 1, we present performance metrics on each
dataset. For NOPE, we record macro F1 scores;
otherwise, we record Spearman’s rank correlations.
We provide examples of model responses in Ap-
pendix B, and discuss our takeaways below.

Few-shot prompting consistently improves LLM
performance We experiment with few-shot

prompting strategies and find that in general, mod-
els perform better when a few examples are in-
cluded in the prompt. The most drastic improve-
ments from few-shot prompting are found in the
MegaVeridicality corpus, where human-model cor-
relation increases by as much as .5 from the original
baseline. We theorize that, because the MegaVeridi-
cality corpus is made up of sentences with low
lexical content, models may be hesitant to predict
entailment or contradiction unless shown examples.

Adding context to prompts yields mixed results
For the NOPE corpus, we find that adding context
to our base prompt improves performance for 4
out of 6 baselines, but adding context to our few-
shot prompt only yields improvements for 2 out
of 6 baselines (though it is worth noting that our
best performing baseline is a few-shot baseline with
context). For the CommitmentBank dataset, adding
context improves results for 5 out of 6 baselines.

Model size does not guarantee improved perfor-
mance, but it helps for generic statements Phi
4 outperforms Llama 3.3 in all settings on NOPE,
despite being a much smaller model. Larger mod-
els more consistently outperform smaller models
for CommitmentBank, but Mixtral rivals Llama
3.1 for the base prompt. Model size appears to be
most impactful for the generic statements in the
MegaVeridicality corpus, with consistently large
jumps in alignment for larger models.

5.2 Linguistic factors

Fiction and dialogues are associated with higher
human-model agreement than news text The
CommitmentBank contains texts from Wall Street
Journal (WSJ) news articles, British National Cor-
pus (BNC) fiction texts, and Switchboard dialogues.
In Table 2, we report the human-model correla-
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Model Domain Factive Gender Ideology - Econ Ideology - Social
WSJ BNC SWBD Yes No F M Right Neu. Left Right Neu. Left

Llama3.1 0.64 0.76 0.76 0.69 0.73 0.67 0.74 0.31ns 0.70 0.45ns 0.97 0.70 0.52
Llama3.2 0.35 0.38 0.17 0.40 0.42 0.35 0.44 −0.07ns 0.41 0.20ns 0.87ns 0.39 0.19ns

Llama3.3 0.61 0.76 0.77 0.67 0.74 0.66 0.75 0.14ns 0.69 0.42ns 0.97 0.68 0.47
Mistral 0.63 0.63 0.61 0.51 0.64 0.59 0.64 0.03ns 0.64 0.68 0.97 0.67 0.52
Mixtral 0.48 0.54 0.73 0.44 0.65 0.45 0.72 −1.00ns 0.45 0.44ns 0.87ns 0.46 0.43ns

Phi 4 0.62 0.70 0.77 0.60 0.69 0.61 0.73 0.60ns 0.64 0.52 0.87ns 0.72 0.48

Table 2: Spearman’s rank coefficients indicating human-model agreement for our few-shot baselines on different
subsets of the CommitmentBank dataset. All results split by Domain, Factivity, and Gender are statistically
significant (p < 0.05). We find that domain, factivity, gender, and political ideology are all associated with
variations in alignment.

tions for each domain, for our few-shot models
with added context. In general, models have higher
agreement with human raters for the fiction and
dialogue corpora than for news texts, but some ex-
ceptions occur (such as Llama 3.2).

LLMs and transformer models differ with re-
spect to the best-performing trigger types Par-
rish et al. (2021) found that the accuracy of trans-
formers in identifying projective implications de-
pended on trigger type. The best performance was
for clefts, numeric determiners, and temporal ad-
verbs, and the worst performance was for clause-
embedding predicates and implicatives. Inversely,
we find the highest F1 scores for clause-embedding
predicates (Table 3) and models sometimes per-
formed the worst on temporal adverbs. Further, we
observe low model performance on clefts.

Purported factives are associated with lower
agreement than purported non-factives The
CommitmentBank was created to empirically study
the purported factive/non-factive distinction. We
are interested in studying whether this distinction
may impact the relationship between human and
model ratings. De Marneffe et al. (2019) find ev-
idence pointing to the absence of a categorical
factive/non-factive distinction, as purportedly non-
factive predicates are projective to various degrees
and some are more projective than purported fac-
tives. Here, we study whether factivity, as stan-
dardly understood, influences human-model agree-
ment by using the CommitmentBank’s labels for
purported factivity/non-factivity of each predicate.
Across the whole dataset, and within each domain,
we calculate the correlations between human and
model judgments for factives and non-factives, and
report the results in Table 2. We find that all base-
lines are more aligned with human judgments for
non-factives than factives, some by a large margin.

5.3 Social Biases

Human-model agreement on projectivity of
clausal complements is consistently lower when
sentence subject is female. The Commitment-
Bank data consists of sentences with main verbs
which embed clauses; the question of interest is
when and to what degree the content of the em-
bedded clauses is projective. Clause embedding
verbs typically describe mental states like belief,
or attitudes like regret or being happy, and hence
require animate subjects. We use the Commitment-
Bank metadata and the Gender By Name1 dataset
to study whether subject gender gives rise to differ-
ences in human-model agreement. We report the
human-model correlations in Table 2, and find that
male subjects are associated with a higher correla-
tion than female subjects for all baselines, some by
a large margin. This suggests that model inferences
may align less with humans’ when the subject is
female, but the cause is unclear. We find that this
pattern is generally consistent across all prompting
strategies used (Appendix C).

One possible explanation for this change in
agreement is annotator gender bias. To elimi-
nate this potential confounder, we run GPT-3 (text-
davinci-003) on the MegaVeridicality dataset and
study how human-model agreement changes when
the model is presented with indicators of gender as
opposed to “someone”. Because a portion of the
MegaVeridicality dataset denotes its subjects us-
ing only the indefinite, genderless pronoun “Some-
one”, it is trivial to change gender of the subject
in the prompts. We experiment with substituting
“Someone” with “A man” or “A woman” for each
example constructed from the [NP _ S] frame. We
calculate accuracy and correlation between model
predictions on altered examples and average hu-

1https://archive.ics.uci.edu/dataset/591/gender+by+name
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model Change
of state

Embedded
question

Clause em-
bedding
predicates

Compar-
atives

Implicative
predi-
cates

Numeric
deter-
miners

Re-
verbs

Aspectual
verbs

Temporal
adverbs

Clefts

Llama 3.1 0.3839 0.4069 0.5117 0.4111 0.3528 0.4107 0.3773 0.3907 0.3143 0.3171
Llama 3.2 0.3749 0.3122 0.2856 0.2918 0.3278 0.3212 0.3667 0.3582 0.3566 0.3624
Llama 3.3 0.4834 0.4101 0.5333 0.4351 0.3830 0.4151 0.4004 0.4136 0.3756 0.3171
Mistral 0.4245 0.4254 0.5712 0.4781 0.3967 0.3760 0.3220 0.3754 0.4208 0.3392
Mixtral 0.3987 0.4265 0.5846 0.7071 0.5561 0.4217 0.3382 0.4725 0.3801 0.4004
Phi 4 0.5826 0.4139 0.6229 0.4166 0.5053 0.4310 0.3809 0.5161 0.3804 0.3695

Table 3: F1 scores for our few-shot baselines with context on different triggers in the NOPE dataset. Counter to
the results for transformer models in the original paper, models are often best-performing on clause-embedding
predicates.

Acc. Pearson Spearman

Someone .3647 .4187 .4302
Someone → a man .3040 .1642 .1410
Someone → a woman .2808 .1169 .0981

Table 4: Correlations between model judgments (for
GPT-3, temp = 0) and human judgments when the
prompt given to the model from MegaVeridicality 1)
was unchanged, 2) replaced “someone” with “a man”,
and 3) replaced “someone” with “a woman”.

man labels for original example examples using
“Someone”. As shown in Table 4, differences in
agreement were observed for male-gendered vs.
female-gendered subjects. We find that the model
performs best when given the same prompt as the
humans are given, with “Someone” as the subject.
When changing the subject to “a man” in the model
prompt, we observe a slight drop in accuracy and
a larger decrease in correlation. Further, when the
subject is changed to “a woman”, the accuracy and
correlation between model and human ratings drop
by several points compared to “a man”. These
results indicate that human-model agreement is
higher when the subject is male rather than female.

A possible explanation is representation; a re-
cent study estimated that texts written by women
comprised of around 26.5% of GPT-3’s training
data (KUNTZ and SILVA, 2023). Another is that
these differences are reflections of societal biases
in the training data (Kotek et al., 2023). Future
work should explore techniques for reducing this
gender performance gap; possible strategies that
have been successful in existing research include
hyperparameter tuning, instruction guiding, and
debias tuning (Dong et al., 2024).

The political ideology discussed may impact
human-model agreement. We use the set of
WSJ articles in the CommitmentBank and run the

political ideology classifier developed by (Sinno
et al., 2022), which predicts the political ideology
under discussion in the text (left, right, or neutral)
across three different dimensions: economic, so-
cial, and foreign. The average F1 score for this clas-
sifier is 0.55. We calculate the correlation between
human and model judgments for texts labeled as
ideologically left, right, and neutral for the fiscal
and social dimensions and compare these correla-
tions. Our results can be found in Table 2. We find
that human-model agreement is often lowest for
examples labeled as economic right; sometimes,
the model judgments are negatively correlated with
human judgments. By contrast, for examples la-
beled socially right, models are more strongly cor-
related with human judgments than for neutral or
left-leaning examples. However, the sample size
of texts classified as politically right or left-leaning
is comparatively small when compared to those
marked neutral; thus, many of the results, particu-
larly for the economic dimension, are statistically
insignificant. More research should be done to
determine whether these findings are consistent
across larger corpora, but it is notable that many of
the baselines studied exhibited similar patterns.

6 Conclusion

We provide comprehensive experiments compar-
ing human projection judgments with LLM projec-
tion judgments for three distinct, human-labeled
datasets. Using six open-source baselines, we find
that text domain, trigger type, and factivity can
heavily impact human-model alignment. Further,
we find evidence that changes to gender and po-
litical ideology may impact alignment, suggesting
that certain social biases may impact model projec-
tion judgments. In particular, we find substantial
evidence for disparities due to gender of the subject
of clause-embedding verbs.
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7 Limitations

Because these datasets were manually annotated,
with each example annotated by multiple raters,
they are relatively small, on the order of thousands
of examples. The set of Wall Street Journal arti-
cles in the CommitmentBank is even smaller. Thus,
our findings, particularly on bias, should be investi-
gated on a larger scale to determine whether they
hold for larger sets across additional text domains.

8 Ethics

In this work, we evaluate the performance of LLMs
on existing datasets, and do not release any new
publicly-available datasets with gold labels. We
also do not use, or release, any LLMs that have
previously not been released to the public. We
do study the use of LLMs to detect biases that
arise from presupposition, and release our prompt-
ing techniques for these experiments. However,
given that our findings indicate potential biases in
LLMs’ projection judgments, we urge practitioners
to study this technique further before relying on
automatic methods alone to detect epistemological
biases. If practitioners are to use LLMs to make
claims about biases in text, they should also use
manual evaluation techniques, and should carefully
study the agreement between LLMs and humans,
as well as the factors that impact this agreement.
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A Prompt Details

A.1 NOPE

When context is added to the prompts below, it
is pre-pended to the target sentence and the result
replaces <premise>.

A.1.1 Zero-shot
<premise>
Indicate whether you think the
statement is true, false, or
unclear, using the information
in the text above and your
background knowledge of how the
world works. ONLY respond with
“true", “false", or “unclear".
Do not give any additional text.
Statement: <hypothesis>
Response:

A.1.2 Few-Shot
EXAMPLES:
1. So long as both sides in the
culture war are trapped in the
public sector, there is no escape
from this negative-sum game.
Indicate whether you think the
statement is true, false, or
unclear, using the information
in the text above and your
background knowledge of how the
world works. ONLY respond with
“true", “false", or "unclear".
Do not give any additional text.
Statement: There are two sides
in the culture war.
Response: true
2. Good morning, junior, welcome
to our country. Max didn’t
manage to sit up.
Indicate whether you think the
statement is true, false, or
unclear, using the information
in the text above and your
background knowledge of how the
world works. ONLY respond with
“true", “false", or "unclear".
Do not give any additional text.
Statement: It would take effort
for Max to sit up.
Response: unclear
3. So accounting or computer

science as the main course, with
a little multiculturalism on
the side, would seem to be a far
more useful preparation for the
""culture"" that really matters
to many students today-namely
corporate-bureaucratic
culture-than the study of Homer
or the Bible.
Indicate whether you think the
statement is true, false, or
unclear, using the information
in the text above and your
background knowledge of how the
world works. ONLY respond with
“true", “false", or "unclear".
Do not give any additional text.
Statement: The study of Homer
or the Bible is a preparation
for the ""culture"" that really
matters to many students today.
Response: false

INSTRUCTIONS:<premise>
Indicate whether you think the
statement is true, false, or
unclear, using the information
in the text above and your
background knowledge of how the
world works. ONLY respond with
“true", “false", or "unclear".
Do not give any additional text.
Statement: <hypothesis>
Response:

A.2 CommitmentBank

In the prompts below, when context is added,
<context> is replaced with the given context.
When context is not added, <context> is re-
placed with the empty string.

A.2.1 Zero-shot
<speaker_preface><context>
<target>
Tell us how certain <speaker> is
that <prompt>. Use a scale from
-3 to 3, where -3 means <speaker>
is certain that it is false, 0
means <speaker> is not certain
whether it is true or false, and
3 means <speaker> is certain that
it is true. ONLY give a number.
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Do not give any additional text.

A.2.2 Few-shot
EXAMPLES:
1. Speaker: Polly had to think
quickly. They were still close
enough to shore for him to return
her to the police if she admitted
she was not an experienced ocean
sailor.
Tell us how certain the speaker
is that Polly was not an
experienced ocean sailor. Use
a scale from -3 to 3, where -3
means the speaker is certain that
it is false, 0 means the speaker
is not certain whether it is true
or false, and 3 means the speaker
is certain that it is true. ONLY
give a number. Do not give any
additional text.
Response: 2
2. B: What am I afraid of? A:
Yes. B: Um, I don’t know if I’m
really afraid of spending too
much. I just, uh, don’t think
that I need them, you know.
Tell us how certain speaker B
is that she needs them. Use
a scale from -3 to 3, where -3
means speaker B is certain that
it is false, 0 means speaker B
is not certain whether it is true
or false, and 3 means speaker B
is certain that it is true. ONLY
give a number. Do not give any
additional text.
Response: -2
3. Speaker: Nick rolled his
eyes upwards. “Not so bad,
then.” She wished she could
tell him that Mr Evans hadn’t
stolen the Will after all but
Nick had never thought that he
had so there was no point in it.
Tell us how certain the speaker
is that Mr Evans hadn’t stolen
the Will after all. Use a scale
from -3 to 3, where -3 means the
speaker is certain that it is
false, 0 means the speaker is
not certain whether it is true

or false, and 3 means the speaker
is certain that it is true. ONLY
give a number. Do not give any
additional text.
Response: 1

INSTRUCTIONS:
<speaker_preface><context>
<target>
Tell us how certain <speaker> is
that <prompt>. Use a scale from
-3 to 3, where -3 means <speaker>
is certain that it is false, 0
means <speaker> is not certain
whether it is true or false, and
3 means <speaker> is certain that
it is true. ONLY give a number.
Do not give any additional text.
Response:

A.3 MegaVeridicality

The statements in the MegaVeridicality are inten-
tionally very general, and thus no additional con-
text is provided. Thus, for this dataset we do not
experiment with adding context, and only the state-
ment is added in place of <sentence>.

A.3.1 Zero-shot
<sentence>
Did that thing happen? Answer
“no", “maybe or maybe not",
or “yes". Choose “no" if you
are sure that that thing did
not happen based on the above
statement, and choose “yes"
you are sure that that thing
did happen based on the above
statement. Otherwise, choose
“maybe or maybe not". ONLY
choose from these three answers
and don’t provide any other text.
Response:

A.3.2 Few-Shot
EXAMPLES:
1. Someone surmised that a
particular thing happened
Did that thing happen? Answer
“no", “maybe or maybe not",
or “yes". Choose “no" if you
are sure that that thing did
not happen based on the above
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statement, and choose “yes"
you are sure that that thing
did happen based on the above
statement. Otherwise, choose
“maybe or maybe not". ONLY
choose from these three answers
and don’t provide any other text.
Response: Maybe
2. A particular person didn’t
turn out to have a particular
thing.
Did that thing happen? Answer
“no", “maybe or maybe not",
or “yes". Choose “no" if you
are sure that that thing did
not happen based on the above
statement, and choose “yes"
you are sure that that thing
did happen based on the above
statement. Otherwise, choose
“maybe or maybe not". ONLY
choose from these three answers
and don’t provide any other text.
Response: No
3. A particular person was
pained to do a particular thing.
Did that thing happen? Answer
“no", “maybe or maybe not",
or “yes". Choose “no" if you
are sure that that thing did
not happen based on the above
statement, and choose “yes"
you are sure that that thing
did happen based on the above
statement. Otherwise, choose
“maybe or maybe not". ONLY
choose from these three answers
and don’t provide any other text.
Response: Yes.

INSTRUCTIONS:
<sentence>
Did that thing happen? Answer
“no", “maybe or maybe not",
or “yes". Choose “no" if you
are sure that that thing did
not happen based on the above
statement, and choose “yes"
you are sure that that thing
did happen based on the above
statement. Otherwise, choose

“maybe or maybe not". ONLY
choose from these three answers
and don’t provide any other text.
Response:

B Examples of Model/Annotator
Agreement or Disagreement

B.1 NOPE Corpus

‘‘For three nights a comet flared through the desert
sky. The winds hooted like owls. A red smudge
appeared on the moon." This text was labeled as
entailing the following statement in the NOPE cor-
pus: A red smudge couldn’t be seen on the moon
before. The negation (“A red smudge appeared
on the moon.") was also labeled as entailing this
statement. However, although Llama correctly pre-
dicted that the negation entailed that “a red smudge
couldn’t be seen on the moon before", the model
incorrectly chose “unclear" for the original state-
ment, indicating the Neutral label. This represents
a case where the LLM was able to correctly judge
entailment for a statement’s negation, but not for
the original statement. Thus, the LLM incorrectly
predicts that projection does not occur in this case.

B.2 CommitmentBank Dataset

Agreement “Claudia could see that locking up a
Masai for a crime he did not understand was cruel
and inhuman." For this example, all annotators
labeled this statement a 3, indicating agreement
that this statement definitely entailed the following:
"locking up a Masai for a crime he did not under-
stand was cruel and inhuman." Llama 3.1:70b also
marked this example as a 3.

Disagreement From an inspection of the data,
we find that cases where Llama 3.1:70b disagrees
most with the average annotator score occur for
the CommitmentBank when the annotators also
disagree with one another. An example is "She
wished she could say she was sorry now not in the
middle of the night when he was asleep." The an-
notators disagree whether this entails that "she was
sorry now", with the following score distribution:
1, 2, -3, -1, 1, 2, 0, 3, 3. In this instance, the LLM
agrees with the annotators who marked 3 (indicat-
ing entailment), which marks a departure from the
average annotator score of 0.89.
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C CommitmentBank Gender and
Political Ideology Results for All
Baselines

Here, we report the full CommitmentBank results
on different genders and political ideologies, for
all four of our tested baselines (zero- and few-shot,
with- and without-context). We report these results
on Table 5 and discuss whether any of these prompt-
ing techniques appear to mitigate or increase per-
formance gaps between genders and political ide-
ologies.

Gender We find that performance discrepancies
by gender persist for all baselines, with models
consistently performing better on male names and
pronouns than female names and pronouns. Adding
context appears to reduce discrepancies for Mistral
and Mixtral in the zero-shot case, but does not show
a consistent pattern for Llama models. By contrast,
adding context often widens gender performance
gaps for few-shot prompting. No consistent pat-
terns appear regarding the gender performance gap
for few-shot prompting vs. zero-shot prompting
approaches.

Political ideology We find that adding context
to zero-shot and few-shot prompts often results
in improved scores for left-leaning ideologies for
Llama models. Other than that, few consistent pat-
terns emerge when comparing baselines, besides
the same general trend where models often per-
form the worst when right-leaning ideologies are
discussed and best when center-leaning ideologies
are discussed.
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Baseline, no context

Model Gender Ideology - Econ Ideology - Social
Female Male Right Center Left Right Center Left

Llama 3.1 0.64 0.64 0.27ns 0.69 0.29ns 0.89 0.67 0.38
Llama 3.2 0.21 0.36 0.34ns 0.46 0.11ns 0.71ns 0.48 0.10ns

Llama 3.3 0.62 0.66 0.42ns 0.66 0.35ns 0.89 0.65 0.42
Mistral 0.39 0.42 0.20ns 0.38 0.57 0.45ns 0.43 0.29
Mixtral 0.51 0.67 – 0.49 0.73 0.87ns 0.69 0.42ns

Phi 4 0.63 0.59 −0.14ns 0.69 0.34ns 0.87ns 0.68 0.39

Baseline, with context

Model Gender Ideology - Econ Ideology - Social
Female Male Right Center Left Right Center Left

Llama 3.1 0.70 0.73 0.27ns 0.72 0.34ns 0.89 0.69 0.53
Llama 3.2 0.32 0.47 0.62ns 0.40 0.32ns 0.58ns 0.44 0.18ns

Llama 3.3 0.68 0.75 0.42ns 0.74 0.25ns 0.89 0.71 0.54
Mistral 0.48 0.47 −0.21ns 0.32 0.10ns 0.32ns 0.25 0.28ns

Mixtral 0.53 0.56 1.00ns 0.70 0.59ns 1.00ns 0.72 0.64
Phi 4 0.62 0.66 0.06ns 0.63 0.36ns 0.87ns 0.57 0.52

Few-Shot, no context

Model Gender Ideology - Econ Ideology - Social
Female Male Right Center Left Right Center Left

Llama 3.1 0.62 0.70 0.43ns 0.65 0.35ns 0.95 0.68 0.38
Llama 3.2 0.29 0.32 0.24ns 0.40 0.08ns 0.87ns 0.38 0.30ns

Llama 3.3 0.64 0.72 0.35ns 0.67 0.30ns 0.97 0.66 0.42
Mistral 0.56 0.61 0.39 0.67 0.22 0.29 0.71 0.29
Mixtral 0.61 0.73 – 0.65 0.49ns 0.11ns 0.72 0.42ns

Phi 4 0.63 0.68 0.33ns 0.69 0.63 0.87ns 0.74 0.52

Few-Shot, with context

Model Gender Ideology - Econ Ideology - Social
Female Male Right Center Left Right Center Left

Llama 3.1 0.67 0.74 0.31ns 0.70 0.45ns 0.97 0.70 0.52
Llama 3.2 0.35 0.44 −0.07ns 0.41 0.20ns 0.87ns 0.39 0.19ns

Llama 3.3 0.66 0.75 0.14ns 0.69 0.42ns 0.97 0.68 0.47
Mistral 0.59 0.64 0.03ns 0.64 0.68 0.97 0.67 0.52
Mixtral 0.45 0.72 −1.00ns 0.45 0.44ns 0.87ns 0.46 0.43ns

Phi 4 0.61 0.73 0.60ns 0.64 0.52 0.87ns 0.72 0.48

Table 5: All Spearman’s rank correlations for the base and few-shot prompts with and without context, disaggregated
by gender and political ideology. All correlations for female and male subjects are statistically significant (p < 0.05)
and all correlations for the center ideology are statistically significant (p < 0.05), for both economic and social
dimensions. The two results marked with dashes indicate that too few valid responses were generated by the LLM
to calculate a correlation; both of these instances occurred with Mixtral.
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