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Abstract

Dependency parsing of non-normative lan-
guage varieties remains a challenge for modern
NLP. While contemporary parsers excel at stan-
dardized languages, dialectal variation — for
instance in function words, conjunctives, and
verb clustering — introduces syntactic ambigu-
ity that disrupts traditional parsing approaches.
In this paper, we conduct a quantitative eval-
uation of syntactic dependencies in Southern
Dutch dialects, leveraging a standardized di-
alect corpus to isolate syntactic effects from
lexical variation. Using a neural biaffine de-
pendency parser with various mono- and multi-
lingual transformer-based encoders, we bench-
mark parsing performance on standard Dutch,
dialectal data, and mixed training sets. Our
results demonstrate that incorporating dialect-
specific data significantly enhances parsing ac-
curacy, yet certain syntactic structures remain
difficult to resolve, even with dedicated adap-
tation. These findings highlight the need for
more nuanced parsing strategies and improved
syntactic modeling for non-normative language
varieties.

1 Introduction

Modern language models demonstrate impressive
mastery of both semantics and syntax across most
well-studied languages. This success is largely
due to abundant training data or effective trans-
fer learning methods (Weiss et al., 2016), which
ensure strong alignment for mid-to-high-resource
languages. However, processing non-normative
variants such as dialects and code-switched speech
remains a significant challenge (Jgrgensen et al.,
2015). In this paper, we present a comprehensive
evaluation and analysis of syntactic dependencies
in various Southern Dutch language varieties based
on a sizable human-annotated corpus of transcribed
and to a certain extent standardized dialect speech
(Breitbarth et al., 2020; Ghyselen et al., 2020; Bre-
itbarth et al., 2024).
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The Southern Dutch dialect (SDD) group en-
compasses dialects spoken in (i) Dutch-speaking
Belgium, (ii) the three southern provinces of the
Netherlands (Limburg, Noord-Brabant and Zee-
land) and (iii) the Flemish-speaking dialect region
in France (Farasyn et al., 2022). A geographical
situation of the area, including the main dialect
variants, can be found in Figure 1. SDDs can be
grouped into four major varieties. Flemish includes
West Flemish, East Flemish, Zeeland Flemish (spo-
ken in Zeeland Flanders, i.e. south of the West-
erschelde in the province of Zeeland, excluding
the Land van Hulst), and the nearly extinct French
Flemish (spoken in northern France). Zeelandic
is spoken in the other areas of Zeeland. Brabantic
covers North Brabant, Antwerp, and Flemish Bra-
bant, while Limburgish is spoken in Belgian and
Dutch Limburg.

In this study, the term dialect refers specifically
to historically established regional varieties, dis-
tinct from tussentaal (‘interlanguage’). Tussentaal
is a linguistic phenomenon where regional speech
varieties gradually converge toward the standard
language, leading to dialect erosion. Unlike tradi-
tional dialects, which have well-defined grammati-
cal, phonological, and lexical features, tussentaal
blends regional and standard elements (De Caluwe,
2009). While dialect knowledge in the Low Coun-
tries has steadily declined since the 1980s, tussen-
taal has not. Recent research shows that fussen-
taal itself displays both regional and social varia-
tion, functioning as a stratified cluster of varieties
rather than a single intermediate form. At the same
time, certain features show signs of supraregional
stabilization, particularly in informal spoken reg-
isters, with both diversification and convergence
depending on social context and speaker group
(De Caluwe et al., 2013; Ghyselen, 2015).

Despite the decline in dialect use over the past
decades, the linguistic diversity within the original
dialect varieties remains a rich and interesting area
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Figure 1: Geographical distribution of spoken dialects in the region, highlighting linguistic boundaries and areas of

dialect convergence (Farasyn et al., 2022)

of study, both from a historical and computational
perspective. The main variants exhibit both shared
and individual syntactic particularities, which are
not found in the standard Dutch language (Barbiers
et al., 2005).

This paper is structured as follows: we first ex-
amine key syntactic features of SDDs in Section 2.
Next, we benchmark a neural dependency parser
with various mono- and multilingual transformer
encoders (Section 3). We evaluate models trained
on standard Dutch, dialect data, and both combined,
focusing on four dialects: West Flemish, East Flem-
ish, Brabantian, and Zeeland Flemish. Our results
show that incorporating dialect data significantly
improves parser performance, though some syntac-
tic patterns remain challenging, and certain dialects
pose difficulties even with dedicated training data
(Section 4).

2 Related Work
2.1 Dependency Parsing

Dependency parsing has always been a popular re-
search topic in the Dutch language domain. Early
formal approaches struggled with cross-serial de-
pendencies, illustrating the limitations of context-
free grammars (Bresnan et al., 1987). The develop-
ment of the Alpino Dependency Treebank (Van der
Beek et al., 2002; Van Noord, 2006) provided a cru-
cial resource that played a key role in the advance-
ment of rule-based and statistical parsers, driving
further progress in the field.

The rise of Universal Dependencies (UD) (Nivre
et al., 2016) standardized Dutch dependency anno-
tation, fostering cross-linguistic research and im-
proving multilingual parsing. Dutch UD treebanks,
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such as LassySmall UD and Alpino UD (Bouma
and van Noord, 2017), have supported data-driven
models, including transition-based (Nivre et al.,
2006) and graph-based (McDonald et al., 2006)
approaches. More recently, biaffine dependency
parsing (Dozat and Manning, 2016) combined with
transformer encoders such as BERTje (De Vries
et al., 2019) and RobBERT (Delobelle et al., 2020)
have achieved state-of-the-art results for Dutch.
Additionally, more advanced techniques such as
self-distillation (de Kok and Piitz, 2020) have also
been proposed as methods for further enhancing
modern-day neural parsers.

Dependency parsing of non-normative language,
such as dialects and code-switching, is challenging
due to linguistic variability and scarce annotated
data (Jgrgensen et al., 2015). While some meth-
ods use domain adaptation and transformer mod-
els to improve robustness (Jgrgensen et al., 2016;
Nguyen et al., 2020), processing dialect remains a
largely open problem. For Dutch specifically, UD-
based dialect treebanks (Braggaar and van der Goot,
2021) and transfer learning have enhanced parsing
for northern regional varieties and informal regis-
ters (Braggaar and Van Der Goot, 2021). While
some progress has been made with these language
variants, the limited availability of data remains a
significant obstacle. In our own work on SDDs, we
aim to tackle this challenge by incorporating the
substantial (and partly standardized) GCND cor-
pus (Breitbarth et al., 2024), which helps mitigate
two major concerns that commonly affect studies
on non-normative language: spelling variation and
limited data availability. The corpus includes two
transcription layers, both of which use Dutch-based



orthographic conventions to reduce phonological
variation. The first layer remains dialectal in mor-
phology, syntax, and vocabulary, while the second
"dutchified’ layer adds light morphological and lex-
ical normalization to facilitate readability and au-
tomatic processing (Ghyselen et al., 2020). All
parsing experiments in this paper were conducted
on the second transcription layer.

2.2 Syntactic Variations in Southern Dutch
Dialects

SDDs exhibit considerable syntactic variation (Bar-
biers et al., 2005), posing challenges for traditional
parsers. These dialects differ from standard Dutch
in areas such as word order, the usage and place-
ment of function words, pronominal paradigms,
negation, complementizer systems and regionally
specific conjunctives, all of which result in widely
varying parse trees. Additionally, clitic doubling
and verb cluster variation further challenge parsing,
as standard models struggle to map these structures
onto expected patterns. In the paragraphs below,
we address six linguistic phenomena that are likely
to significantly hinder the performance of a parser
trained on standard language.

Subject doubling (or tripling) is a phenomenon
where the subject of a sentence occurs multiple
times, typically involving a combination of a pro-
noun and a full noun phrase or two pronouns (De
Vogelaer, Gunther, 2006). This construction is par-
ticularly common in the SDDs, including West
Flemish, East Flemish, Brabantic, and Limburgish
varieties (Van Craenenbroeck and Van Koppen,
2002). Subject doubling often occurs as part of
topic marking or emphasis, distinguishing these
dialects from standard Dutch, where such construc-
tions are ungrammatical.

1. Ze werkt zij in Brussel
EN: She works (she) in Brussels

Here, the first subject (Ze) serves as a topic,
while the second subject (zij) functions as a resump-
tive pronoun. In some dialects, particularly in West
Flemish and Brabantian, subject doubling can ex-
tend even further to subject tripling, where a noun
phrase is followed by two pronouns (De Vogelaer
and Devos, 2008).

Negation doubling and tripling is another syn-
tactic feature observed in various southern dialect
varieties (Haegeman and Zanuttini, 1996). This
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phenomenon involves the repetition of negation
markers within a single sentence, often used for
emphasis or to express stronger negation.

2. Ik heb dat nooit niet gedaan.
EN: I never (not) did that

Here, the negation particle niet (not) is doubled
with the negative indefinit nooit (never), which
intensifies the negation beyond what is found
in standard Dutch. In some dialects, negation
can be tripled, further emphasizing its intensity.
The phenomenon of negation stacking in dialects
has been thoroughly discussed in the literature
(Paardekooper, 2015; De Schutter, 2015) and con-
trasts with the grammatical use where two negative
elements typically cancel each other out, creating a
positive meaning.

En negation In many Southern Dutch dialects,
negation can involve a preverbal particle en, in ad-
dition to a negation particle like niet or a negative
indefinite like nooit. This results in negation dou-
bling or tripling, depending on the combination.
For instance, a sentence such as:

3. Ik en zie niets.

EN: I (and) don’t see anything

The en particle is a remnant of the historical
sentential negator, now reinterpreted as a discourse-
related element (Breitbarth and Haegeman, 2014,
2015). Its surface form coincides with the stan-
dard coordinating conjunction en purely by chance
since it has a distinct syntactic origin and func-
tion. The construction remains productive in many
Southern Dutch dialects, particularly in Flemish va-
rieties (Neuckermans, 2008; Barbiers et al., 2007).
It poses a challenge for automatic parsing due to
its surface ambiguity and non-standard word order.

The expletive dat  (that) can serve as an expletive
in spoken dialect Dutch, usually following inter-
rogative pronouns, relative pronouns or subordi-
nating conjunctions, resulting in so-called comple-
mentizer doubling, as it overlaps in form with the
standard complementizer (Bacskai-Atkari, 2020;
Barbiers, 2009). While this complementizer does
not change sentence meaning, it does change the
word order compared to standard Dutch.

5. Ik weet niet waar dat hij is.

EN: I don’t know where (that) he is



This linguistic feature occurs frequently across
all Flemish regions, with the notable exception of
Southeast Limburg (Barbiers et al., 2007; Taelde-
man, 2008).

Distinct comparative conjunctions occur
widely in the SDDs (Rooy, 1965). Instead of the
standard Dutch dan (‘than’), many varieties use
als (‘as’) or of (‘or’) in comparative constructions,
as in:

4. Hijj is groter als jou.

EN: He is bigger than you

This variation is well attested across dialect ar-
eas (see also (Postma, 2006)). The forms are fully
grammatical in their dialects, but are likely to con-
fuse parsers trained on standard Dutch.

Deviating clause introductions are a final phe-
nomenon commonly observed in dialects and infor-
mal speech. In standard Dutch, non-finite clauses
with a to-infinitive are introduced either by the com-
plementizer om or by a null element. Om is manda-
tory in conditional clauses but optional when the
clause functions as a true subject, direct object, or
postmodifier of a noun (Vandeweghe, 1971). In
non-standard Flemish registers, voor and van are
often used as an alternative to introduce non-finite
clauses with a to-infinitive (Barbiers et al., 2005).

6. Ze deed dat voor beter te horen.
EN: She did that to (for) hear better

3 Experiments

3.1 Data
3.1.1 Standard Dutch

The standard Dutch portion of our data consists
of two benchmark corpora, annotated for syntac-
tic dependencies. First, the Lassy-Small Corpus
(Van Noord et al., 2013) contains a total of 1 mil-
lion words sourced from the larger D-COI (50 mil-
lion words) corpus (Oostdijk, 2006). The second
part of our standard dataset consists of the Alpino
treebank, a collection of over 150,000 words of
newspaper data (Van der Beek et al., 2002). Unlike
the Lassy Corpus, the Alpino treebank was synthet-
ically created through the use of the eponymous
Alpino parser, a HPSG-based linguistic analysis
tool for parsing Dutch text (Van Noord, 2006).

For both corpora we use the official UD ver-
sions (Bouma and van Noord, 2017) which are
made available through the Universal Dependen-
cies project (Nivre et al., 2016).
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3.1.2 Southern (Dialect) Dutch

Our dialect data is a subset of the larger Corpus
of Spoken Dutch Dialects (GCND) (Breitbarth
et al., 2020), which is part of the Voices of the
Past project (Hellebaut et al., 2021). This data
originates from a collection of audio-recorded in-
terviews with native speakers, conducted over a 13-
year period (1963-1976) (Hellebaut et al., 2021).
In total, the project amassed over 700 hours of
spoken dialect material from more than 500 dis-
tinct locations across Flanders and the Netherlands.
In recent years, conservation efforts have ensured
that the majority of this audio material has been
transcribed and normalized for spelling (Ghyselen
et al., 2020). As part of this project, a portion of the
data has been annotated with POS tags and syntac-
tic dependencies following the Alpino guidelines
(Breitbarth et al., 2020). For the annotation of syn-
tactic dependencies this process follows a two-step
approach: first, transcriptions are processed using
the Alpino syntactic parser, and then they undergo
manual correction by human annotators (Farasyn
et al.,2022). At this stage, the syntactic annotations
adhere to the original Alpino annotation guidelines.
To create a usable corpus in UD format, we follow
the same process ! as outlined in previous work
(Bouma and van Noord, 2017).

We have access to a total of 26,146 sentences
from four dialect (sub)groups: Zeeland Flemish
(4,141 sentences), Brabantian (4,496 sentences),
East Flemish (8,674 sentences), and West Flemish
(8,687 sentences). In these sentences, the language
has been standardized to minimize lexical inter-
ference, allowing us to focus on syntactic patterns
specific to these dialects, such as the ones discussed
earlier in Section 2.2. Since dialectal varieties do
not exhibit identical syntactic patterns, it is useful
to first provide a high-level overview of how these
characteristics vary across the different dialects.
Figure 2 presents the distribution with which each
characteristic appears in each of the four dialects.

3.2 Methodology

We train several versions of Diaparser (Attardi
et al., 2021), a transformer-based extension on the
standard deep biaffine Dependency Parser by Dozat
and Manning (2016). In this framework, the en-
coder, typically a BERT-based transformer model,
generates contextualized token embeddings that are
fed into a biaffine network. This network then pre-

"https://github.com/rug-compling/alud
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Figure 2: Syntactic pattern distribution across the four dialects.

Training Dataset Encoder UCM LCM UAS LAS
Standard BERTje 62.26 47.42 82.01 75.46
RObBERT-2023 61.99 54.16 82.45 75.30

ModernBERT 52.70 37.63 75.32 66.93

mBERT 57.02 40.88 78.99 71.33

Dialect BERTje 70.98 58.28 88.12 83.11
RobBERT-2023 71.66 57.78 88.14 83.11

ModernBERT 66.73 53.38 85.69 80.03

mBERT 70.75 57.02 87.22 82.22

Merged BERTje 74.07 62.91 89.07 85.17
RobBERT-2023 73.77 60.61 89.26 84.86

ModernBERT 71.59 57.48 87.84 82.84

mBERT 72.89 59.66 88.46 83.85

Table 1: Main experimental results. Standard training data includes the Alpino and Lassy corpora; Dialect training
data refers to the GCND corpus; the Merged dataset combines all three.

dicts the syntactic tree by simultaneously modeling
both head and label prediction tasks. We select a
variety of underlying encoder models to be tested
on our data. These include monolingual models
such the standard Dutch BERTje (De Vries et al.,
2019) and the RoBERTa-based RobBERT-2023,
a more recent Dutch language model (Delobelle
et al., 2020). Additionally, we evaluate a bench-
mark multilingual encoder (mBERT) (Devlin et al.,
2019) and the recently developed modernBERT
(Warner et al., 2024).

For evaluation, we use a set of parsing metrics
to assess model performance: Unlabeled Complete
Match (UCM), Labeled Complete Match (LCM),
Unlabeled Attachment Score (UAS) and Labeled
Attachment Score (LAS). UCM and LCM are strict
metrics that evaluate whether the entire predicted
tree matches the gold-standard tree, with LCM re-
quiring both the structure and labels to match ex-
actly (Licking et al., 2024). UAS measures the
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percentage of tokens with the correct head in the
dependency tree, while LAS also considers the cor-
rect syntactic labels (Nivre et al., 2004).

3.3 Results

Table 1 presents a comprehensive overview of our
main experimental results. The inclusion of dialect
data leads to considerable performance gains. The
best-performing model, BERTje, achieves an aver-
age improvement of 8.33% on the dialect dataset
across all evaluated metrics, compared to a parser
trained solely on standard (normative) Dutch. Fur-
thermore, the best performance (mean improve-
ment of 11.01%) is achieved when combining the
both standard datasets (Alpino and Lassy) with di-
alect sentences, creating a well-balanced corpus
that enhances the model’s ability to process non-
normative language fluently.

As expected, Dutch encoders outperform their
multilingual counterparts, likely due to their spe-




cialized pretraining on Dutch linguistic structures.
A key factor contributing to their strong perfor-
mance is the absence of significant spelling varia-
tion, as the dialect datasets were normalized prior
to training. While some dialect-specific vocabulary
remains, tokenization issues appear to be minimal,
especially compared to studies on less standardized
dialects, where inconsistent orthography often hin-
ders model performance (Jgrgensen et al., 2015).

4 Discussion and Analysis

4.1 Performance and Syntactic Variation

While many Natural Language Processing stud-
ies on dialectal and non-normative data focus on
lexical and spelling variation, our primary interest
lies in how syntactic variation affects model perfor-
mance. The SDDs discussed in this paper exhibit
several distinct syntactic patterns that are different
compared to standard Dutch, posing unique chal-
lenges for parsing models. For this analysis, we
base ourselves on the most commonly observed
characteristics of the SDD group, as described in
Section 2.2.

To evaluate whether the trained models can han-
dle these syntactic variations, we begin by filtering
sentences that exhibit these patterns from the entire
test set (n =2,616). This allows us to create smaller
partitions focused on specific syntactic variations
for targeted evaluation. We examine sentences that
feature the following patterns: subject doubling
(n = 162), negation doubling (n = 43), en nega-
tion (n = 24), deviating comparative conjunctions
(n =30), expletive dat (n = 35) and deviating clause
introductions (n = 14).

For clarity and comprehensiveness, this discus-
sion is limited to the overall best-performing mod-
els from Section 3. Specifically, we focus on the
BERTje-based model across all three dataset parti-
tions and evaluate its performance on sentences ex-
hibiting specific syntactic patterns. Table 2 presents
the results of model performance and its improve-
ment across different training setups.

Overall, we observe a consistent and significant
improvement across all categories when comparing
the standard Dutch parser to the dialect-tuned mod-
els. As in the main experiments, a combination
of standard and dialect Dutch leads to the highest
overall performance. The most notable gains occur
in areas affecting negation — specifically, negation
doubling and en negation. This suggests that while
these syntactic irregularities pose challenges for
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normative language models, it is possible to align
them more effectively to handle such data with
minimal additional training resources.

An additional challenge for standard models
arises in processing alternative comparative con-
junctions. As discussed in Section 2.2, certain di-
alect varieties use markers such as of and als —
typically reserved for disjunctions and conditions
respectively — as comparative elements. Unsurpris-
ingly, models trained on normative Dutch struggle
with parsing and interpreting sentence structure
when these markers are present. However, as with
the cases described above, incorporating even a
relatively small number of such instances signifi-
cantly improves the model’s ability to handle this
syntactic variation more effectively.

4.2 Geographical Variation

The final part of our discussion consists of a formal
analysis of the systems per larger dialect group. We
split the test set into four smaller partitions. Each
partition consists entirely out of sentences from
one of the four major dialect varieties in the corpus:
West Flemish, East Flemish, Zeeland Flemish and
Brabantic. Note that border cases are resolved ac-
cording to the current provincial/national borders.
Note that dividing by provincial borders is not op-
timal, as many nuanced border cases exist where
dialects blend across regions. However, for this
preliminary analysis, such a division provides a
practical and sufficiently clear framework.

Following the approach outlined in the previ-
ous section, we evaluate the best-performing mod-
els from each training set (Standard, Dialect and
Merged) on the newly created dialect-specific test
partitions. This analysis allows us to determine
whether certain parsers are better equipped to han-
dle specific dialects or if performance varies across
different dialect groups. By comparing results
across these partitions, we gain insight into the
models’ ability to generalize across dialectal vari-
ation. Table 3 presents the performance of each
model on the various dialect groups.

As can be seen from the table, overall perfor-
mance per dialect is consistent with the earlier
obtained scores in Section 3 for the dataset as a
whole. Once again, models trained on a combi-
nation of standard Dutch (Lassy + Alpino) and
dialect (GCND) data perform best, which is consis-
tent for each of the four evaluated dialect groups.
It should be noted, though, that East Flemish per-
forms markedly worse than the other language va-



Pattern Dataset | UCM \ LCM \ UAS \ LAS
Subject Doubling Standard | 52.47 20.99 8191 7249
Dialect | 60.49 40.12 88.36 82.77

Merged | 67.90 4630 89.85 84.83

Negation Doubling Standard | 34.88 23.26 74.44 65.31
Dialect | 55.81 41.86 85.99 80.93

Merged | 58.14 46.51 86.95 82.73

En Negation Standard | 21.74 870 67.89 53.66
Dialect | 52.17 39.13 84.82 78.60

Merged | 65.22 47.83 9031 85.27

Expletive Dat Standard | 31.43 24.81 80.38 71.63
Dialect | 28.57 25.71 85.55 82.05

Merged | 42.86 3429 88.01 84.39

Comparative Conjunctions | Standard | 31.03 17.24 69.90 62.46
Dialect | 3448 24.14 79.37 72.70

Merged | 44.83 37.39 83.18 79.51

Clausal Introduction Standard | 42.86 1429 83.44 69.94
Dialect | 50.00 21.43 86.36 76.70

Merged | 57.14 28.57 87.71 80.45

Table 2: Performance of the BERTje-based model on syntactic pattern-specific sentences across dataset partitions

rieties in all three training setups. We hypothesize
two possible explanations for this phenomenon.

First, the training data for the underlying BERTje
encoder (De Vries et al., 2019) consists entirely
of Dutch as spoken in the Netherlands (i.e., non-
Flemish), which may make it more challenging for
the model to align with southern Flemish dialects,
leading to lower scores. This hypothesis initially
seems plausible, given the high performance on
Zeeuws (a dialect native to the Netherlands) and
Brabants (generally considered the Flemish dialect
most similar to Netherlandic Dutch). However, the
performance of West Flemish does not fully sup-
port this explanation. Further experimentation with
the robbert-2023 model, which was pre-trained on
both (dialect) Flemish and standard Dutch, does not
yield significant improvements on the East Flem-
ish dataset. The performance gap between East
Flemish and the other dialects therefore remains
consistent, regardless of the encoder used.

A more plausible explanation lies in the spe-
cific syntactic patterns characteristic of each dialect
group. Analyzing the distribution of these syntac-
tic features, we find that in the East Flemish test
set, 14% of the sentences contain one or more of
the patterns discussed in Section 2.2. This is the
highest proportion among all dialect varieties (West
Flemish: 13%, Zeeland Flemish: 4%, Brabantic:
8%) and may account for the model’s decreased

30

performance. A closer examination reveals that
East Flemish has the highest proportional occur-
rence of double negation markers — almost double
that of West Flemish — as well as a high frequency
of en negation. These are precisely the syntactic
patterns on which the standard models struggled
(see Section 4). Although, as shown in Table 3, per-
formance improves somewhat with fine-tuning on
dialect data, the average scores for these patterns
remain among the lowest in the experiments.

5 Ablation Studies

While the four main dialect groups in this paper
have many lexical and syntactic commonalities,
they are still ways in which they are notably distinct.
Our approach of training on a combined dataset that
includes all dialects may unintentionally obscure
important dialect-specific characteristics. A poten-
tial problem herein is that the model is encouraged
to generalize across shared syntactic patterns rather
than capturing fine(r)-grained variations. There-
fore, an additional set of experiments of training
and evaluating performance on individual dialects
is crucial to understanding how well the model can
preserve these finer linguistic distinctions.
Concretely, we divide our original training, de-
velopment, and test sets into four smaller subsets,
each corresponding to one of the four main dialect
groups: West Flemish, East Flemish, Zeeland Flem-



Training Dataset | Dialect group | UCM \ LCM \ UAS \ LAS
Standard Brabantic 62.22 49.10 8145 75.71
Zeeland Flemish | 65.14 50.00 84.45 77.26

West Flemish 64.42 49.04 84.64 7848

East Flemish 5890 43.78 78.65 71.64

Dialect Brabantic 73.76  62.44 89.62 85.34
Zeeland Flemish | 70.41 56.88 89.00 82.93

West Flemish 71.39 5841 89.14 84.67

East Flemish 69.54 53.86 86.09 80.64

Merged Brabantic 77.15 68.10 90.50 87.24
Zeeland Flemish | 75.00 62.84 89.58 84.72

West Flemish 75.00 64.54 90.79 87.20

East Flemish 71.22 5890 86.60 82.52

Table 3: Performance on the partitioned test set for each of the dialect varieties using various training datasets

ish, and Brabantic. Table 4 provides an overview
of the dataset sizes after partitioning, detailing the
distribution across the new training, development,
and test sets for each group.

# Train | # Dev | # Test
West Flemish 7,034 820 833
East Flemish 6,895 886 893

Zeeland Flemish | 3,287 418 436

Brabantic 3,574 480 422

Table 4: Number of sentences present in the training,
development and test sets for each of the dialects

Cross-Dialect Parser Performance
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Figure 3: Cross-Dialect results for West Flemish (W-F),
East Flemish (E-F), Brabantic (B) and Zeeland Flemish
2)

Next, we train four dialect-specific parsers, each
using the corresponding partitioned dataset. For
each dialect, we fine-tune a parser with the opti-
mal encoder identified in Table 1 (BERTje) and
evaluate its performance in two ways: (1) on its
respective dialect-specific test set and (2) on the
other individual test sets to assess generalization
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across dialects. In order to provide an interpretable
overview, Figure 3 displays a comparative heatmap
indicating cross-dialect performance. The scores
presented in the figure are the average of the four
metrics that were used earlier. A full overview,
including all metrics can be found in the Appendix.

From the figure, we infer that irrespective of the
amount of available training data, models trained
on a particular dialect are consistently the best per-
forming model on that specific evaluation data. We
also find that performance for the East Flemish di-
alect is notably worse, which is consistent with our
findings from Section 4.2.

Interesting however, is the fact that the East
Flemish model itself generally performs on-par or
slightly below the top models for the other dialects.
We hypothesize two possible explanations for this.
First, the amount of available training data is high-
est for East Flemish as a whole. The good perfor-
mance of the model might therefore be explained
simply by the fact the model had access to more
training data, resulting in better alignment. We also
note here that the West Flemish model, which con-
tains a comparable amount of training data, tends
to be the second best overall model, supporting this
hypothesis. Another plausible explanation is that,
due to the sheer number and remarkable diversity
of divergent syntactic patterns present within the
East Flemish dataset (as illustrated in Figure 2), the
model may have developed a broader proficiency
in handling non-normative linguistic structures in
general. Rather than merely adapting to individual
irregularities, the model could be refining its capac-
ity to process and generate language that deviates
from standard norms, thereby demonstrating an



overall advantage when working with non-standard
linguistic forms. This suggests that exposure to
a wide array of syntactic variations enhances the
model’s flexibility in parsing, interpreting, and pre-
dicting structures that fall outside the boundaries
of conventional or prescriptive grammar.

6 Conclusion

This paper has explored the difficulties and poten-
tial of dependency parsing for SDDs, a linguisti-
cally diverse yet underrepresented area. By us-
ing a lexically standardized corpus, we focused on
syntactic variation across four key dialect groups:
West Flemish, East Flemish, Brabantic, and Zee-
land Flemish. Our results show that models trained
on standard Dutch perform poorly on dialectal in-
put, especially when dealing with ambiguous func-
tion words and region-specific structures. Adding
dialect data to training significantly boosts perfor-
mance, though some constructions remain difficult
to parse accurately. Our findings suggest that more
dialect-sensitive approaches in syntactic modeling
could improve parsing accuracy and support the
development of more adaptable NLP tools.
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A Appendix

Train Dialect | Test Dialect | UCM \ LCM \ UAS \ LAS
Zeeuws Zeeuws 66.06 49.77 85.54 78.39
Brabants 6290 50.68 82.81 76.26

Oost-vl 56.10 38.63 78.35 70.24

West-vl 5823 41771 83.18 75.44

Brabants Zeeuws 66.06 4931 84.18 75.90
brabants 68.33 53.39 86.10 80.15

Oost-vl 61.03 4255 80.79 73.25

West-vl 62.74 49.04 84.07 77.19

Oost-vl Zeeuws 66.51 4931 8546 77.26
Brabants 67.87 5520 86.25 80.26

Oost-vl 63.72 4696 82.72 75.80

West-vl 62.14 48.08 85.22 78.56

West-vl Zeeuws 6422 4472 8445 7598
Brabants 6493 5090 83.75 77.18

Oost-vl 59.57 5278 81.03 73.75

West-vl 64.64 49.16 86.42 80.04

Table 5: Full results of ablation experiments.
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