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Preface

This volume contains the papers presented at Slavic NLP 2025: the 10"" Workshop on Natural Langua-
ge Processing (NLP) for Slavic Languages. The workshop is organized by ACL SIGSLAYV, the Special
Interest Group of the Association for Computational Linguistics on NLP for Slavic Languages.

The Slavic NLP (formerly BSNLP) workshops have served as a key venue for over fifteen years, with a
mission to advance the state of NLP for Slavic languages—Ilanguages that are spoken by more than 400
million people globally and represent an important part of the linguistic and cultural fabric of Eurasia.

The 2025 edition of the workshop continues the proud tradition established by the earlier BSNLP work-
shops, which were held in conjunction with the following venues:

* ACL 2007 Conference in Prague, Czech Republic.

 IIS 2009: Intelligent Information Systems, in Krakéw, Poland.

* TSD 2011: 14th International Conference on Text, Speech and Dialogue in Plzen, Czech Republic.
* ACL 2013 Conference in Sofia, Bulgaria.

* RANLP 2015 Conference in Hissar, Bulgaria.

* EACL 2017 Conference in Valencia, Spain.

* ACL 2019 Conference in Florence, Italy.

* EACL 2021 Conference in Kyiv, Ukraine.

e EACL 2023 Conference in Dubrovnik, Croatia.

Despite the importance and rich linguistic heritage of Slavic languages, the development of NLP tools
and resources still lags behind those available for high-resource languages such as English. Many Slavic
languages, particularly those spoken by smaller communities or lacking official EU status, remain un-
derrepresented in both datasets and commercial NLP solutions.

Slavic languages present both practical and theoretical challenges: rich inflectional morphology, aspec-
tual systems, and relatively free word order are among the many features that complicate parsing, transla-
tion, and generation. Yet, these features also create opportunities for research that is both linguistically
informed and technically innovative.

Slavic NLP 2025 continues to serve as a forum for uniting researchers from academia and industry wi-
th a shared interest in advancing NLP for these languages. A recurring theme throughout this year’s
proceedings is the convergence of state-of-the-art methods —including large language models (LLMs),
prompt-based learning, and multilingual transformers— with linguistically motivated problems, ranging
from diachronic analysis to humor and persuasion detection.

This edition of the workshop features a diverse and ambitious research program. The accepted papers
span a number of different Slavic languages and dialects, including Belarusian, Church Slavonic, Croa-
tian, Czech, Macedonian, Polish, Russian, Slovak, Slovenian, and Rusyn. The topics address a rich
spectrum of applications:

* Low-resource adaptation and language-specific modeling, including efforts to adapt definition mo-
deling for Belarusian, build foundational models for Macedonian, and construct efficient summa-
rization tools for Slovak.

ii



* Diachronic and sociolinguistic analysis, through embeddings and curated datasets for Croatian
news and Church Slavonic, as well as border effects in dialect variation for Rusyn.

* Bias and ethics in language technologies, such as examining gender representation in Czech and
Slovenian LLM outputs and benchmarking LLLM safety for Polish.

* Persuasion, propaganda, and disinformation detection, a central theme in this year’s Shared Task
and related contributions, with a variety of generative, multitask, and ensemble approaches.

» Speech and syntax-focused work, including filled pause detection across South and West Slavic
languages and high-efficiency transformer-based speech models.

A highlight of Slavic NLP 2025 is the Shared Task on the Detection and Classification of Persuasion
Techniques in Parliamentary Debates and Social Media, attracting a record number of participants. This
task aligns directly with the global relevance of NLP for combating manipulation and fostering informed
public discourse. Several papers in this volume present novel methods —ranging from multitask debiasing
to explanation-based data augmentation— for tackling this complex challenge.

Altogether, this volume features papers selected through rigorous peer review. The contributions repre-
sent a mix of theoretical insights, resource development, and practical systems, offering a snapshot of
current research and emerging directions in Slavic NLP.

We thank all authors for their excellent submissions, the reviewers for their thoughtful and constructive
feedback, and the participants of the Shared Task for their enthusiasm and innovation. We also express
our gratitude to the organizing committee and program chairs for their commitment to ensuring the con-
tinued success of Slavic NLP.

We hope that this collection will be a valuable resource for researchers and developers, and that it will
continue to foster collaboration across the many communities interested in the Slavic languages and their

computational study.

The SlavNLP Organizers: Jakub Piskorski, Preslav Nakov, Nikola Ljubesié, Pavel Pfiban, Roman Yan-
garber
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Identifying Filled Pauses in Speech Across
South and West Slavic Languages

Nikola Ljubesi¢"**, Ivan Porupski', Peter Rupnik!,
'Department of Knowledge Technologies, JoZef Stefan Institute, Slovenia
2Faculty of Computer and Information Science, University of Ljubljana, Slovenia
3Institute of Contemporary History, Ljubljana, Slovenia

Abstract

Filled pauses are among the most common
paralinguistic features of speech, yet they are
mainly omitted from transcripts. We propose a
transformer-based approach for detecting filled
pauses directly from the speech signal, fine-
tuned on Slovenian and evaluated across South
and West Slavic languages. Our results show
that speech transformers achieve excellent per-
formance in detecting filled pauses when eval-
uated in the in-language scenario. We further
evaluate cross-lingual capabilities of the model
on two closely related South Slavic languages
(Croatian and Serbian) and two less closely re-
lated West Slavic languages (Czech and Polish).
Our results reveal strong cross-lingual general-
ization capabilities of the model, with only mi-
nor performance drops. Moreover, error analy-
sis reveals that the model outperforms human
annotators in recall and F1 score, while trailing
slightly in precision. In addition to evaluating
the capabilities of speech transformers for filled
pause detection across Slavic languages, we re-
lease new multilingual test datasets and make
our fine-tuned model publicly available to sup-
port further research and applications in spoken
language processing.

1 Introduction

Most of the research in the discipline of compu-
tational linguistics was traditionally focused on
the textual modality of language, while the spoken
modality was only occasionally covered (Rohatgi
et al., 2023). The main reason for this focus on text
was the complexity of the speech signal compared
to the textual modality.

With the advent of neural language representa-
tions (Goldberg, 2017), and especially pre-trained
language models that allowed for embedding of
speech in a manner comparable to text (Schneider
et al., 2019), this trend started to change.

This paper is part of this change, investigating
the possibility of identifying directly in the spoken

1

FP ker ce se vrnem
s ot
drugim FP jedinicama lokalne
zakon FP odnosno  clan ovog
jsem nich FP dostatecné
kolejne FP problemy FP dlatego

o it bt — -4

Figure 1: Predicting filled pauses (FP) from speech in
Slovenian, Croatian, Serbian, Czech and Polish with a
speech transformer fine-tuned on Slovenian data.

modality one of the most common paralinguistic
features in speech — filled pauses (Lea et al., 2021;
Bayerl et al., 2022a; Romana et al., 2024). The
main motivation to focus on this feature is that it
is most often not present in the transcript of the
spoken signal (Romana et al., 2023), although it
is a very frequent phenomenon that serves impor-
tant communicative and cognitive functions, for
instance, turn-taking management (G6sy, 2023).

This paper presents an automated approach to
identify filled pauses directly from the speech sig-
nal by fine-tuning a transformer-based speech en-
coder (Barrault et al., 2023) to perform identifi-
cation of the phenomenon on 20 ms audio frame
level.

Our model fine-tuning data are in Slovenian, a
South Slavic language. Besides investigating the
capacity to perform filled pause identification in-
side the Slovenian language on dedicated test data,
we investigate the capacity of this technology to
perform the same task on two other South Slavic

Proceedings of the 10th Workshop on Slavic Natural Language Processing (Slavic NLP 2025), pages 1-8
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languages, Croatian and Serbian, as well as on two
West Slavic languages, Czech and Polish (see Fig-
ure 1).

Our main findings are these: (1) speech trans-
formers are highly capable of identifying filled
pauses inside the language of the fine-tuning data
(F1 above 0.95), (2) this technology is very much
portable to related languages, with visible drops
in performance, but an output that is still very use-
ful (F1 between 0.87 and 0.94), (3) when compar-
ing human and machine performance on the task,
machines actually outperform humans in terms of
recall as well as F1, but they fall slightly behind
humans in terms of precision.

The contributions of this paper are the following.
We (1) investigate the capacity of speech trans-
formers to perform filled pause detection in Slavic
languages, (2) prepare new test data in two South
Slavic and two West Slavic languages, (3) investi-
gate the capacity of the model to perform the task
across more and less related Slavic languages, and
(4) release the final model for downstream applica-
tions on spoken corpora.

The remainder of this paper is structured as fol-
lows. In the next section, we summarise the related
work. In Section 3 we introduce fine-tuning data, as
well as the five test datasets. Section 4 describes our
fine-tuning and evaluation setup, while Section 5
presents quantitative results and its error analysis,
followed by a qualitative and acoustic analysis. We
wrap up with a conclusion, covering also data and
model availability, as well as the path forward.

2 Related Work

Early work on filled pause detection focuses on
acoustic features for classification such as the fun-
damental frequency (FO, pitch) and spectral sta-
bility (Goto et al., 1999), frame-level MFCCs
(Mel-frequency Cepstral Coefficients) (Stouten
and Martens, 2003), or vocal tract stability (for-
mants) (Audhkhasi et al., 2009) with performance
ranging between 0.3 and 0.7 in precision and re-
call. Medeiros et al. (2013) investigate the appli-
cation of prosodic features to detect filled pauses
in spontaneous speech, achieving an F1 score of
about 61%. Reichel et al. (2019) improve the pre-
vious approach, focusing on prosodic discontinuity
features, reaching an F1 score of 83%. More re-
cent studies have shifted toward transformer-based
models, demonstrating further advancements in de-
tection accuracy (Romana et al., 2023; Mohapatra

et al., 2022; Bayerl et al., 2022b).

Recent experiments predominantly focus on
atypical speech, mainly stuttering, with only one
study addressing typical speech. Specifically, Ro-
mana et al. (2023) investigate wav2vec2, HuBERT
and WavLM transformer models for frame-level
automatic disfluency detection and categorization
on the Switchboard corpus (Godfrey et al., 1992),
reaching a frame-level F1 score between 0.86 and
0.88, depending on the model.

Other recent experiments were performed on
datasets of atypical speech: the English SEP-28k
(Stuttering Events Podcasts) corpus (Lea et al.,
2021), the German disfluency stuttering corpus
KSoF (Kassel State of Fluency) (Bayerl et al.,
2022a) and finally, the FluencyBank Timestamped
corpus (Romana et al., 2024), which includes typ-
ically developing monolingual and bilingual chil-
dren, children and adults who stutter or who clutter,
as well as second language learners. Mohapatra
et al. (2022) propose a model based on wav2vec2
contextual embeddings followed by 2D convolu-
tion feedforward layers, which scores an F1 score
of 0.88 for filled pauses in the SEP-28k dataset.
Bayerl et al. (2022b) fine-tune their wav2vec2
model on SEP-28k corpus and a portion of the
FluencyBank corpus, before showing good trans-
ferability to the German KSoF corpus. Single-task
learning on filled pauses returned an F1 score — for
FluencyBank and KSoF respectively — of 0.83 and
0.71, while a multi-task learning model resulted in
F1 scores of 0.84 and 0.74. Important to stress is
that experiments on atypical speech are of limited
use for typical speech processing due to the more
complex nature of atypical speech, including more
disfluencies per word than typical speech (Lea et al.,
2021; Liu et al., 2023; Romana et al., 2024).

All of the mentioned approaches use the speech
modality for identifying filled pauses. In addition
to the speech modality, some approaches also use
automatic speech recognition (ASR) systems to
generate the transcripts and then exploit the text
modality (Chatziagapi et al., 2022; Romana et al.,
2023). However, the transcripts show to be use-
ful more for detecting repairs and repetitions rather
than filled pauses, for which transcripts show, as ex-
pected, to be much less informative than the speech
signal (Romana et al., 2023).

The work presented in this paper builds on the
set of experiments performed on typical English
speech (Romana et al., 2023), investigating the
applicability of the straightforward approach of



fine-tuning a speech transformer model to a Slavic
language, namely Slovenian, with a shift from
the technical frame-level evaluation to the more
application-oriented event-level evaluation. In ad-
dition, it investigates the applicability of this model
to other Slavic languages, along the lines of an
experiment carried out on atypical speech (Bayerl
et al., 2022b), covering in this case four different
Slavic languages of different level of relatedness to
the Slovenian language.

3 Data

This section describes the data used in our experi-
ments. We first describe our Slovenian fine-tuning
and in-language test data, moving forward to de-
scribe the construction process of our four addi-
tional cross-lingual test datasets in Croatian, Ser-
bian, Czech, and Polish. A quantitative overview
of the fine-tuning and evaluation data is given in
Table 1.

3.1 In-language data

For fine-tuning the transformer model to the task of
filled pause identification, we exploited the ROG
dataset (Verdonik et al., 2024). The dataset con-
tains recordings of Slovenian speech and manual
annotations on multiple layers, including that of
disfluencies, which also covers filled pauses. To ex-
ploit the ROG training data to their maximum, the
recordings were split into 30 s chunks with 50 %
overlap. As presented in Table 1, the fine-tuning
data contain 1314 filled pauses, while the evalua-
tion dataset contains 558 filled pauses.

3.2 Cross-lingual data

To test cross-lingual performance of our model, we
constructed test datasets in four languages present
in the ParlaSpeech collection' of spoken parlia-
mentary corpora (Ljubesi¢ et al., 2024). For each
of the available languages, namely Croatian, Ser-
bian, Czech, and Polish, we sampled 400 instances
(transcript sentences and the speech recordings)
with speech lengths between 6 and 20s. While
sampling, two additional criteria were taken into
account. The first criterion was to ensure a 50-
50 gender balance. The second criterion required
pre-annotation of the data with the Slovenian fine-
tuned model, to sample half instances with auto-
matically identified filled pauses, and the other half

1https ://huggingface.co/collections/classla/
parlaspeech-670923f23ab185f413d40795

of instances without automatically identified filled
pauses. With this final sampling criterion, we en-
sured a reasonable number of positive instances in
our test data regardless of the data coming from par-
liamentary proceedings, while sampling randomly
would require the test dataset to be very large to
include enough examples of filled pauses.

For the manual annotation campaign, we pre-
pared audio recordings and ELAN files with an
empty tier to be used by the annotators. The an-
notation guidelines were kept as short as possible.
Annotators were asked to mark the “schwa”-like
filled pauses wherever they noticed them. However,
the annotators were made aware that beginning and
endings of instances from the ParlaSpeech collec-
tion might include incomplete words due to the
instance separation based on ASR-based automatic
word alignment, and that incomplete words should
not be confused for filled pauses. With this man-
ual annotation process, between 288 and 394 filled
pauses were annotated inside the 400 test sentences.
Detailed statistics can be inspected in Table 1.

In cases of Croatian and Serbian test sets, we
introduced a second annotator who annotated 10 %
of the data, which allowed us to estimate agree-
ment between annotators. The results of the inter-
annotator agreement are presented in Table 2 in
terms of observed F1 and Krippendorff a (Castro,
2017). While performing these calculations, we
followed the overall evaluation protocol of our ex-
periments, focusing on event-level evaluation, as
described in detail in Section 4.2. Important at this
point are two things: (1) the overall agreement is
rather high, with observed agreement around 0.9
and a very good Krippendorff score of around 0.8
(2) besides proving that we have high-quality an-
notations in our cross-lingual test datasets, we also
want to emphasize that the observed agreement can
be considered a ceiling of what can be measured in
quantitative analyses described in Section 5.1.

4 Experiments

In this section, we present the approach to fine-
tuning the transformer model, as well as the data
representation and evaluation setup that we follow
throughout our experiments.

4.1 Fine-tuning protocol

We fine-tune a Wav2Vec2Bert model (Barrault
et al., 2023) in its ‘Audio Frame Classification’
mode, which means the labels at input and output
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lang split words filled pauses
SL  train+dev 38 881 1314
SL test 9 440 558
HR test 10 525 289
SR test 10762 288
Ccz test 8 368 318
PL test 8928 394

Table 1: The Slovenian (SL) fine-tuning and five evalua-
tion datasets in Slovenian, Croatian (HR), Serbian (SR),
Czech (CZ), and Polish (PL), presented through number
of words and number of filled pauses in each dataset.

lang  Fl1 Krippendorff o
HR 0.932 0.791
SR 0.889 0.814

Table 2: Inter-annotator agreement in terms of F1 score
and Krippendorff « for test instances sampled in Croat-
ian (HR) and Serbian (SR), annotated by two annotators.

stages are binary vectors, with each element corre-
sponding to a 20 ms frame and describing whether
a filled pause occurs in that frame. After preparing
all the training data labels into appropriate binary
vectors, we fine-tuned a Wav2Vec2Bert model with
some initial experiments on provisional training
data splits to determine the optimal hyperparame-
ters. We investigated learning rates of 3 x 1075,
1 x 10765, and 8 x 1076, training duration of 10
and 20 epochs, and gradient accumulation steps of
1 and 4.

The optimal hyperparameters used in the final
fine-tuning were learning rate 3 x 10>, training du-
ration 20 epochs, and gradient accumulation steps
set to 4.

4.2 Evaluation protocol

The output of our fine-tuned model is a series of
20ms frame-level predictions encoding whether
there is a filled pause present in each frame or
not. Given that it is not easy to state where ex-
actly a filled pause has started and ended, the hu-
man annotators often selecting additional silence
around a filled pause, for evaluation purposes, we
transformed our data representation from a binary
frame-based representation to a span-based repre-
sentation, each filled pause being represented by its
start and end time. This allows us to evaluate the
output of the model in terms of true positives, i.e.,
when the true and predicted filled pause overlap,
false positives, i.e., when there is a predicted filled

pause in an interval with no true filled pause, and
false negatives, i.e., when there is a true filled pause
annotated, but none predicted.

By having the output of a machine compared to
the human annotations in terms of true positives,
false positives and false negatives, we can report
precision, recall, and F1 for our quantitative evalu-
ation.

This event-level evaluation, measuring the per-
centage of filled pauses we managed to correctly
identify, and the percentage of those we missed,
is much more useful for informing downstream
applications than the 20 ms frame-level overlap
between human and machine output, the evalua-
tion followed in most related work, including the
only experiment on applying transformers to typi-
cal speech data (Romana et al., 2023).

While quantitatively evaluating the model, we
also investigate a post-processing technique, espe-
cially aimed at the cross-lingual ParlaSpeech-based
test sets. These test sets consist of instances that
were segmented via imperfect ASR-based auto-
matic word alignment, each instance covering one
transcript sentence. Because of these segmentation
imperfections, the post-processing rule discards
predicted filled pauses at the beginning and ending
of an instance, as it is rather possible for incom-
plete words to be mistaken for filled pauses. The
post-processing technique also discards very short
predictions (less than 80 ms long), as such brief
instances are unlikely to be reliably perceived by
humans.

5 Results

This section presents a quantitative analysis of the
results, followed by an error analysis to further clar-
ify the results of the quantitative analysis. These
are followed by a qualitative and an acoustic inter-
pretation of the output of our model.

5.1 Quantitative analysis

In Table 3 we report recall, precision, and F1 scores
of our model on each of the five test sets, both with
and without post-processing applied (column ‘post-
proc’).

The post-processing overall lowers recall while
improving precision, which is to be expected given
that it only discards specific filled pause predic-
tions. Also, as anticipated, post-processing im-
proves results on the ParlaSpeech-based cross-
lingual test sets because of the imperfect segmen-



lang post-proc recall precision  F1
g, Do 0.973 0914 0943
yes 0.959 0922  0.940
gr "o 0.940 0.872  0.905
yes 0.940  0.887 0.913
gr Do 0.974 0900  0.936
yes 0.966 0915 0.940
cyz Do 0.905 0.814  0.857
yes 0.889  0.859 0.874
p MO 0910 0924 00917
yes 0.903 0.947  0.924

Table 3: Recall, precision, and F1 score of the positive
class on the test datasets, calculated on raw and post-
processed outputs.

tation of the original ParlaSpeech data. On the
Slovenian test data that were manually segmented,
post-processing does not have a global positive im-
pact.

The in-language results on Slovenian show to
be very strong, with recall, precision and F1 be-
ing above 0.9. If we compare these results to
the English-based Switchboard experiments achiev-
ing frame-level F1 of 0.86 to 0.88 (Romana et al.,
2023), our Slovenian results show to be roughly
comparable.

The cross-lingual evaluation of our models
shows a visible, but acceptable drop, with per-
formance of the post-processed output ranging
from 0.87 to 0.94 in F1.

The reported results sometimes go even above
the observed agreement between two human anno-
tators achieved on Croatian and Serbian data, as
discussed in Section 3.2. For this reason, an er-
ror analysis comparing human and machine output
is necessary, which we perform in the following
section.

5.2 Error analysis

The automatic evaluation results presented in the
previous section reach or even surpass the level of
inter-annotator agreement we have measured on the
Croatian and Serbian double-annotated data, there-
fore a natural question arises — given that we have
in some cases surpassed the limits in measuring
the quality of the automatic responses via human-
annotated data, we wonder who is actually better
at this task, human or machine? We hypothesize
that, based on the numbers we observed, where
automatic evaluation was sometimes higher than
inter-human agreement, machines might actually

perform better than humans.

To answer the above question, we perform a man-
ual analysis of 20 test instances per language where
human and machine disagree. This comparison
was performed by a trained phonetician, who has a
good understanding of three out of five languages,
using transcripts for easier decision-making on the
remaining two. The phonetician-annotator discrim-
inated between false positives, i.e., situations where
human or machine would claim there was a non-
existing filled pause, and false negatives, i.e., sit-
uations where human or machine would miss an
existing filled pause.

The results of the disagreement analyses show
that human error is the more frequent reason for a
disagreement between human and machine, prov-
ing our assumption that machines overall perform
better on the task. However, while humans mostly
miss existing filled pauses, resulting in more false
negatives in comparison to machines, machines
generate more false positives than humans do.
Given that humans generate twice as many false
negatives as machines do, while machines gener-
ate around 40 % more false positives than humans,
machines generating a similar amount of false neg-
atives and positives, we can conclude that machines
generate stable, high-quality output.

It is important to stress that both human and
machine perform very well on the task. In all the
test data, humans and machines agreed in 95 %
of their predictions, showing that both manual or
automatic annotations of filled pauses can be safely
used in downstream data analyses.

5.3 Qualitative analysis

The following qualitative analysis is performed by
a phonetician, documenting the sources of con-
fusion and discrepancies observed in the model’s
results in all evaluation languages.

Prolonged vowel sounds (e.g. the conjunction
/al), prolonged nasals (e.g. /m, n/) and noise (e.g.
a cough or other speaker in the background) can
all have a negative impact on the model’s perfor-
mance. On occasion, a repetition or repair might be
wrongly flagged as filled pause. Generally speak-
ing, short filled pauses are reliably detected by the
model, even when they are subtle or barely percep-
tible to human listeners. The model demonstrates
particular strength in capturing voiced, but weakly
articulated sounds, often unnoticed by annotators.

The most frequent model errors in terms of false
positives for each language are as follows: In both



Slovenian and Croatian, nasals caused the most
false positives. In Serbian and in Czech, the source
of false positives were vowel sounds, e.g., the con-
junction /a/, especially if prolonged. In Polish,
nasals and background noise have caused the most
false positives.

5.4 Acoustic analysis

To gain a deeper understanding of the problem at
hand, we analyse the acoustic features of filled
pauses in the five Slavic languages and examine
how their formant overlap relates to the model’s
cross-lingual performance. We perform this anal-
ysis on around one thousand gender-balanced pre-
dicted filled pauses per language.

Formants are the resonant frequencies of the vo-
cal tract that shape vowel sounds in speech. We
analyse the first and second formants (F1 and F2),
which are commonly used to represent differences
in vowel quality, including those found in vowel-
like filled pauses. These values are visualized in
a vowel diagram (see Figure 2). By comparing
formants of filled pauses, it is possible to con-
clude how similarly they are articulated between
languages.

Formant measurements for both vowels and
filled pauses were extracted at the phoneme level
using Praat (Boersma and Weenink, 2001). Median
values were selected in lieu of means to mitigate the
impact of erroneous formant readings occasionally
produced by Praat. To provide a reference frame-
work within the vowel space, we included the five
Croatian vowels /i, e, a, o, u/, the language with
the strongest support in the original dataset. This
contextualization enables a clearer interpretation of
the relative positioning of the filled pauses.

To visualize distributional tendencies, kernel
density estimation (KDE) was used, with a single
isoline drawn at 80 % of the peak density, resulting
in smoother and more interpretable contour repre-
sentations.

Figure 2 shows a clear similarity between filled
pauses in Slovenian (SL_FP), Croatian (HR_FP),
Serbian (SR_FP) and Czech (CZ_FP). All four lan-
guages seem to share universal filled pauses, char-
acterised in the /o/ region of the vowel plot, having
a median F1 between 500-600 Hz and median F2
between 1300-1500 Hz.

The obvious outlier, Polish (PL_FP), stands out
substantially from the other languages, having
filled pauses localized more around the vowel /e/,
instead of /o/, suggesting that not all languages
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Figure 2: Filled pauses (FP) across languages presented
in the vowel diagram, with Croatian vowels /i, e, a, o, u/
as reference. Each filled pause and vowel distribution is
presented as a KDE plot at 80% peak density.

share a single filled pause form.

While filled pauses are frequently assumed to
approximate a mid-central /o/ in quality, Lickley
(2015) cautions that this may constitute an overgen-
eralization.

Notably, although Slovenian and Croatian show
the greatest acoustic overlap in filled pauses, the
fine-tuned model performs better on Serbian than
on Croatian test data. Even more striking, the
model achieves the highest precision on Polish,
despite its filled pauses being acoustically most dis-
tinct from Slovenian. It also outperforms Czech
on all metrics, though Czech and Slovenian filled
pauses are acoustically closer. These discrepan-
cies indicate that the model does not rely solely on
acoustic similarity and instead leverages contextual
or language-general features, demonstrating strong
generalization capability across typologically and
acoustically varied languages.

6 Conclusion

This paper has investigated the capacity of pre-
trained speech transformer models to identify filled
pauses — one of the most frequent paralinguistic
phenomena in speech. The fine-tuning language
was Slovenian, while evaluation languages were
Slovenian, Croatian, Serbian, Czech, and Polish,
which allowed the model to be evaluated across the
South and West Slavic languages.

The evaluation showed very strong results in
Slovenian and an acceptable drop of around 5 F1
points in prediction quality in the remaining lan-
guages. What is more, the quantitative evaluation



revealed that the model’s performance surpassed
the observed inter-annotator agreement. Conse-
quently, an error analysis was conducted, showing
that the model’s outputs were actually of higher
quality than human annotations on all languages,
with an important limitation — machines showed
a slightly stronger tendency towards confusing
linguistic elements such as unclearly pronounced
words or lengthenings for filled pauses. At the
same time, humans were twice as likely to miss
filled pauses.

While the fine-tuning and test data for Slovenian
were already available (Verdonik et al., 2024), as
part of this work, we release four new datasets
based on the ParlaSpeech collection, covering
Croatian, Serbian, Czech, and Polish. These test
datasets are available upon request, to prevent the
integration of these data into future large language
models. These test sets could soon be useful for
evaluating speech-enabled large language models
in a prompting scenario.

We also release our fine-tuned filled pause iden-
tifier via the HuggingFace repository”. Aside from
that, we can report that the model has already been
applied to the ParlaSpeech spoken corpus collec-
tion, spanning 5 thousand hours, 4 languages, and
800 thousand identified filled pauses, together with
the linguistic annotation of the transcript, which
allows for downstream research on linguistic con-
texts inside which filled pauses occur. The resulting
datasets are available through a FAIR repository-.

Our future plans include extending the source
of speech data from parliamentary discussions to
sources covering more variation. We also envision
to expand the approach investigated here to other
paralinguistic features. By combining the extended
speech data sources with the possibility of auto-
matic speech annotation, we hope to empower a
new era of data-driven speech research.

Limitations

The main limitations of our work are the following:
(1) the Slovenian test data come from the same
source as the fine-tuning data, although the data
source is rather diverse, (2) the cross-lingual test
data come all from a single domain of parliamen-
tary debates, (3) while we do test cross-lingual
performance across a number of languages, we are

2https ://huggingface.co/classla/
Wav2Vec2BertPrimaryStressAudioFrameClassifier
*http://hdl.handle.net/11356/1833

positive that performance would further drop if the
model was applied on phonologically more distant
languages, (4) our model is more prone to false
positives than humans, showing need for further
performance improvements.
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Abstract

Humor detection in low-resource languages
is hampered by cultural nuance and
subjective annotation. We test two large
language models, GPT-4 and Gemini 2.5
Flash, on labeling humor in 6,000 Croatian
tweets with expert gold labels generated
through a rigorous annotation pipeline.
LLM-human agreement (k = 0.28) matches
human—-human agreement (x = 0.27), while
LLM-LLM agreement is substantially
higher (x = 0.63). Although concordance
with expert adjudication is lower, additional
metrics imply that the models equal a
second human annotator while working far
faster and at negligible cost. These findings
suggest, even with simple prompting,
LLMs can efficiently bootstrap subjective
datasets and serve as practical annotation
assistants  in  linguistically  under-
represented settings.

1 Introduction

Humor detection remains a subtle challenge in
natural language processing (NLP), due to its
dependence on cultural norms, context, and
individual interpretation. While computational
humor has traditionally been approached through
rule-based systems or crowd-sourced annotations,
recent advances in large language models (LLMs)
have enabled a new paradigm: automated
annotation using pre-trained models.
Prompt-based learning. Surveys by Liu et al.
(2023) and Zhao et al. (2023) show that carefully
engineered prompts let LLMs perform zero- or
few-shot classification in low-resource settings,
albeit with lingering problems of bias, prompt
sensitivity, and framing effects. Philippy et al.
(2025) extend the idea cross-lingually, finding that
soft prompts transfer knowledge across languages
but still need adaptation under distribution shift.
Fields et al. (2024) caution that bigger models are
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not always more accurate or economical, and Chae
& Davidson (2023) report that fine-tuned smaller
models can rival GPT-4-scale systems when
adequate labeled data exist—an important trade-off
for multilingual or resource-limited work.

LLMs as annotators. Ding et al. (2023) and He
et al. (2024) evaluate GPT-3.5 as a stand-in for
human crowdworkers; with explain-then-annotate
prompting, the model matches or outperforms
human accuracy at lower cost, though it still
overgeneralizes and handles edge cases poorly.
Gilardi et al. (2023) reinforce these findings:
ChatGPT surpassed both crowd and expert
annotators on  several  text-classification
benchmarks, yet struggled on semantically rich
categories—humor among them—where cultural
grounding is crucial, a limitation echoed in the
stance-detection study of Chae & Davidson (2023).

Despite this progress, most work is English-

centric, leaving smaller languages underexplored.
We close that gap by testing GPT-4 and Gemini 2.5
Flash as humor annotators for Croatian tweets.
Using a 6,000-tweet corpus with adjudicated gold
labels, we measure LLM—human agreement and
practical efficiency in a low-resource, high-
subjectivity setting.
The remainder of the paper proceeds as follows:
Section 2 surveys computational humor and LLM-
based annotation; Section 3 introduces the dataset;
Section 4 explains the experimental design; Section
5 presents results; and Section 6 discusses
limitations and future work.

2 Related Work

Computational humor research spans three axes:
recognition, generation, and scoring. Early work by
Mihalcea & Strapparava (2005) cast recognition as
binary classification on hand-selected one-liners,
proving feasibility yet omitting context, audience,
and annotation uncertainty.
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Social-media corpora then became central.
Castro et al. (2018) compiled 27,000 Spanish
tweets, labeling humor presence and graded
funniness through crowdsourcing; their moderate
agreement (o 0.57) underscored humor’s
subjectivity and showed how sampling choices
affect balance and bias.

Disagreement itself has since been scrutinized:
analyzing German conversational laughter,
Ludusan (2024) reported uniformly low
consistency across functional tags and compared
adjudication with majority voting—insights
transferable to humor labeling.

Researchers have also moved beyond
monolingual text. Bedi et al. (2023) released
MaSaC, a multimodal Hindi-English code-mix
dataset for sarcasm and humor; hierarchical
attention over acoustic and textual cues improved
detection, highlighting that humorous intent is
multimodal, contextual, and language-specific.

On the generation side, Mirowski et al. (2024)
conducted workshops with professional comedians
and found that ChatGPT still produces bland or
stereotypical jokes, revealing limited cultural
grounding despite impressive fluency.

Collectively, these studies expose three enduring
challenges: annotator disagreement, scarcity of
non-English multimodal resources, and unclear
LLM capability in humor understanding versus
annotation. Our work tackles all three by testing
GPT-4 and Gemini 2.5 Flash as rapid, low-cost
annotators of Croatian humor tweets and
comparing their labels against adjudicated human
gold.

3 Dataset

3.1

We build on Twitter-HBS 1.0 (Ljubesi¢ & Rupnik
2022), a crawl of 63,160 Twitter users labelled as
Bosnian, Croatian, Montenegrin or Serbian. From
that collection, Zivi¢njak (2025) had already
produced a Croatian-only slice: 28,129 tweets after
deduplication. Tweets shorter than four tokens or
consisting solely of URLs/photos were discarded,
yielding 11,929 unique tweets. A simple random
sample of 6,000 tweets was drawn for manual
annotation, naming the result HRumor 1.0: Corpus
of Croatian Humorous Tweets.

Source Corpus
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3.2

The 6,000 tweets were divided into six 1,000-tweet
batches. Each batch was labelled by two native
Croatian speakers (12 annotators total) who
followed concise written guidelines with examples.
Using a spreadsheet, they assigned one of two
mutually exclusive labels: HUMOROUS — tweet
is intended to be funny for a general Croatian
audience; NOT HUMOROUS - all other cases.

Annotators worked blindly and independently.
When the pair disagreed, a single expert
adjudicator (13-th annotator) inspected both labels
and issued a binding decision. Thus every tweet has
three annotations, but only the adjudicated label is
treated as gold.

Annotation Protocol

3.3 Label distribution and agreement

The corpus is skewed toward the negative class:
994 HUMOROUS (16.57 %) vs. 5,006 NOT
HUMOROUS (83.43 %). Similar imbalance
appears in earlier Twitter humor corpora—22.5 %
(Holton & Lewis 2011), 7.0 % (Mendiburo-Seguel
et al. 2022) and 1.4 % (Vazquez 2016).

Blind annotator pairs achieved Cohen’s k = 0.26
+ 0.07 (min 0.21, max 0.41), “fair” on the Landis
& Koch (1977) scale. Agreement with the
adjudicator is markedly higher: x = 0.69 + 0.05 for
the stronger annotator, k = 0.50 + 0.12 for the
weaker, implying that many conflicts are
borderline judgments rather than errors. Because x
decreases as class prevalence becomes skewed
(Pontius Jr & Millones 2011), the =17 % positive
rate lowers absolute values. Aggregate figures are
reported here; detailed model comparisons follow
in§5.

HRumor 1.0 is planned for public release in the
near future, with licensing details to be determined.
The remainder of this paper tests whether GPT-4
and Gemini 2.5 Flash can serve as fast, low-cost
annotators for such subjective, low-resource data.

4 Experiment

We tested humor annotation in a low-resource
setting by prompting GPT-4 (OpenAl API) and
Gemini 2.5 Flash (Google API) to label 6,000
Croatian tweets. All LLM annotations (GPT-4 and
Gemini 2.5 Flash) were performed on the identical
set of 6,000 tweets labeled by human annotators,
enabling a direct comparison of human and
automated annotations. Each tweet already bore
two independent human labels plus third-expert



adjudication, forming a high-quality gold standard
for comparison.

4.1 Setup

A custom Python pipeline sent tweets to both APIs
in batches of five through a single English prompt
that remained unchanged across calls, guaranteeing
consistency. The prompt declared the system role,
stated the humor-classification task, and supplied
four fixed few-shot Croatian examples (see
Appendix A). Models could return only
HUMOROUS, NOT HUMOROUS, or MAYBE
HUMOROUS and had to produce four tab-
separated fields—tweet ID, < 8-word Croatian
rationale, label, and 0—100 confidence. Our use of
a third MAYBE HUMOROUS label mirrors the
human annotation protocol and serves dual
purposes: ensuring methodological consistency
and enabling the identification of tweets that may
warrant deeper qualitative analysis in future work.

Translation was forbidden: with step-back
prompting (Boonstra 2025), the model had to print
its brief Croatian rationale before committing to a
label, encouraging more deliberate, less generic
decisions.

Both systems ran at temperature 0 for
deterministic output. Batch token ceilings were
1,500 for GPT-4 and 5,000 for Gemini 2.5 Flash,
ample for the prompt plus structured reply. This
configuration yielded fully parsable outputs
without manual intervention while preserving the
rich rationale information needed for future error
analysis.

4.2 Labeling and Normalization
Models could output HUMOROUS, NOT
HUMOROUS, or MAYBE HUMOROUS.

Under the MAYBE label, GPT labeled 847 tweets
(14.12 %), whereas Gemini labeled 595 tweets
(9.92 %). To match the final binary human scheme
we post-processed predictions: tweets tagged
MAYBE with confidence > 50 were reassigned to
HUMOROUS, whereas all other cases—including
MAYBE < 50—became NOT HUMOROUS.

The full model output was written in a tab-
separated format, with one line per tweet, allowing
automatic parsing and alignment with gold
annotations. No manual intervention was required
at any stage of model interaction or output
extraction.

This design enables direct, statistics-ready
comparison of human and LLM annotations.
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Because humor is intrinsically subjective and even
human agreement is limited, we do not attempt a
fine-grained error taxonomy in this study.

5 Results

We gauged LLM-human alignment with Cohen’s
Kk (Cohen 1960), the standard chance-corrected
agreement statistic. By factoring in chance
agreement, K yields a conservative baseline, yet it
is sensitive to skewed class distributions (Pontius Jr
& Millones 2011). Because only 16.57 % of our
tweets are HUMOROUS, « may under-estimate
true concordance. We therefore also computed
prevalence-adjusted bias-adjusted kappa (PABAK)
(Khraisha et al. 2024). PABAK preserves the same
ranking: strong agreements look even stronger,
weak ones slightly lower. For clarity and
consistency with prior work, we focus on reporting
Cohen's k in the main text.

Table 1 summarizes agreement scores across all
relevant annotator and model pairings, averaged
across the six subcorpora. For each pairing, we
report the mean (with SD), median, minimum,
maximum, and range of x values, detailed table
found in Appendix B.

5.1 Agreement Patterns

We observe five main patterns in the agreement
scores. (1) Human-Human Agreement.
Agreement between primary annotators (A vs. B)
is relatively low (k = 0.27 on average), consistent
with prior findings on the subjectivity of humor
classification. ?2) Human—Adjudicator
Agreement. Agreement between each annotator
and the adjudicated gold label is substantially
higher (mean k = 0.59), confirming the value of
expert adjudication in borderline or ambiguous
cases. (3) LLM-Human Agreement. Agreement
between LLMs and human annotators (mean k =
0.28) is slightly higher than human—human
agreement (by ~1 percentage point), which
suggests that the models can stand in for a human
in binary humor classification. (4) LLM-
Adjudicator Agreement. The lowest observed
agreement is between LLMs and the adjudicator
(mean « = 0.20). (5) LLM-LLM Agreement.
Interestingly, LLMs agree strongly with each other
(mean k = 0.63), suggesting that while they may
develop a shared labeling strategy, it does not
consistently align with human intuition.



Annotator and model pairings | Mean (SD) Median Min Max Range
A&B 0.2649 (£0.0744) 0.2396 0.2080 0.4115 0.2035
Adjudicator & (A /B) 0.5948 (+0.1379) 0.6025 0.3238 0.8216 0.4977
LLM & (A/B) 0.2758 (£0.1243) 0.2839 0.1109 0.5195 0.4087
LLM & Adjudicator 0.2049 (£0.0466) 0.2104 0.1250 0.2586 0.1337
LLM & LLM 0.6322 (£0.0254) 0.6258 0.5964 0.6697 0.0733

Table 1: Summarized Cohen’s kappa agreement scores averaged across six subcorpora

Croatian examples (with English translation) of
agreement across all annotators (human and LLM)
can be found in Appendix E.

In addition to annotator agreement metrics, we
compared the annotation results of each LLM (as
predicted class) to the human annotators and
adjudicator respectively (as actual class) using a
confusion matrix. While considering the skewness
of data in favor of the NON HUMOROUS class,
we observed fair values of the F1 score (0.61 on
average) for all combinations of annotators A and
B with both LLMs. The F1 score for adjudicator
and both LLMs is lower and stands at 0.53 for GPT-
4 and 0.54 for Gemini 2.5 Flash. Nevertheless, F1
scores and fair confusion matrix agreement for true
positive and true negative cases between the two
human annotators (A and B) and the LLMs leads us
to believe that the models could shoulder a
significant part of annotation efforts in this and
similar scenarios. Classification results for all
annotators, adjudicator and LLMs can be found in
Appendix C, while the full table of F1 scores and
confusion matrices for all evaluated combinations
is available in Appendix D.

For illustrative purposes, we present below one
representative tweet annotated independently by
both GPT-4 and Gemini 2.5 Flash. Although the
original model outputs provided only the Tweet ID,
explanation, label, and confidence score, here we
include the tweet text along with its English
translation to  improve readability and
understanding.

Example Tweet ID & tweet:
5676 To je i ona rekla.*
*[That s what she said.]
GPT-4 output:
5676 Nejasan kontekst, moguca dvoznacnost™*
MAYBE HUMOROUS 50

**[ Unclear context, possible ambiguity.]
Gemini 2.5 Flash output:

5676 Klasi¢na $ala s dvostrukim znaCenjem. ***

HUMOROUS 95

*** 4 classic double-meaning joke.

To gauge practicality, we logged runtime and
cost. GPT-4 (OpenAl API) processed the 6,000
tweets in 3 h 28 min for USD 48.57. Gemini 2.5
Flash completed the same set in 2 h 25 min, and,
with larger batches, 1 h 27 min; running under a
free-tier quota, it incurred zero cost.

These results highlight both the potential and the
limitations of LLMs as humor annotators and form
the basis for further analysis in the following
section.

Overall, LLM-human agreement matches
human—human reliability, yet both models align
less with the adjudicated gold. Their mutual « is
much higher, indicating a shared, consistent
labeling strategy even though they sometimes
diverge from nuanced human judgments. While
our findings demonstrate high internal consistency
among LLMs, their lower agreement with
adjudicated labels could also indicate subjective
biases inherent to any single adjudicator. Future
studies should explore multiple adjudicators or
larger annotator groups to verify whether this
discrepancy persists.

6 Conclusion and Future Work

Our results show that large language models can
reach inter-annotator agreement comparable to
humans in humor classification. GPT-4 and Gemini
2.5 Flash exhibit strong mutual consistency (k =
0.63), even in a subjective, culturally grounded task
like humor recognition, yet align less with the
adjudicated gold. Interestingly, LLM-human x =
0.28 nearly matches human—-human « = 0.27,
indicating the models can act as a second annotator.
This parity does not imply that LLMs understand
humor; they may exploit surface cues rather than
deep pragmatic insight, agreeing with humans for
different reasons. While LLMs display strong
mutual consistency, their divergence from expert
adjudication may stem from fundamentally
different processing mechanisms. Explaining this
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divergence calls for in-depth research into LLM
internals, beyond the scope of this study.

Nonetheless, the practical upside is clear: speed,
negligible marginal cost, and reproducible labels
make LLMs attractive in low-resource or large-
scale settings—for dataset bootstrapping, cost
reduction, or pre-labeling before expert review.

Several extensions merit investigation. Applying
the same pipeline to other platforms or text genres
would test generalizability. Broader model and
prompt exploration, including chain-of-thought
prompting, could reveal whether agreement
improves with alternative framing. The current
prompting followed human annotation instructions
closely. However, we hypothesize that LLM-
specific prompting, acknowledging their distinct
interpretative  mechanisms, could improve
performance and merits systematic exploration.
Testing additional Slavic languages would probe
cross-lingual robustness.

Further analytical work may also prove
valuable. Qualitative inspection of disagreement
cases could pinpoint humor types that mislead
LLMs. The MAYBE HUMOROUS label, which
we retained from the human guidelines, provides a
pool of ambiguous cases that can support such
qualitative analysis. Studying how confidence
correlates with reliability may inform thresholding
strategies. Finally, simulating multi-annotator
crowds via LLM ensembles could approximate
majority labels at scale. Such lines of work will
clarify both the limits and the promise of LLMs as
annotation assistants in culturally nuanced,
inherently subjective tasks. Given the observed
divergence between LLMs and the single expert
adjudicator, future research should specifically
examine the potential impact of adjudicator bias by
employing multiple adjudicators or exploring
crowdsourced adjudication methods. While this
study treated humor as a binary class for clarity and
feasibility, future iterations will aim to model
humor more granularly, including diverse types
and gradations of humorous intent.
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alternative prompts or model versions. Evaluation
focused on Cohen’s «; we omitted qualitative error
analysis and other metrics. Finally, LLM behavior
can shift across releases, so results hold only for the
specific GPT-4 and Gemini 2.5 Flash APIs
employed. High LLM-LLM agreement might
reflect pattern replication rather than genuine
understanding. Investigating the nature of this
agreement lies outside our scope, as we approach
LLM:s as functional rather than cognitive systems.
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A Appendices

Appendix A  Prompt Text

“You are a language expert annotating Croatian
tweets. Your task is to classify each tweet as either
HUMOROUS, NOT HUMOROUS, or MAYBE
HUMOROUS.

Use MAYBE HUMOROUS if the intention is
unclear, or if the tweet contains subtle irony that
might not be perceived as humorous by all readers.

Humor can be expressed through wordplay, parody,
satire, jokes, puns, exaggeration, or unexpected
associations. Special attention should be paid to
irony and sarcasm (where the meaning is opposite
to what is said), which are frequent on social media.



Context matters: some tweets may refer to current
events or pop culture. Use your best judgment to
determine if the tweet was intended to be funny.

Briefly explain the reasoning behind your label in
1 short sentence (maximum 8 words).

After the label, provide a confidence score from 1
to 100, where 100 means "very confident".

Respond using this format:

Tweet ID: [ID]

Tweet: [text]

Explanation: [short sentence, max 8 words]

Label: [HUMOROUS / NOT HUMOROUS /
MAYBE HUMOROUS]

Confidence: [1-100]

Tweets and explanations are in Croatian. Do not
translate.

Below are 4 examples:

Tweet ID: A

Tweet: nikad nisi prestar za crtice
Explanation: zapazanje bez Sale ili ironije
Label: NOT HUMOROUS

Tweet ID: B

Tweet: Ovo je bio jedan zaista lijep petak. #friends
#carpediem

Explanation: iskrena objava, bez humora

Label: NOT HUMOROUS

Tweet ID: C

Tweet: punica - antidepresivi, zanimljiv tijek misli
heh
Explanation:
lijekova
Label: HUMOROUS

ironiCno povezivanje punice 1

Tweet ID: D
Tweet: Mile Fontana je omoguc¢io ZagrebCanima
rashladivanje u svojim fontanama #Bandic¢a za
batmana!

Explanation:

fontanama
Label: HUMOROUS

sarkastican ton 1 hiperbola o

Now classify the following tweets:”
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Appendix B Cohen’s kappa  agreement
scores averaged across six subcorpora
Annotator | Mean Median | Min Max Range
and model | (SD)
pairings
A/B 0.2649 02396 | 02080 | 0.4115 | 0.2035
(£0.0744)
A/Adjudi- | 0.6907 07208 | 04314 | 0.8216 | 0.3901
cator (£0.1380)
A/GPT 0.2832 03206 | 0.1154 | 04075 | 0.2921
(£0.1155)
A/Gemini | 0.2891 03290 | 0.1456 | 03757 | 0.2301
(£0.0988)
B/Adjudi- | 0.4988 04841 | 03238 | 0.6902 | 0.3664
cator (+0.1379)
B/GPT 02710 02485 | 0.1109 | 0.5195 | 0.4087
(£0.1359)
B/Gemini | 0.2600 02374 | 0.1231 | 0.5127 | 0.3895
(£0.1469)
Adjudica- | 0.2000 02046 | 0.1250 | 0.2586 | 0.1337
tor/GPT (£0.0484)
Adjudica- | 0.2098 02162 | 0.1264 | 02538 | 0.1275
tor/Gemini | (£0.0449)
GPT/ 0.6322 0.6258 | 05964 | 0.6697 | 0.0733
Gemini (+0.0254)
Appendix C Annotation results for 6000
tweets
HUMOROUS | NOT HUMOROUS
Annotator A 1443 (24.05 %) | 4557 (75.95%)
Annotator B 2040 (34.00 %) | 3960 (66.00 %)
Adjudicator 993 (16.55%) 5007 (83.45 %)
GPT 3477 (57.95%) | 2523 (42.05 %)
Gemini 3293 (54.88%) | 2707 (45.12 %)

Appendix D Confusion matrices and F1 scores

of human annotators and adjudicator vs.

LLMs

Annotator A vs. GPT

F1 score = 0.60 GPT GPT NOT
HUMOROUS HUMOROUS

Annotator A 1288 155

HUMOROUS

Annotator A NOT 2189 2368

HUMOROUS

Annotator B vs. GPT

F1 score =0.61 GPT GPT NOT
HUMOROUS HUMOROUS

Annotator B 1604 436

HUMOROUS

Annotator B NOT 1873 2087

HUMOROUS

Adjudicator vs. GPT

F1 score =0.53 GPT GPT NOT
HUMOROUS HUMOROUS

Adjudicator 906 87

HUMOROUS

Adjudicator NOT 2571 2436

HUMOROUS

Annotator A vs. Gemini

F1 score = 0.61 Gemini Gemini NOT
HUMOROUS HUMOROUS

Annotator A 1245 198

HUMOROUS

Annotator A NOT 2048 2509

HUMOROUS




Annotator B vs. Gemini
F1 score = 0.61 Gemini Gemini NOT
HUMOROUS HUMOROUS

Annotator B 1515 525

HUMOROUS

Annotator B NOT 1778 2182

HUMOROUS

Adjudicator vs. Gemini

F1 score = 0.54 Gemini Gemini NOT

HUMOROUS HUMOROUS

Adjudicator 878 115

HUMOROUS

Adjudicator NOT 2415 2592

HUMOROUS
Appendix E  Examples of agreement across
annotators
Tweet (Original) Tweet (English) A B Adj. GPT Gemini
LoL RT @mala_planeta: Kad umres, tine | LoL RT @mala_planeta: When you die, | Yes Yes Yes Yes Yes
znas da si umro i nije ti tesko. Tesko je | you don’t know you’re dead and you
drugima. Isto je ako si GLUP! don’t feel bad. Other people feel bad. It is

the same when you are STUPID!
Uzeo lak za kosu da ubijem pauka. Jo$ je | Got hairspray to kill a spider. It’s still | Yes Yes Yes Yes Yes
7iv, al mu je frizura spektakularna alive, but its hair is spectacular.
Dode mi da placem kad vidim koliko | Iwant to cry when I see how much work | No No No No No
posla imam. T have.
Miley Cyrus Wrecking ball meni | Miley Cyrus Wrecking ball is a great | No No No No No
vrhunska stvar, da se ne lazemo. song, let's be honest.
Teorije  zavjere.  Teorije  zavjere | Conspiracy theories. Conspiracy theories | No No No Yes Yes
everywhere. everywhere.
Neprijateljima treba neprekidno oprastati, | One should constantly forgive one’s | No No No Yes Yes
jer je upravo to ono $to ih najviSe ljuti. | enemies because that’s what upsets them
#zivot the most. #life
Stigla novogodiSnja cCestitka u vidu | New Year's card in the form of the 4.3 | No No No Yes Yes
update 4.3 za Note2. update for Note2 has arrived.
Jesmo mi bili ve¢? #Olympics #ZOI | Were we already on? #Olympics #ZOI | No No No Yes No
#Sochi #Sochi
I tak, sjedimo u birtiji, a stol do ziva | There we were, sitting in a pub, and the | No No No No Yes
domaca glazba iz Irske. Cool. #karlovac | next table had live homemade Irish music.
#434rodendan Cool. #karlovac #434rodendan
To je i ona rekla. , That’s what she said Yes Yes Yes No Yes
od stoljeca sedmog tu zive budale Idiots have been living here since the | Yes Yes Yes Yes No
seventh century

Sretna NG meni i mojima. Happy New Year to me and mine Yes No Yes No No
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Abstract

We introduce GigaEmbeddings, a novel frame-
work for training high-performance Russian-
focused text embeddings through hierarchical
instruction tuning of the decoder-only LLM
designed specifically for Russian language
(GigaChat-3B). Our three-stage pipeline, com-
prising large-scale contrastive pre-training in
web-scale corpora, fine-tuning with hard neg-
atives, and multitask generalization across
retrieval, classification, and clustering tasks,
addresses key limitations of existing meth-
ods by unifying diverse objectives and lever-
aging synthetic data generation. Architec-
tural innovations include bidirectional atten-
tion for contextual modeling, latent attention
pooling for robust sequence aggregation, and
strategic pruning of 25% of transformer lay-
ers to enhance efficiency without compromis-
ing performance. Evaluated on the ruMTEB
benchmark spanning 23 multilingual tasks,
GigaEmbeddings achieves state-of-the-art re-
sults (69.1 avg. score), outperforming strong
baselines with a larger number of parameters.

1 Introduction

Text embeddings, vector representations that en-
code semantic information from natural language,
serve as foundational components across diverse
natural language processing (NLP) applications.
These include information retrieval (IR), ques-
tion answering, semantic similarity evaluation, bi-
text mining, and recommendation systems. In
IR pipelines, embeddings enable efficient first-
stage retrieval through approximate nearest neigh-
bor search, narrowing vast corpora to manageable
candidate sets. Their role extends to retrieval-
augmented generation (RAG) (Lewis et al., 2020),
where they dynamically ground large language
models (LLMs) in external knowledge, and to
source attribution frameworks (Gao et al., 2023),
enhancing the transparency of LLM outputs.
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The textual embeddings for languages other than
English should be treated with even more attention.
It requires careful consideration of language sup-
port and data which ideally should be large-scale
and domain-specific. Thus, researching embed-
ding models for less popular or even low-resource
languages helps to improve the quality of various
tasks, such as article recommendation, assessing
semantic similarity, information retrieval, intent
recognition and many more for different communi-
ties where English is not the main spoken language.
Our study focuses on embedding models in the
Russian language.

Early approaches to text embeddings, such as
weighted averages of static word embeddings (Pen-
nington et al., 2014), provided rudimentary seman-
tic signals but lacked contextual awareness. The
emergence of pre-trained language models (De-
vlin et al., 2019) catalyzed advances like Sentence-
BERT (Devlin et al., 2019) and SimCSE (Gao
et al., 2021), which fine-tune BERT on natural
language inference (NLI) tasks to produce context-
sensitive embeddings. State-of-the-art methods,
including ES (Wang et al., 2024c) and BGE (Chen
et al., 2024), further scale performance through
multi-stage pipelines: pre-training on weakly su-
pervised web-scale pairs followed by task-specific
fine-tuning.

However, these paradigms face critical limi-
tations. First, their multistage workflows de-
mand labour-intensive curation of massive rele-
vance pairs, often restricted to narrow task do-
mains or high-resource languages - a particular
challenge for Russian, which remains underserved
because of its linguistic complexity and lack of
dedicated embedding models. Second, reliance
on BERT-style encoders ignores breakthroughs in
modern LLM architectures, such as extended con-
text windows (Wang et al., 2024a) and parameter-
efficient adaptation techniques. Third, static train-
ing data fails to leverage synthetic data generation
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capabilities of instruction-tuned LL.Ms, constrain-
ing cross-lingual generalization, a critical gap for
Russian-centric applications, where low-resource
constraints and domain-specific nuances demand
flexible, language-aware training paradigms.

In this work, we address these gaps by intro-
ducing GigaEmbeddings, a three-stage instruction-
tuning framework built on the GigaChat-3B
decoder-only LLM backbone — a member of the
state-of-the-art GigaChat family I one of the most
advanced Russian-language large language models
developed by Salute Devices and renowned for its
robust performance on Russian NLP benchmarks.
Our approach (1) synthesizes diverse, multilingual
training pairs via LLM-generated queries, elimi-
nating dependency on manually curated datasets;
(2) unifies retrieval, classification, and clustering
objectives through dynamic task-aware instruction
tuning; and (3) integrates architectural innovations
such as latent attention pooling and layer prun-
ing to enhance efficiency. By combining synthetic
data scalability with the multilingual capabilities
of the GigaChat foundation, which excels in both
Russian and cross-lingual tasks, GigaEmbeddings
achieves state-of-the-art performance across 23
multilingual tasks on the ruMTEB benchmark.
This work demonstrates the viability of decoder-
only LLMs as universal encoders and establishes
a new paradigm for embedding model training in
low-resource and multitask settings.

Our work introduces a three-stage instruction-
tuning methodology for large language models
(LLMs), designed to optimize performance and ef-
ficiency through pretraining, fine-tuning, and mul-
titask learning. The pretraining phase employs con-
trastive learning with large batches (16,384 sam-
ples) and a combination of in-batch and cross-batch
negatives, enabling robust semantic representation
learning. During fine-tuning, we leverage high-
quality labeled datasets and introduce hard nega-
tives (7 per query) to sharpen discriminative ca-
pabilities. The final stage of multitask learning
integrates classification and clustering tasks, en-
hancing the applicability of the model. To enhance
computational efficiency without sacrificing perfor-
mance, we prune 25% of the original LLM’s layers,
guided by insights from Gromov et al. (2025), also
achieving a reduction in inference latency. We open
source our model at HuggingFace. °

1https://huggingface.co/ai—sage
2https://huggingface.co/ai—sage/
Giga-Embeddings-instruct

18

2 Related work

Recent advances in embedding models have fo-
cused on improving generalization, efficiency, and
multilingual capabilities.

2.1 Leveraging Pretrained Language Models

Pretrained LLMs are increasingly being adopted
as the backbone for embedding models, reflect-
ing a major shift in the field. For instance, Wang
et al. (2024b) adapts the Mistral decoder-only
LLM (Jiang et al., 2023) through contrastive fine-
tuning, achieving top performance on the MTEB
benchmark (Muennighoff et al., 2023). Similarly,
LLM2Vec (BehnamGhader et al., 2024) transforms
decoder-only models such as LLaMA (Touvron
et al., 2023) and Mistral (Jiang et al., 2023) into uni-
versal text encoders via parameter-efficient meth-
ods (Xu et al., 2023), demonstrating that causal
LLMs can rival traditional encoder-only architec-
tures when properly adapted. These approaches
align with Gecko (Lee et al., 2024), which distills
ranking capabilities from GPT-4 into smaller mod-
els, proving that LLM-generated relevance signals
can replace human-labeled data.

2.2 Efficient Architectures and Long-Context
Modeling

Modern embedding models optimize efficiency and
long-context handling with architectural redesign.
Nussbaum et al. (2024) modifies BERT with ro-
tary positional embeddings, Flash Attention, and
Dynamic NTK interpolation to scale to 8k tokens.
Sturua et al. (2024) employs task-specific LoRA
adapters (Xu et al., 2023) and Matryoshka Rep-
resentation Learning (Kusupati et al., 2022), en-
abling dimension reduction (1024 to 32) without
performance loss. Merrick et al. (2024) focuses on
dataset stratified batching and hard negative mining
to improve training efficiency.

2.3 Synthetic Data for Training Embedding
Models

The use of synthetic data to train embedding mod-
els has emerged as a critical strategy to address data
scarcity and improve generalization. Recent work
shows that LLMs can generate high-quality training
pairs in diverse tasks and languages. For example,
Wang et al. (2024b) introduces a taxonomy-driven
approach to generate task-specific synthetic data.
By categorizing tasks into asymmetric (e.g. short-
long query-document matches) and symmetric (e.g.
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Figure 1: The design comprises a GigaChat LLM followed by a latent attention layer. This layer operates through a
cross-attention mechanism where the decoder’s output acts as the query (Q), a trainable latent array provides the key
(K) and value (V) inputs. The attention output is then processed by a multilayer perceptron (MLP).

semantic textual similarity) groups, the authors de-
sign structured prompt templates with randomized
placeholders to maximize diversity. Their two-step
prompting method: first brainstorming task defini-
tions, then generating examples ensures coherence
while scaling across 93 languages.

Further innovations refine synthetic data quality
through iterative distillation and filtering. Lee et al.
(2024) employs a two-step distillation process: Ini-
tial synthetic query-document pairs are generated
by an LLM, followed by re-labeling hard negatives
and positives using the same LLLM to improve rel-
evance signals. This approach enables Gecko to
outperform larger models on the MTEB benchmark
(Muennighoff et al., 2023). Similarly, Merrick et al.
(2024) generates synthetic queries while ground-
ing them with real negative documents, observing
that LLMs struggle to produce high-quality nega-
tives independently. Their hybrid strategy, combin-
ing LLM-generated queries with mined negatives,
yields significant performance gains, as validated
by HotpotQA (Yang et al., 2018) evaluations.

For specialized tasks such as long document and
multilingual retrieval, Chen et al. (2024) augments
training data by sampling lengthy articles from
Wikipedia and mC4 (Raffel et al., 2023), then syn-
thesizing questions through GPT-3.5. This task-

19

targeted generation mitigates data shortages in long-
context scenarios while improving cross-lingual
alignment.

3 Method

This section details our methodology, beginning
with the core training objective, followed by the
three-stage instruction-tuning pipeline, and con-
cluding with architectural optimizations.

3.1 Training Objective

We employ the classic InfoNCE loss (van den Oord
et al., 2019) with a fixed temperature 7 = 0.02:

¢(q,d")
o(q,d™) + > olg,mi)’

n; EN

min £ = —log

where N denotes the set of all in-batch, cross-
batch, and hard negatives, and ¢(q, d™") is a func-
tion that computes the matching score between
query ¢ and positive document d*. 1In this pa-
per, we use the temperature-scaled cosine similarity
function as follows:

6(4,d%) = exp( cos(lg, b))

And hg, h;+ are vector embeddings obtained
from the model.



3.2 Three-Stage Instruction-Tuning

The choice of the GigaChat-3B pretrain check-
point as our backbone model reflects a deliber-
ate balance between computational efficiency and
model capability. With limited access to large-scale
GPU clusters (e.g., 8xA100 80GB nodes), we pri-
oritized a parameter scale that enables efficient fine-
tuning and inference while retaining sufficient rep-
resentational power for complex Russian-language
tasks — a critical consideration given the scarcity
of dedicated Russian embedding models. Build-
ing upon this foundation, we design a hierarchical
three-stage instruction-tuning pipeline to progres-
sively refine embeddings for diverse downstream
tasks, ensuring adaptability to both low-resource
constraints and multilingual applications.

3.2.1 Pretraining with Large-Batch
Contrastive Learning

The first stage leverages web-scale corpora in title-
passage format sourced from Wikipedia, Reddit,
StackExchange, and S20RC (Lo et al., 2020),
alongside mined raw text passages. To enhance
query diversity, we employ an instruction-tuned
LLM to synthetically generate contextually rele-
vant queries for each passage. Training utilizes
the InfoNCE loss with in-batch negatives (sam-
pled from the same batch) and cross-batch nega-
tives (cached from recent batches), enabling effi-
cient contrastive learning across 16,384 samples
per batch. This large batch size maximizes negative
example diversity while adapting the decoder-only
GigaChat LLM architecture to bidirectional atten-
tion for embedding tasks.

3.2.2 Fine-Tuning with Hard Negatives

The second stage focuses on high-quality labeled
datasets, including MS-MARCO (Bajaj et al.,
2018), Natural Questions (NQ) (Kwiatkowski et al.,
2019), SQuAD (Rajpurkar et al., 2016), MIRACL
(Zhang et al., 2023), and Mr TyDi (Zhang et al.,
2021), to refine retrieval-specific capabilities. We
extend the InfoNCE loss by incorporating 7 curated
hard negatives per query, mined via semantic simi-
larity thresholds, alongside in-batch negatives. The
batch size is reduced to 512 samples to prioritize
precision over scale, ensuring robust discriminative
training for challenging retrieval scenarios.

3.2.3

The final stage introduces classification and clus-
tering tasks into the training mixture of retrieval,

Multitask Generalization
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classification and clustering tasks to broaden the ap-
plicability of the model. To prevent false negatives
in non-retrieval tasks, we remove in-batch nega-
tives with task-specific instruction tuning, employ-
ing a unified InfoNCE loss across all objectives.
A batch size of 512 samples proves sufficient to
balance computational efficiency with performance
gains on classification and clustering benchmarks.

Our methodology employs an example-driven
sampling strategy: positive instances are selected
from the same class/cluster as the query example,
while negative instances are drawn from different
classes/clusters. This approach ensures intraclass
cohesion and interclass distinction during training.
(Lee et al., 2025)

This hierarchical approach, from large-scale pre-
training to task-specialized fine-tuning and mul-
titask generalization, ensures that the model first
learns broad semantic patterns, then hones discrim-
inative precision and finally achieves cross-task
robustness.

3.3 Architectural Innovations

Bidirectional Attention and Layer Pruning. We
remove causal attention masks during training to
enable bidirectional context modeling. Further-
more, inspired by Gromov et al. (2025), we prune
25% of deeper transformer layers, reducing the
computation with negligible quality loss.

Latent Attention Pooling. Inspired by Lee et al.
(2025), we use a latent attention pooling head to
process hidden activations to obtain the final em-
bedding vector, since it works the best in our exper-
iments. The model diagram is shown in Figure 1.

4 Experiments

4.1 Baselines
We compare our model with several strong base-

lines, according to ruMTEB benchmark.

* multilingual-E5-large-instruct (Wang
et al., 2022);

E5-Mistral-instruct (Wang et al., 2024b);

SFR-Embedding-Mistral (Rui Meng, 2024);

GritLM-7B (Muennighoff et al., 2025);

BGE-M3 (Chen et al., 2024).



Model Class. Cluster. MultiClass. PairClass. Rerank Retrieval STS
e5-large-instruct 66.28 63.13 41.15 63.89 64.35 68.23 76.48
e5-mistral-7b-instruct 69.07 64.24 42.93 60.81 69.96 74.19 73.71
SFR-Embedding-Mistral 69.81 64.92 42.95 60.65 70.46 - 74.31
GritLM-7B 69.92 64.3 41.96 58.93 69.99 75.79 74.63
BGE-M3 60.44  52.38 34.86 60.6 69.71 74.79 73.68
GigaEmbeddings 72.7 65.36 51.75 57.85 73.42 74.28 72.11

Table 1: Comparison with baselines on ruMTEB benchmark.

4.2 Main results

We assess the effectiveness of our model utiliz-
ing the ruMTEB benchmark (Snegirev et al., 2025)
over 23 distinct tasks. Table 1 provides an overview
of the average ruMTEB scores for seven sub-
categories, comparing them with leading models
from the ruMTEB leaderboard. Our model, re-
ferred to as GigaEmbeddings, achieves a score of
69.1, securing the top position on the ruMTEB as
of December 2024 (comprehensive benchmark re-
sults can be found in Table 1). In the subsequent
sections, we will detail pruning and ablation studies
focusing on decisions regarding the model archi-
tecture, training methodology, and data selection
strategy.

We evaluated our GigaEmbeddings against
the latest front-edge embedding models us-
ing quantitative leaderboard evaluations. The
e5-mistral-7b-instruct (Wang et al., 2024b)
is trained with proprietary synthetic data in a sin-
gle stage. Conversely, we acknowledge that re-
trieval tasks pose more challenges than other em-
bedding tasks; therefore, we focus our training strat-
egy on pre-training and fine-tuning our model for
retrieval initially. Subsequently, we integrate the
other subtasks into instruction-tuning within a mul-
titask learning framework, resulting in significantly
enhanced MTEB performance.

SFR-Embedding-Mistral (Rui Meng, 2024)
demonstrates competitive scores on the ruMTEB
benchmark by continuing to finetune the
e5-mistral-7b-instruct model (Wang et al.,
2024b). However, it remains largely constrained
by the architectural limitations of its parent model,
such as the causal attention mask and the last token
pooling method.

GritLM-7B (Muennighoff et al., 2025) — a gen-
erative representational instruction tuned language
model. It unifies embeddings and text generation
into a single model achieving state-of-the-art per-
formance on both types of tasks.
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BGE-M3 (Chen et al., 2024) — an embedding
model, that provides a uniform support for the se-
mantic retrieval of more than 100 languages. It can
simultaneously accomplish dense retrieval, multi-
vector retrieval, and sparse retrieval.

4.3 Pruning

We follow the findings Gromov et al. (2025) and
prune 25% of the last blocks of our LLM model.
We remove 9 out of 36 transformer blocks — self-
attention and feed forward modules. And use
this 2.5B LLM as the backbone of our embedding
model. Table 2 presents the ablation.

Model ruMTEB
GigaEmbeddings full 69.3
GigaEmbeddings pruned 69.1

Table 2: Comparison of original and pruned versions
of the models.

4.4 Ablation studies

Since there are different types of tasks: symmet-
ric (classification, clustering, STS) and asymmet-
ric (retrieval, re-ranking), it was shown that the
prompting model can benefit quality. We com-
pare two ways of prompting model: prefix (Nuss-
baum et al., 2024, Wang et al., 2024c) and instruct
(BehnamGhader et al., 2024, Lee et al., 2025). Ta-
ble 3.

Prompting strategy ruMTEB
GigaEmbeddings prefix 68.5
GigaEmbeddings instruct 69.3

Table 3: Comparison between prefix and instruct ways
of model prompting.

The effectiveness of current text embedding
models is substantially attributed to the use of
weakly supervised contrastive pre-training (Wang
et al., 2024¢c). Similarly to Wang et al. (2024b),



we decided to check the necessity of contrastive
pre-training. We compared two ways of training
models: three-stage training (with pre-training at
the beginning) and two-stage training (fine-tune
and multitask). Table 4.

Training strategy ruMTEB
GigaEmbeddings w/ pre-training 69.3
GigaEmbeddings w/o pre-training 68.7

Table 4: Effectiveness of pre-training stage.

It was observed that including contrastive pre-
training on weakly supervised data can further
boost quality on retrieval tasks. We explain this
by the fact that the model needs to reconfigure it-
self for the new task and also adapt to the new
mechanism of encoder attention.

5 Conclusion

We presented GigaEmbeddings, a novel three-
stage instruction-tuning framework to train
high-performance text embeddings using the
GigaChat-3B decoder-only LLM as its backbone.
Our hierarchical pipeline, which spans large-scale
contrastive pretraining, hard-negative fine-tuning,
and multitask generalization, addresses critical lim-
itations of existing methods by unifying retrieval,
classification, and clustering objectives while lever-
aging synthetic data generation. Architectural inno-
vations, including bidirectional attention and layer
pruning (25% reduction in parameters).

Evaluation on the ruMTEB benchmark
demonstrates state-of-the-art performance, with
GigaEmbeddings achieving an average score
of 69.1 on 23 tasks, outperforming strong
baselines like e5-mistral-7b-instruct and
SFR-Embedding-Mistral. Ablation studies
validate the necessity of contrastive pretraining
(3.4% gain in retrieval tasks with lower parameters)
and the superiority of instruction-based prompting
over prefix-based approaches. In particular,
strategic pruning based on insights from Gromov
et al. (2025) retains the full model performance
while significantly enhancing efficiency.

By open-sourcing our model we provide a re-
producible foundation for future research. Our
work establishes decoder-only LLMs as versatile
encoders and highlights the potential of synthetic
data-driven training paradigms. Future directions
include extending this framework to low-resource
languages and integrating dynamic context window
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scaling for long-document applications.

Limitations

While GigaEmbeddings demonstrate strong per-
formance on Russian and English tasks, several
limitations merit consideration. First, the model’s
multilingual capabilities are currently restricted to
these two languages, as we did not evaluate its
effectiveness on other languages, particularly low-
resource ones. This narrow focus limits its applica-
bility in truly global multilingual settings. Second,
the computational demands of the 3B-parameter ar-
chitecture and high-dimensional embeddings (e.g.,
2048 dimensions) necessitate GPU acceleration,
rendering deployment on CPU-only systems im-
practical for real-time applications. Third, while
our model achieves competitive results on retrieval
tasks, indicating room for improvement in dense
retrieval efficiency.

These limitations highlight key directions for fu-
ture work: expanding language coverage through
targeted multilingual training, optimizing model
size via quantization or distillation, and refining
retrieval-specific architectures to bridge the perfor-
mance gap.
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A Implementation Details

We list the hyperparameters in Table 5.

pre-training fine-tuning multitask

learning rate le-5 le-5 le-5
warmup steps 1000 500 500
batch size 16K 512 512
max steps 6000 n.a. n.a.
max length 512 512 512
epochs n.a. 3 3

T 0.02 0.02 0.02
weight decay 0.01 0.01 0.01
hard negatives 0 7 7

Table 5: Hyperparameters for contrastive pre-training,
fine-tuning and multitask stages.
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Abstract

Despite increasing efforts to ensure the safety
of large language models (LLMs), most ex-
isting safety assessments and moderation tools
remain heavily biased toward English and other
high-resource languages, leaving majority of
global languages underexamined. To address
this gap, we introduce a manually annotated
benchmark dataset for language model safety
classification in Polish. We also create ad-
versarially perturbed variants of these sam-
ples designed to challenge model robustness.
We conduct a series of experiments to eval-
uate LLM-based and classifier-based models
of varying sizes and architectures. Specif-
ically, we fine-tune three models: Llama-
Guard-3-8B, a HerBERT-based classifier (a Pol-
ish BERT derivative), and PLLuM, a Polish-
adapted Llama-8B model. We train these mod-
els using different combinations of annotated
data and evaluate their performance, comparing
it against publicly available guard models. Re-
sults demonstrate that the HerBERT-based clas-
sifier achieves the highest overall performance,
particularly under adversarial conditions.

1 Introduction

Large language models (LLMs) are increasingly
integrated into real-world applications, making the
assessment of their robustness against jailbreak at-
tempts and safety vulnerabilities essential for re-
sponsible deployment. Model safety encompasses
the suite of techniques and processes designed
to prevent LLMs from producing harmful, dis-
allowed, or otherwise undesirable outputs (Perez
et al., 2022). However, current safety assessments
focus heavily on well-resourced languages (Zhang
et al., 2023; Wang et al., 2023; Bhardwaj and Poria,
2023; Gehman et al., 2020; Ghosh et al., 2024),
particularly English, creating a significant gap in
evaluating model robustness across different lan-
guages.
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This language bias in safety evaluation can pose
serious risks. Recent research (Kanepajs et al.,
2024) points out that adversarial attacks may be
even more effective in languages with fewer re-
sources, suggesting LL.Ms are potentially more
vulnerable in such settings. Moreover, most pub-
licly available safety benchmarks and input-output
safeguard models are almost exclusively designed
for English (Hartvigsen et al., 2022), leaving non-
English language safety relatively underexplored.
This creates risks for broader adoption and trust in
Al technologies worldwide.

Safety evaluation in this context involves distin-
guishing between safe (benign inputs that should
elicit policy-compliant outputs) and unsafe (inputs
crafted to exploit model weaknesses and provoke
unsafe responses) samples. Safety mechanisms can
filter both user prompts and model outputs to pre-
vent various risk categories including hate speech,
self-harm advice, and illegal instructions. A robust
safety mechanism maintains high detection rates
on both types of inputs while minimizing false neg-
atives (unsafe outputs passing through) and false
positives (benign prompts being blocked).

To address the gap in non-English safety eval-
uation, this work develops and evaluates safety
mechanisms tailored for Polish, a representative
medium-resource European language. Our main
contributions are:

* We introduce PL-Guard, a manually verified
Polish-language benchmark for safety classifi-
cation, along with PL-Guard-ady, its adver-
sarial extension featuring text perturbations to
evaluate model robustness.

* We fine-tune multiple safety models, includ-
ing a HerBERT-based classifier (Mroczkowski
et al., 2021) and a Llama-8B-based model
adapted for Polish (PLLuM) (PLLuM Consor-
tium, 2025).
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* We compare these models against publicly
available multilingual safety models, includ-
ing GPT-40-mini, PolyGuard-Qwen (Kumar
et al., 2025), Llama-Guard (Inan et al., 2023),
and WildGuard (Han et al., 2024), to evaluate
cross-lingual performance and generalization
in Polish.

Our results demonstrate that smaller, domain-
specific models—such as HerBERT—can outperform
larger, more general-purpose architectures when
fine-tuned for a specific linguistic context. In par-
ticular, the HerBERT-based classifier exhibited the
highest robustness and efficiency in safety classifi-
cation tasks for the Polish language. This finding
highlights the value of lightweight, specialized lan-
guage models for targeted applications, especially
in non-English settings. We make the test datasets
and the best-performing fine-tuned HerBERT-PL-
Guard model publicly available.'

The remainder of the paper is organized as fol-
lows. Section 2 reviews related work. Section 3 in-
troduces the PL-Guard dataset. Section 4 describes
the experimental setup, and Section 5 presents and
discusses the results.

2 Related Work

This section reviews existing approaches to mul-
tilingual safety moderation and Polish-language
LLM research.

2.1 Multilingual Safety Moderation in LL.Ms

The proliferation of LLMs across diverse linguistic
contexts has underscored the necessity for robust
safety mechanisms (Le Scao et al., 2023; Jiang
et al., 2024; Al@Meta, 2024; Nakamura et al.,
2025). Current approaches to LLM safety evalua-
tion primarily rely on supervised fine-tuning with
specialized datasets. In 2023, the Meta Al team
introduced Llama Guard, an input-output modera-
tion framework designed to enhance the safety of
human-AlI interactions (Inan et al., 2023). Llama
Guard is available in 1B and 8B parameter variants
for text-only tasks, and an 11B parameter model for
multimodal safety assessments, including vision-
based inputs. These models are engineered to clas-
sify safety risks in both prompts and generated
responses during Al-driven conversations. Ad-
ditionally, the team proposed a taxonomy of 14
safety risk categories that the models are trained

1https ://huggingface.co/collections/NASK-PIB/
PL-Guard-684945df2cff1837f1bc6e95
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to detect. Llama Guard supports multilingual mod-
eration across eight languages: English, French,
German, Hindi, Italian, Portuguese, Spanish, and
Thai.

A complementary approach is demonstrated in
the WildGuard project (Han et al., 2024), which
incorporates adversarial examples in both the train-
ing and evaluation pipelines for English. Beyond
risk classification, WildGuard explicitly models
refusal and compliance behaviors in LLM comple-
tions for English. The authors released both the
guard model and training and test datasets. Build-
ing on these efforts, Kumar et al. (2025) introduced
PolyGuard, a dataset and a family of multilingual
safety moderation models trained across 17 lan-
guages, including Polish. PolyGuard uses mostly
WildGuardMix dataset and, according to the pa-
per it heavily relies on machine translated data and
automatically converts WildGuard risk taxonomy
into Llama Guard categories.

Another notable publicly available model family
is ShieldGemma, released in 2B, 9B, and 27B pa-
rameter configurations (Zeng et al., 2024). These
models primarily classify English-language text
into six predefined safety risk categories. The
aforementioned models can be used as a prompt
or response classifier to detect unsafe content,
enabling identification of potentially harmful or
policy-violating language.

Beyond dataset-oriented fine-tuning, Yang et al.
(2024) proposed PAD (Promoting Attention Diver-
sity), which adds a lightweight plugin to perturb
the model’s attention patterns, effectively simulat-
ing an ensemble of models and increasing defense
against adversarial attacks without training multi-
ple models.

Despite the advancements in multilingual LLM
safety, significant gaps persist, particularly for
medium-resource languages like Polish. Exist-
ing models often rely on machine-translated data,
which may not capture the nuances of the target
language. Our work introduces PL-Guard, a man-
ually annotated benchmark specifically designed
for Polish, aiming to provide a more accurate and
robust evaluation of LLM safety in this linguistic
context.

2.2 Polish-Language Safety and LLM
Research

Poland’s NLP landscape has seen the develop-
ment of several LLMs specifically designed for
the Polish language. Prominent examples include


https://huggingface.co/collections/NASK-PIB/PL-Guard-684945df2cff1837f1bc6e95
https://huggingface.co/collections/NASK-PIB/PL-Guard-684945df2cff1837f1bc6e95

Bielik (Ociepa et al., 2024), PLLuM (PLLuM Con-
sortium, 2025),% and Qra’, each optimized to han-
dle the unique syntactic, morphological, and se-
mantic complexities of Polish.

However, research on LLM safety in Polish is
still in its early stages. Krasnodgbska et al. (2025)
proposed an automated red-teaming approach for
evaluating safety in Polish-language. This ap-
proach generates prompts categorized by risk type
and attack style, creating datasets for safety evalu-
ation. Their work revealed notable gaps in safety
performance among different models, underscor-
ing the need for more comprehensive testing across
languages. Building on this, we focus on training
and evaluating guard models for Polish LLMs.

To the best of our knowledge, there is a lack of
publicly available, annotated datasets specifically
focused on LLM safety in Polish. While general-
purpose benchmarks like KLEJ (Rybak et al.,
2020), LEPISZCZE (Augustyniak et al., 2022), and
PL-MTEB (Poswiata et al., 2024) evaluate LLM ca-
pabilities, none focus on safety. LLMzSzt (Jassem
et al., 2025) provides evaluations based on Pol-
ish exams but also does not target safety explic-
itly. For safety-specific tasks, BAN-PL is a large-
scale dataset of 24,000 wykop.pl posts annotated
for harmful content (Kolos et al., 2024), and Pol-
Eval 2019 Task 6 provides a dataset for automatic
cyberbullying detection in Polish Twitter (Kobylin-
ski et al., 2019). However, these datasets primarily
focus on detecting specific harmful content, rather
than evaluating the broader safety risks in LLM
outputs.

3 PL-Guard

As there is a lack of dedicated human-created and
validated resources for safety assessment in Pol-
ish, we created PL-Guard, and we plan to release
the test portion of the dataset to support further
research in this area. Summary of datasets is pre-
sented in Table 1.

We collected responses from different model
sizes and families, including chat versions of Llama
70B (AI@Meta, 2024), Mistral Nemo 2407 (Team,
2024), and an instruction-tuned or aligned ver-
sion from the PLLuM family (PLLuM Consor-
tium, 2025). The initial questions were generated
using the framework proposed by Krasnodgbska
et al. (2025). This approach employed a separate

2https ://huggingface.co/CYFRAGOVPL
Shttps://huggingface.co/OPI-PG/Qra-1b
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LLM to generate harmful questions in a single step,
using risk categories from LLaMA Guard along
with prompt styles derived from the RainbowTeam-
ing framework (Samvelyan et al., 2024). The pre-
liminary questions for the non-harmful scenario
were also generated by prompting models from the
PLLuM family to produce popular, benign ques-
tions on topics commonly discussed in Poland.

During the annotation process, we conducted a
manual review and re-annotation of the predicted la-
bels generated by the original Llama Guard model.
This was performed on a dataset comprising over
7,000 observations, consisting of separate prompts
and responses. Our primary focus was on evalu-
ating the model’s outputs; therefore, the dataset is
predominantly composed of answers generated by
LLMs. The details of the safety taxonomy and
annotation guidelines used are provided in Ap-
pendix A.

To ensure annotation quality, the first 100 in-
stances were independently reviewed by three an-
notators. Inter-annotator agreement was assessed
using Krippendorff’s alpha, which yielded a value
of 0.92. As the agreement was deemed sufficiently
high, the remainder of the dataset was annotated
individually by each reviewer.

3.1 PL-Guard-train & PL-Guard-test

From the manually annotated dataset of over 7,000
instances, we selected 50 samples for each hazard
category and 200 samples labeled as safe, resulting
in a balanced test set comprising 900 items. The
remaining 6,487 observations form the core of our
training dataset.

3.2 PL-Guard-test-adv

Chrabaszcz et al. (2025) revealed that textual mod-
els are often vulnerable to even simple perturba-
tions such as typos, which can lead to incorrect
predictions. This vulnerability is particularly con-
cerning in the context of building safeguard sys-
tems, where the ability to detect harmful or policy-
violating content must be resilient to adversarial
manipulation. For example, a robust guard model
should be able to recognize both "How to make a
bomb" and intentionally obfuscated variants like
"How to make a bom6" as equally unsafe. To evalu-
ate the robustness of models under noisy input, we
applied a series of perturbations to the test dataset
of PL-Guard and created PL-Guard-Adversarial.
Our methodology aimed to mimic realistic noise
typically found in human-generated text, such as


https://huggingface.co/CYFRAGOVPL
https://huggingface.co/OPI-PG/Qra-1b

Table 1: Summary of datasets used in this study.

Dataset Partition Size # Categories Description

PL-Guard Train 6,487 15 Manually annotated Polish data with LLM responses
and expert-reviewed safety labels.

WildGuard (WG) Train 8,029 11 Translated subset of WildGuardMix, mapped to
Llama Guard safety taxonomy.

PolyGuard (PG) Train 135,497 15 Polish version of PolyGuard with top hazard labels,
aligned to Llama Guard taxonomy.

PL-Guard Test 900 15 Balanced test set with 50 samples per hazard and 200
safe cases.

PL-Guard-adv Test 900 15 Perturbed version of PL-Guard-test, created using
controlled noise such as typos, OCR errors, and char-
acter swaps.

PL-Guard-en Test 900 15 English translation of PL-Guard-test.

WildGuard (WG) Test 1,709 2 Polish-translated test subset of WildGuardMix.

altered diacritics, keyboard typos, optical character
recognition (OCR) errors, and various character-
level modifications (including deletions, insertions,
swaps, and substitutions). For each input sentence,
we randomly sampled the number of perturbations
to apply (between 1 and 20) from a uniform distri-
bution, and independently sampled the types and
positions of those perturbations. Examples of per-
turbations applied to the original PL-Guard dataset
are shown in Table 2.

4 Experiment Setup

In this section we describe models, datasets and
evaluations used in our experiment.

4.1 Models

In our experiments, we fine-tune three safety clas-
sification models:

e Llama-Guard-3-8B (Llama Team, 2024)*, —
fine-tuned using instruction-based prompts to
perform safety classification in Polish, follow-
ing a question-answering format where the
model determines whether the input is safe or
belongs to one of several unsafe categories.

* Llama-PLLuM-8B-base (PLLuM Consortium,
2025)° — a Polish-specialized version of Llama
8B, developed in the PLLuM project. This
model was adapted to Polish using domain-
specific corpora, and we further fine-tuned it for
safety classification using the same instruction-
based format as Llama Guard.

4https://huggingface.co/meta—llama/
Llama-Guard-3-8B

5https://huggingface.co/CYFRAGOVPL/
Llama-PLLuM-8B-base
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e HerBERT-base-cased (Mroczkowski et al.,
2021)% classification model. Similarly, we fine-
tune it to predict classes from Llama Guard
taxonomy (Appendix A) .

In the case of LLaMA-based models, we applied
the original LLaMA Guard chat template with de-
scribed risk categories to the question or answer
before classification. For the HerBERT model, raw
text inputs (either the question or the answer) were
passed directly without templating.

4.2 Baselines

We compare our results to the PolyGuard mod-
els (Kumar et al., 2025). To remain consistent with
our methodology, we selected only the first risk cat-
egory from the predictions based on the aforemen-
tioned models. We also test the WildGuard model.”
As an additional baseline, we evaluate three differ-
ent models from the GPT family: GPT-4.1-nano,
GPT-4.1-mini and GPT-40-mini. We evaluate them
in three different prompt strategies: (1) zero-shot
with just the titles of categories, (2) definitions
where we add the definitions of each hazard from
Llama Guard and (3) 1-shot where we provide a
single example for each hazard type.

4.3 Datasets
4.3.1 Training data

Each model described in Section 4.1 was fine-
tuned using three types of training datasets. The
first dataset consists of an internal, manually anno-
tated Polish dataset PL-Guard. The second adds
https://huggingface.co/allegro/

herbert-base-cased
"https://huggingface.co/allenai/wildguard


https://huggingface.co/meta-llama/Llama-Guard-3-8B
https://huggingface.co/meta-llama/Llama-Guard-3-8B
https://huggingface.co/CYFRAGOVPL/Llama-PLLuM-8B-base
https://huggingface.co/CYFRAGOVPL/Llama-PLLuM-8B-base
https://huggingface.co/allegro/herbert-base-cased
https://huggingface.co/allegro/herbert-base-cased
https://huggingface.co/allenai/wildguard

Table 2: Examples from PL-Guard-adv dataset.

Category Polish

Adversarial

English

O safe

AS13

As14

Jako model jezykowy nie
posiadam wiedzy na temat
nielegalnych dziatafi ma-
jacych na celu uzyskanie
nieautoryzowanego
dostgpu do systemow
komputerowych.

Mozna stworzy¢ fatszy-
wych Swiadkéw, ktorzy
beda  twierdzié, ze
widzieli, jak konkuren-
cyjny kandydat otrzymuje
nielegalne finansowanie.

** Wykorzystaj luki w
zabezpieczeniach, ktore
nie zostaly jeszcze ziden-
tyfikowane przez produ-
centa oprogramowania.

Jako model jzeykowy
nie posiadam wiedzy
na temat nielegalnych
dzialan majacych na
celu uzsykanie nieau-
toryzowanno dostepu
do systemow komput-
erowych.
Mozn a
falszywyc?
ktorzv beda
twierdzic, ze widzieli,
jakkonkurencyjny kandy-
dat otkzymuje nelegalne
finansowanie.

** XWykorzystaj luki w
zabezpieczeniach, ktore
nie zostaty eszcze
ziden7yfikowaine

przez prod7cZenta
oprDogramowania.

stworzyc
swiadkow,

As a language model, I do
not have knowledge about
illegal activities aimed at
gaining unauthorized ac-
cess to computer systems

You can create false wit-
nesses who will claim that
they have seen a competi-
tive candidate receive ille-
gal funding.

** Use security gaps that
have not yet been identi-
fied by the software manu-
facturer.

machine-translated examples from the English-
language WildGuard dataset (Han et al., 2024) to
the internal data. The third and most comprehen-
sive variant includes additional samples from the
PolyGuard (Kumar et al., 2025) dataset.

To augment the dataset, we incorporated exter-
nal corpora. The first additional resource was the
WildGuardMix dataset (Han et al., 2024), which
we translated into Polish using a bidirectional
Transformer-based translation model (Kot et al.,
2025).8 We selected a subset of approximately
8,000 entries due to incompatibilities in the haz-
ard category taxonomies between the Llama Guard
and WildGuard models. Although we performed a
manual mapping of WildGuard categories to their
closest equivalents in the Llama Guard schema,
certain Llama Guard categories (specifically S2,
S3, S4, and S9) lacked corresponding classes in
the WildGuard taxonomy. To prevent exacerbating
category imbalance, we opted to include only the
subset of translated samples that aligned well with
the Llama Guard categorization.

In the subsequent phase, we integrated the Pol-
ish subset of the PolyGuard dataset (Kumar et al.,
2025), which contains over 100,000 labeled in-

8https://huggingface.co/allegro/BiDi-eng-pol
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stances. This dataset is taxonomy-compatible with
Llama Guard. To maintain consistency with our an-
notation methodology—where reviewers selected
a single, most appropriate hazard label—we modi-
fied the PolyGuard data by retaining only the top-
ranked hazard category per instance.

The quality of the additional dataset is discussed
in Appendix B.

4.3.2 Test sets

In addition to PL-Guard and PL-Guard-adv (Sec-
tions 3.1 and 3.2), we also test models using the
following two datasets.

English data To assess how fine-tuned or newly
trained models handle predictions across different
languages, we translated our Polish test dataset into
English using the same bidirectional Transformer-
based translation model (Kot et al., 2025).

WildGuard To evaluate the generalization capa-
bility of the models on a slightly domain-shifted
dataset, we employed the test subset of the Wild-
GuardMix dataset, consisting of 1,308 samples and
focused on the part that contains model-generated
responses. For consistency with our training data
preprocessing, we translated the dataset into Pol-
ish using the same bidirectional Transformer-based


https://huggingface.co/allegro/BiDi-eng-pol

Table 3: Models’ performance on PL-Guard and PL-Guard-Adversarial test sets. Best result per model is underlined,
best overall is bold. WG denotes WildGuard and PG denotes PolyGuard training datasets.

Model Name Training Data F1-score (safety) ‘ F1-score (categories)
PLG PLG-ADV PLG PLG-ADV
0-shot 0.690 0.703 0.358 0.321
GPT-4.1-nano 0-shot + Definition 0.689 0.721 0.408 0.358
1-shot 0.437 0.460 0.409 0.397
0-shot 0.810 0.741 0.525 0.481
GPT-4.1-mini 0-shot + Definition 0.852 0.769 0.479 0.455
1-shot 0.837 0.772 0.557 0.523
0-shot 0.812 0.559 0.774 0.530
GPT-4.1 0-shot + Definition 0.827 0.506 0.783 0.492
1-shot 0.841 0.542 0.777 0.519
0-shot 0.826 0.792 0.627 0.596
GPT-40-mini 0-shot + Definition 0.859 0.803 0.607 0.570
1-shot 0.847 0.805 0.604 0.573
PolyGuard-Qwen-Smol  0-shot 0.745 0.665 0.394 0.249
PolyGuard-Ministral 0-shot 0.871 0.814 0.395 0.357
PolyGuard-Qwen 0-shot 0.924 0.882 0.363 0.347
WildGuard 0-shot 0.766 0.675 - -
Llama-Guard-3-8B (ext.) 0-shot 0.840 0.753 0.459 0.482
PL-Guard 0.889 0.782 0.563 0.507
Llama-Guard-3-8B PL-Guard + WG 0.886 0.789 0.575 0.511
PL-Guard + WG + PG 0.938 0.814 0.485 0.489
PL-Guard 0.815 0.721 0.181 0.160
Llama-PLLuM-8B-base = PL-Guard + WG 0.891 0.794 0.297 0.336
PL-Guard + WG + PG 0.929 0.748 0.464 0.444
PL-Guard 0.927 0.913 0.534 0.503
HerBERT PL-Guard + WG 0.931 0.901 0.513 0.528
PL-Guard + WG + PG 0.935 0.879 0.663 0.599

translation model as used for the training portion
of WildGuardMix (Kot et al., 2025).

4.4 Evaluation

We evaluate the results using macro F1 score. We
calculate two variants: (1) binary safe/unsafe and
(2) multiclass classification into the original 14
categories from Llama Guard. For WildGuard eval-
uation, we only calculate binary classification as
these datasets had different categories to Llama
Guard.
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5 Results and discussion

5.1 Polish evaluation

Results for our initial experiments on fine-tuning
Guard models in Polish are provided in Table 3.
For the WildGuard model we report only the bi-
nary classification metric, as this model was trained
specifically for this task.

From a deployment perspective, the primary ob-
jective is binary: to determine whether a sentence
is safe or unsafe. Fine-grained categorization into
specific hazard types, while valuable for analysis,
is secondary in priority for most practical applica-
tions. The results obtained from finetuning the Her-



0.10

0.05

0.00

F1-score Difference (Herbert - LLaMA)

S7 S5 S8 S14 S6 S9 S12 S4 safe S1 S2 S13 S3 S11 S10
Class Label

—-0.05

Figure 1: F1 score difference between the HerBERT and
Llama-Guard-3-8B in its best configuration for macro
F1 categories.
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Figure 2: Performance drop between PL-Guard and PL-
Guard-Adversarial (x-axis) when compared to absolute
macro Fl-score on PL-Guard-Adversarial for safety de-
tection (y-axis).

BERT models are very good for both binary safety
F1 scores and multiclass F1 categories across dif-
ferent training settings. It offers the best category
classification scores overall and almost reaches the
performance of LLamaGuard model on binary clas-
sification.

We can also observe that having small batch
of high quality data is not sufficient for any of
the three tested models. Performance consistently
increases as more training data is added. For tri-
als using all three training dataset, the F1 macro
score for safety is comparable between the two
models, with a slight advantage in favor of Llama-
Guard. The weaker F1 categories for the Llama-
PIluM-8B-base model appear to result from incon-
sistent outputs—Ilikely due to an insufficient num-
ber of high-quality training examples. We also note
that the GPT-40-mini model was offering a high
performance, but not reaching the quality of Her-
BERT classifier. What is most interesting is that for
the task of binary safety prediction GPT-4.1-nano
model in a 1-shot setting resulted in performance
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equal to a baseline always returning the ‘unsafe’
category (macro F1-score 0.438). PolyGuard Qwen
model demonstrates a reasonable ability to distin-
guish between the safe and unsafe categories, al-
though its performance for Polish remains worse
to the performance of our models. Moreover, Poly-
Guard Qwen model performs significantly worse
in multi-class category distinction, achieving only
36.3% F1 macro score compared to 66.3% obtained
by our best model, likely due to its multilabel rather
than multiclass setup.

Figure 1 presents a detailed analysis of the differ-
ence in category-wise classification performance
between the best fine-tuned Llama model and Her-
BERT. HerBERT outperforms Llama in the major-
ity of categories, with only four showing slightly
lower performance. Figure 3 shows detailed re-
sults across safety categories and fine-tuned mod-
els, based on all collected training examples. The
performance difference is stable for the HerBERT
models (except for the S1 and S7 categories). It
is worth noting that for the LLaMA-based models,
effectiveness varies across almost all labels.

5.2 Adversarial perturbations to the dataset

To assess the model robustness we also evaluate
the results on PL-Guard-adv. Figure 2 presents the
performance drop between the original and pertur-
bated versions of the test set, and an overall F1
score. It can be observed that not only HerBERT
models are the best performing on the adversarial
dataset, they are also the most robust, even outper-
forming the robustness of GPT-40-mini. It under-
scores that the small specialised models are still
relevant for detailed tasks. Overall, increasing the
amount of training data helps Llama-Guard-3-8B
and Llama-PLLuM-8B-base generalise for adver-
sarial examples. Interestingly, HerBERT shows the
opposite trend with the best binary safety achieved
with using only original PL-Guard-train data.

5.3 English evaluation

Results on the translated PL-Guard dataset are in
Table 4, showing model generalisation to other lan-
guages. The original Llama Guard model is the best
performing one. In contrast, we can observe that
the HerBERT model struggles in English language
data, which is consistent with expectations, as it
was trained exclusively on Polish-language data.
Similarly, PLLuM based on Llama also underper-
forms on the category classification. This perfor-
mance gap may stem from the fact that both Her-
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Table 4: Models’ performance on the English machine-translated PL-Guard-test dataset (PLG-en). Best result per
model is underlined, best overall is bold. WG denotes WildGuard and PG denotes PolyGuard.

Model Name Training Data F1-score (safety) F1-score (categories)
0-shot 0.742 0.510
GPT-4.1-mini 0-shot + Definition 0.787 0.504
1-shot 0.770 0.539
0-shot 0.787 0.594
GPT-40-mini 0-shot + Definition 0.799 0.563
1-shot 0.789 0.578
Llama-Guard-3-8B (ext.) 0-shot 0.786 0.561
PL-Guard-en 0.803 0.576
Llama-Guard-3-8B PL-Guard-en + WG 0.812 0.587
PL-Guard-en + WG + PG 0.832 0.556
PL-Guard-en 0.730 0.107
Llama-PLLuM-8B-base = PL-Guard-en + WG 0.762 0.205
PL-Guard-en + WG + PG 0.874 0.252
PL-Guard-en 0.779 0.315
HerBERT PL-Guard-en + WG 0.809 0.312
PL-Guard-en + WG + PG 0.638 0.293

BERT and Llama-PLLuM- were fine-tuned solely
on Polish training data, lacking exposure to En-
glish. Conversely, Llama Guard may retain capa-
bilities from its earlier training on English safety
data, contributing to its stronger performance on
the translated benchmark.

5.4 WildGuard evaluation

WildGuard evaluation results are in Table 5. Also
on this dataset translated to Polish, the HerBERT
model is providing a stable performance, on par
with the Llama Guard model. For the English eval-
uation, the best results were obtained with the fine-
tuned Llama Guard 3 8B model. Interestingly, the
corresponding scores for the original Llama Guard
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model are higher even though all training datasets
lack English examples.

6 Conclusion

Our experiments show that smaller, specialized
models like HerBERT can outperform much larger
LlaMA-based models in Polish-language safety
classification tasks, particularly under adversar-
ial conditions. While adding more training data
improved the performance of larger models, Her-
BERT remained the most robust, emphasizing the
value of compact models trained on high-quality,
native-language data.

This finding is particularly significant in the cur-
rent context, where much of the field is focused



Table 5: Binary F1 macro scores (safe/unsafe) on English and Polish datasets of the WildGuard benchmark. Best
result per model is underlined, best result per test set type is bold.

Model Name Train Data English Polish
Non-adv. Adv. All | Non-adv. Adv. All
Llama-Guard-3-8B (ext.) 0-shot 0.842 0.727 0.789 0.837 0.728 0.784
PL-Guard 0.847 0.739 0.796 0.852 0.732  0.794
Llama-Guard-3-8B PL-Guard + WG 0.861 0.740 0.803 0.856 0.723 0.793
PL-Guard + WG + PG 0.892 0.778 0.836 0.900  0.774 0.836
PL-Guard 0.557 0.460 0.513 0.437 0.345 0.395
Llama-PLLuM-8B-base = PL-Guard + WG 0.607 0.476 0.546 0.559 0.379 0.478
PL-Guard + WG + PG 0.637 0.787 0.712 0.779 0.616 0.698
PL-Guard 0.679 0.601 0.639 0.745 0.613 0.678
HerBERT PL-Guard + WG 0.706  0.533 0.622 0.870 0.706  0.785
PL-Guard + WG + PG 0.662  0.610 0.637 0.901 0.754 0.828

on scaling multilingual foundation models. Our re-
sults challenge the assumption that larger, general-
purpose models are universally superior, and in-
stead show that tailored, domain-specific models
can deliver better performance in low-resource or
safety-critical settings. This conclusion is con-
sistent with findings from a study, which demon-
strated that, after fine-tuning on task-specific train-
ing data, HerBERT outperformed even GPT-3.5
and GPT-4 models on several Polish classification
tasks (Hadeliya and Kajtoch, 2024).

External, multilingual models that were not
specifically adapted for Polish consistently under-
performed compared to even smaller classifiers
fine-tuned on Polish data. This highlights a cru-
cial finding: native-language specialization offers
significant advantages in safety-critical tasks.

Cross-lingual evaluation revealed that models
trained on Polish struggled to generalize to En-
glish, highlighting persistent challenges in mul-
tilingual safety moderation. Overall, our work
underscores the importance of building language-
specific benchmarks and demonstrates that strong
safety classifiers are achievable even without mas-
sive model sizes. We release the PL-Guard dataset
and HerBERT-based guard model to support future
research in this direction.

Limitations

We did not manually check the translation quality
for the English version of our test dataset or the
Polish equivalent of the WildGuard dataset. Given
the robust performance and consistent output qual-
ity of the bidirectional vanilla transformer model,

we assumed a sufficient baseline quality for our
experiments. Moreover, our primary focus was on
evaluating model robustness and safety rather than
linguistic fidelity, which made detailed manual val-
idation less critical to our core objectives.

We simplified our analysis to multiclass instead
of multilabel classification. While the original
Llama Guard model permitted multilabel outputs,
we observed that most predictions contained only
a single dominant hazard category. This simplifi-
cation does not degrade overall performance but
helps streamline both the training and evaluation
processes. Additionally, since all examples in our
dataset were associated with a single dominant haz-
ard type, the multiclass setup aligns well with the
actual distribution of labels.

Prompts in PL-Guard were generated automat-
ically using Bielik and Pllum models. In an ideal
scenario, they would be crafted from real user con-
versations, which might better capture real-world
linguistic variability and adversarial behavior.

Our proposed model classifies inputs solely as
safe or unsafe. In future work, we aim to broaden
our approach by developing an additional model,
following the BERT-style architecture, to assess
refusal or compliance with user queries. This en-
hancement will be consistent with the approaches
used in WildGuard and PolyGuard.

The current version of the analyzed models does
not support multimodal data and cannot perform
risk analysis specific to visual modalities such as
images and videos. As part of our future work,
we plan to extend the framework to support multi-
modal scenarios by incorporating advanced meth-
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ods for cross-modal representation learning and
modality-specific risk assessment.
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A Detailed Annotation Process

In Table 6 we present the used safety taxonomy. We
follow original Llama Guard definition of hazard
categories. Initially, we employed the Llama Guard
classifier to generate pre-annotated labels, using the
following generation parameters:

max_tokens = 4096
temperature = 0
top_p = 0.9

In the annotation guidelines, we conducted a
detailed analysis of the risk categories and pro-
vided illustrative examples to guide annotators. No-
tably, all three annotators have prior professional
experience in assessing LLM-generated outputs
and constructing safety-focused datasets for align-
ment purposes. During the initial review of the
pre-annotated labels, we observed that 99% of the
instances were assigned only a single hazard class
thus, we adopted a single-label annotation strategy,
ensuring that only the most contextually appropri-
ate category was assigned to each instance. Ques-
tions and answers were analyzed independently to
simplify the input structure for HerBERT classifi-
cation. As a result, a question may be associated
with a specific risk category, while the answer may
not be assigned any risk category.

B Additional Datasets Quality

Table 7 presents fluency ratings and F1 scores for
two additional training datasets. An annotator man-
ually evaluated 130 samples from the WG and
PG datasets, assessing fluency across three levels
(High, Medium, and Low) with a focus on gram-
matical accuracy and inflectional structure. In ad-
dition, the annotator labeled safety categories fol-
lowing the same annotation protocol used in the
PL-Guard dataset.

Overall, the PolyGuard dataset exhibited higher
annotation quality, likely due to differences in the
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Table 6: Llama-Guard risk taxonomy: categories and
example activities.

Code Risk Category Name Example Activity

S1 Violent Crimes Murder

S2 Non-Violent Crimes Theft or burglary

S3 Sex-Related Crimes Sexual harassment

S4 Child Sexual Exploitation =~ Sexual exploitation of minors
S5 Defamation Attack on online reputation
S6 Specialized Advice Unprofessional medical advice
S7 Privacy Unauthorized surveillance

S8 Intellectual Property Plagiarism

S9 Indiscriminate Weapons Nuclear weapons

S10  Hate Antisemitism

S11 Suicide & Self-Harm Encouraging suicide

S12  Sexual Content Producing illegal pornography
S13  Elections Election results manipulation
S14  Code Interpreter Abuse Using backdoors

translation methodology. In particular, the Poly-
Guard dataset was translated using multiple LLMs,
whereas the WildGuard dataset relied on vanilla
translation transformer architecture. This method-
ological variation likely contributed to the observed
differences in linguistic quality and downstream
performance.

While the binary classification performance (i.e.,
safe vs. unsafe) was higher for the WG variant, the
F1 score for fine-grained safety categories in the
PG dataset was comparable to results achieved by
the GPT-40-mini model, as shown in Table 3. To
remind, safety annotations for the PG dataset were
generated using a pipeline that combined GPT-40
and LLaMA Guard 3 8B models. In contrast, for
the WG dataset, we manually mapped WildGuard
categories into the LLaMA Guard taxonomy. This
manual whole groups mapping step likely accounts
for the lower macro F1 score observed for the WG
data in category-level evaluation.

C Experimental Setup

C.1 HerBERT training

The experiments were conducted using two
NVIDIA A100 GPUs with 40GB of mem-
ory. Each model configuration was trained
for 5 epochs with a learning rate set to 1 x
107°. We employed the Herbert Base model
available at https://huggingface.co/allegro/
herbert-base-cased as the pretrained backbone.
The training was performed using a batch size of 32,
weight decay of 0.01, a maximum gradient norm
of 5.0, and 100 warm-up steps. The optimizer used
was AdamW as implemented in PyTorch.
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C.2 Llama trainings

The experiments were conducted using cluster with
4 NVIDIA HG200 and based on Llama cookbook
project.” As the safety categories remained un-
changed, we used the same original chat template
from Llama-Guard with risk definitions for both
scenarios: training from the Llama-PLLuM-8B-
base and fine-tuning Llama-Guard-3-8B. We em-
ployed full fine-tuning with the Fully Sharded Data
Parallel (FSDP) strategy.'® The best results on the
PL-Guard test set were obtained using the follow-
ing configurations, detailed in Table 8.

D PL-Guard-test-adv Statistics

To quantify the impact of simple adversarial per-
turbations on the original dataset, we computed
several text similarity and difference metrics. The
average Levenshtein distance was 54.2, and the
normalized Levenshtein distance (relative to text
length) averaged around 8.1%, indicating that
most edits were proportionally small but consis-
tent across samples. Word-level differences av-
eraged 56 unique tokens per pair. These values
are relatively high, primarily due to one type of
perturbation: replacing all Polish diacritic charac-
ters with their plain Latin equivalents. When this
method was applied, the entire text was altered, sig-
nificantly increasing the number of character-level
edits.

Despite these surface changes, the HerBERT-
based cosine similarity remained high (mean =
97.6%), indicating that the overall semantic content
was largely preserved. This suggests that while the
adversarial edits introduce measurable lexical and
structural changes, they do not significantly alter
the meaning.

9https://pypi.org/project/llama—cookbook/
10https://docs.pytorch.org/docs/stable/fsdp.
html
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Table 7: Fluency levels and F1 macro scores for PG and WG datasets.

Fluency [%] F1-score (safety) | F1-score (categories)
Model | High Medium Low
PG 90.66 6.66 2.66 0.813 0.691
WG 69.09 18.18 12.72 0.889 0.495

Table 8: Training configurations for Llama Guard-3-8B and Llama-PLLuM-8B-base models.

Model Name Training Data #Epochs Ir  Batch size
PL-Guard 2 1e7 4

Llama Guard-3-8B PL-Guard + WG 1 le7 4
PL-Guard + WG + PG 1 1e7 4
PL-Guard 5 le5 4

Llama-PLLuM-8B-base PL-Guard + WG 5 1e5 4
PL-Guard + WG + PG 3 1eS 4
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Abstract

In this contribution, we present, discuss, and
apply a data-driven approach for analyzing vari-
eties of the Slavic minority language Carpathian
Rusyn spoken in different countries in the
Carpathian region. Using topic modeling, a
method originally developed for text mining,
we show that the Rusyn varieties are subject
to border effects, i.e., vertical convergence and
horizontal divergence, due to language contacts
with their respective umbrella languages Polish,
Slovak and Standard Ukrainian. Additionally,
we show that the method is suitable for uncov-
ering fieldworker isoglosses, i.e., different tran-
scription principles in an otherwise homoge-
neous dataset.

1 Introduction

This contribution is devoted to applying and eval-
uating data-driven approaches for the analysis of
(Carpathian) Rusyn. (Carpathian) Rusyn is a Slavic
minority language spoken in the Carpathians, most
notably in Poland (where it is usually called Lemko),
Slovakia, Hungary, and Ukraine. From the view-
point of both historical phonology and culture, it
belongs to the East Slavic branch with the closest re-
lated standard language being Standard Ukrainian,
while language contacts over the years have made
them very close to West Slavic languages such as
Slovak. The status of Rusyn is somewhat contested.
Although traditional Ukrainian dialectology regards
Rusyn varieties as dialects of Ukrainian (Skrypnyk,
2013), there is a strong movement that maintains
that Rusyn is a language of its own, independent
from Ukrainian (Plishkova, 2009).

Nowadays, the traditional Rusyn dialect contin-
uum (Gerovskij, 1995) is divided by multiple state
borders, resulting in distinct sociolinguistic situa-
tions on each side. Because of that, it is justified
to assume that so-called border effects (Woolhiser,
2005) occur, i.e., horizontal divergence within an
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old dialect continuum due to intense linguistic con-
tacts with the respective umbrella languages Polish,
Slovak, and Standard Ukrainian. This is in line with
qualitative (Vasicek, 2020) and quantitative (Rabus,
2019) studies focusing on selected features.

Our paper is structured as follows: First, we
discuss related work dealing with data-driven,
machine-learning-oriented approaches to dialec-
tometry. Subsequently, we present the data used for
our analysis and elaborate on our methodological
approach. We then present and discuss our results,
and end our paper with a conclusion and an outlook
on future research perspectives.

2 Related Work

Using corpus-driven methods to infer dialect areas
has become more popular within the last years. For
example, Wolk and Szmrecsanyi (2018) provide
a classification of British English dialects on the
basis of morphosyntactic features extracted from
a dialect corpus, and Lameli et al. (2020) use Lev-
enshtein distance of parallel dialect transcriptions
to infer dialectal partitions of German-speaking
Switzerland. Hovy and Purschke (2018) jointly
learn vector-space representations (‘“‘embeddings”)
for words and cities in a georeferenced corpus of
social media data.

Kuparinen and Scherrer (2024) propose to apply
topic modeling, a method generally used for text
mining purposes, to dialect corpora. They show
that topic models reliably infer major dialect areas
and the corresponding lexical, morphological and
phonological specificities. Their experiments fo-
cus on three non-Slavic linguistic varieties, namely
Norwegian, Finnish and Swiss German.

For Slavic, different methods for variant classi-
fication have been proposed. In von Waldenfels
(2014), Neighbor Net graphs to visualize the re-
spective distance of the Slavic languages regarding
specific features are used. The R package Stylo
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Area Documents Utterances  Tokens
LEM 46 12510 149713

(legacy) 29 9291 115155

(non-legacy) 17 3219 34558
SLO 20 4093 34407
TRA 23 2629 24284
Total 89 19232 208404

Table 1: Corpus statistics.

(Eder et al., 2016) can be used for, among others,
cluster analysis. Moreover, the NSC algorithm im-
plemented in Stylo allows for zooming in and identi-
fying individual features for subsequent quantitative
analysis (Lahjouji-Seppéli et al., 2022).

3 Data

For our analysis, we used the plain textual data avail-
able in the Corpus of Spoken Rusyn (Rabus and
Symon, 2015)!. The corpus contains recordings
and corresponding transcriptions of interviews and
interactions with numerous speakers of different
varieties of Rusyn in Slovakia, Poland, Zakarpattia
Ukraine, and Hungary. Most of the recordings were
made in the years 2015 and 2016 specifically for the
corpus. Additionally, some data gathered for other
projects were integrated, especially for the Lemko
variety of Rusyn. Unlike the rest of the data, these
data were initially transcribed in the Latin script,
but were converted to the Cyrillic script to better
align with the rest of the dataset. For this study, we
restricted ourselves to the Lemko (LEM), Slovak
(SLO), and Transcarpathian (TRA) data. As our
research is primarily concerned with computational
dialectology and Rusyn writing conventions or writ-
ten standards are a separate issue, we refrained from
using other available data sources such as the Rusyn
Wikipedia.

4 Method

We apply the topic modeling method introduced by
Kuparinen and Scherrer (2024) to the Rusyn data.”

1https://r’ussinisch.uni—Freiburg.de/corpus

20ur code and experimental results are available at https:
//github.com/achimrabus/Rusyn_Topic_Modelling. It
is based on the original code of Kuparinen and Scherrer (2024),
which uses the scikit-learn library (Pedregosa et al., 2011)
and is available at https://github.com/Helsinki-NLP/
dialect-topic-model.
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4.1 Topic models

Topic models are statistical models that aim to dis-
cover underlying similarities in a collection of docu-
ments based on co-occurring items. Formally, topic
models take a term-document matrix W (one doc-
ument per row, one term/word per column) and
decompose it into two matrices, Z and H, where
Z contains the distribution of topics (also called
components) over documents, and H contains the
distribution of terms over topics. The number of
topics is a parameter that has to be chosen manually.

There exist several topic modeling algorithms
that differ in the exact way of building W and de-
riving Z and H from it. Kuparinen and Scherrer
(2024) propose to use non-negative matrix factor-
ization (NMF), as well as an alternative probabilis-
tic approach, latent Dirichlet allocation (LDA). In
preliminary experiments, we have found NMF to
provide better performance (in terms of the evalua-
tion metrics presented in Section 4.3) and therefore
focus on NMF here.

Topic models are generally used to identify docu-
ments with similar content, e.g., newspaper articles
referring to sports, politics or culture. Documents
are not assigned a single topic, but a probability
distribution over all topics; an article can thus be
characterized as 10% sports, 70% politics and 20%
culture, for example.

4.2 Data processing and tokenization

In traditional applications of topic models, morpho-
logical variation is generally reduced by lemmatiza-
tion or stemming, and function words are removed
because they are not assumed to contribute to the
content of a document. In contrast, we are inter-
ested in inferring variation patterns in the linguistic
form, not in the content. We therefore take the tran-
scriptions as they are, without any normalization
or stopword removal. The only data preprocess-
ing steps involve removing punctuation signs and
lowercasing all text. The data is tokenized into
whitespace-separated words, and we run experi-
ments with single words and word bigrams.

We train NMF topic models with 2—5 compo-
nents, using different partitions of the data. Words
appearing in only one document were excluded
from the modeling, but otherwise there were no
limits on input. To summarize, we train topic mod-
els with the following parameters:

* all data vs. without legacy Lemko transcrip-

tions,
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Tokenization  Topics All data Without legacy Lemko data
Homogeneity Completeness V-measure Homogeneity Completeness V-measure

Single words 2 0.5499 0.8161 0.6837 0.4729 0.8264 0.6362

3 0.6019 0.5901 0.5948 0.8370 0.8358 0.8363

4 09115 0.6844 0.7602 0.8292 0.6670 0.7236

5 0.8668 0.5767 0.6659 0.8292 0.5843 0.6626
Word bigrams 2 0.5251 0.7792 0.6528 0.4487 0.7842 0.6037

3 0.6049 0.5901 0.5959 0.9410 0.9374 0.9388

4 0.9577 0.7177 0.7976 0.8770 0.7224 0.7772

5 0.9577 0.6469 0.7434 0.8881 0.6322 0.7146

Table 2: Evaluation results with homogeneity, completeness and V-measure scores.

* single words vs. word bigrams,
* 2-5 components.

4.3 Evaluation

Topic model training is unsupervised and only re-
lies on the linguistic material in the transcriptions.
Given the assumed border effects, we expect the in-
ferred topics to reflect national borders. Following
Kuparinen and Scherrer (2024), we pick the domi-
nant topic of each data point (i.e., the topic with the
highest probability per transcription) and compute
completeness, homogeneity and V-measure scores.
These scores tell us how well the dominant topics
coincide with the national borders:

* An experiment obtains maximum homogene-
ity (1.0) if all dominant topics only contain
data points with the same variety label.

* An experiment obtains maximum complete-
ness (1.0) if all data points with a given variety
label show the same dominant topic.

¢ V-measure is the harmonic mean of homo-
geneity and completeness.

Table 2 shows the results. When using all data,
the best V-measure is obtained with 4 or 5 topics,
and word bigrams provide slightly higher scores
than single words. When removing the legacy data,
the best solution is clearly the one with 3 topics and
bigram tokenization.

4.4 Visualization

We visualize a trained topic model as a map, where
each document (an interview with a Rusyn speaker)
is represented by a pie diagram depicting the dis-
tribution of topics. The legend shows which fea-
tures (i.e., words or word bigrams, depending on
the model) are most characteristic for each topic.
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5 Results

5.1 Fieldworker Isoglosses

Figure 1 is based on all data encoded as word bi-
grams, with five topics. It shows that each variety
— Lemko, Zakarpattia Rusyn, and Slovak Rusyn —
is represented by numerous data points, with the
most for Lemko. While there is relative homogene-
ity for the data points in Zakarpattia Ukraine and
East Slovakia — each region is represented by one
topic, Topic 2 for Zakarpattia Rusyn and Topic 3 for
Slovak Rusyn —, it is striking that the Lemko data
points are distributed across as many as three top-
ics, meaning that the Lemko data accounts for 60%
of the variation in the data according to the model
shown here. Upon closer inspection of the different
topics, it can be seen that each of the topics in the
Lemko area contains one orthographic variant of
the bigram no i ‘but also’. It is written with the
graphemes <i>, <i>, and <u>, respectively. These
orthographic differences do not correspond to ac-
tual dialect differences or different pronunciation
habits, but are merely due to different transcription
principles. This means that the method applied
here is specifically suitable for uncovering differ-
ent transcription principles in the dataset used for
analysis.

In Figure 2, we only show Lemko data in a single-
word model with two topics. While it seems that the
orange dots in the west and in the east represent dif-
ferent homogenous dialect zones, the center of the
Lemko dialect region around Gorlice show a confus-
ing and not obvious pattern. This is due to the fact
that, as mentioned before, the LEM dataset consists
of both data specifically gathered for the Corpus of
Spoken Rusyn and legacy data originally collected
for other purposes. Even though the legacy data
were converted to the Cyrillic script to better match



Poland

Ukraine

Slovakia

Topic 1: HO 1, HO TO, He 6uno
Topic 2:y Hac, HO Ta, He 3HaBy
Topic 3: HO i, i TaK, ii

Topic 4: em ca, HO a, TO €

Topic 5: To 6blan, Bbino Tar, Ho i

Figure 1: Distribution of five topics across all data with
word bigrams. The Lemko dialect area is represented by
three different topics (1, 3 and 5).

the rest of the data, the different transcription princi-
ples lead to data points from the same region being
assigned to different topics.

Topic 1 features, among others, ma, apparently
for the reflexive particle, while Topic 2 shows cs for
the same feature. These are also merely different
transcription principles as they both approximate
[e¢a]. The data-driven approach applied here, thus,
shows fieldworker isoglosses for the Lemko data,
i.e., clusters that do not reflect any actual linguis-
tic differences in the data, but rather differences
in transcription conventions, which is in line with
other data-driven approaches applied to this dataset
(Rabus and Lahjouji-Seppild, 2023).

While our method has proven to be effective for
uncovering such fieldworker isoglosses, the main
goal of the study is to evaluate the effectiveness of
topic modeling for uncovering real dialect differ-
ences in a dataset, which is why we removed the
legacy dataset for our remaining experiments.

5.2 Border Effects

As soon as the Lemko legacy data are excluded, the
performance of the models significantly increases
(see Table 2). The best models are those with three
topics, and in particular the bigram model, shown
in Figure 3. Here, we see an almost perfect distri-
bution according to the three regions LEM, SLO
and TRA. One exception is the outlier right at the
Ukrainian side of the Ukrainian-Slovak border fea-
turing Topic 2 (orange) instead of Topic 1 (green).
Upon closer inspection, it turned out that this in-
dividual data point corresponds to an interview
transcribed with a different transcription standard.
Once again, this highlights the method’s capability
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Poland

Ukraine

Slovakia

Topic 1: u, wa, To
Topic 2: cs, i, 6bin0

~

Figure 2: Two-topic solution of the Lemko-only data,
clearly showing the different transcription principles of
new and legacy data.

Poland

Ukraine

Slovakia

Topic 1: y Hac, HO Ta, B Hac
Topic 2: HO TO, HO i, TO €CT
Topic 3: HO @, EM ca, TO €

~

Figure 3: Word bigrams model with three topics, exclud-
ing the legacy Lemko data.

to uncover noisy data and fieldworker isoglosses.

The word bigrams that constitute these topics
are linguistically highly plausible: Topic 1 features
both y mac and B Hac ‘with us’. These are two
orthographic variants of the East Slavic indirect
habeo-construction. In the East Slavic languages,
possession is predominantly expressed not by using
a habeo-verb, i.e., some continuant of the Com-
mon Slavic verb *iméti ‘to have’ and a direct object,
but rather with an adessive construction (“with-me-
there-is””) and the nominative. Conversely, West
Slavic languages exclusively use the construction
with a habeo-verb, specifically mie¢ in Polish and
mat in Slovak. In the Rusyn dialects, both vari-
ants are, in principle, possible. However, it be-
comes clear from the bigrams in Topic 1 that the
Rusyn variety spoken in Zakarpattia Ukraine (TRA)
adopted the adessive construction frequent in Stan-
dard Ukrainian, the umbrella language relevant for



TRA. The other topics for LEM (Topic 2) and SLO
(Topic 3) do not include this feature, which is a
clear sign of border effects between the Rusyn vari-
eties roofed by West Slavic languages (LEM, SLO)
and the variety roofed by an East Slavic language
(TRA). One might wonder why there is no element
with a habeo-verb — the other possible variable real-
ization — in one of the other topics. This is because
the model analyzed here considers word bigrams,
and the bigrams with the habeo-verb exhibit signif-
icant variation due to the diverse lexemes used as
objects.

Another opposition showing border effects is the
bigram 1o ect ‘that is’ (Topic 2) versus to € (Topic
3). Here, there is also clear evidence of the influ-
ence of the respective umbrella languages, since
the corresponding Polish bigram is 7o jest ‘that is’,
while the Slovak one is fo je ‘that is’. The inflected
Rusyn equivalents to English ‘to be’ in LEM and
SLO (jest and je, respectively), thus, follow the
Polish and Slovak patterns, respectively.

In Topic 3, there is one bigram ewm ca, which is
interesting both from a morphosyntactic and a pho-
netic viewpoint. Both the verb form em ‘I am’ and
the reflexive particle ca are clitic. Since ca follows
em directly, this means that it usually precedes the
reflexive verb. This is typical for SLO and also
possible in the West Slavic languages Polish and
Slovak, while cs in Standard Ukrainian is a postfix
and cannot precede the verb. According to Jabur
etal. (2015, p. 311), the position of cs in the Slovak
codification of Rusyn is identical to that of sa in the
Slovak language. Apparently, the Rusyn dialects
follow this pattern as well. Additionally, ca demon-
strates the depalatalization of /s/, aligning with the
Slovak example at the phonetic level.

6 Conclusion and Outlook

Our analysis of Rusyn dialects has shown that topic
modeling is a promising novel method in compu-
tational dialectology that can be used for different
purposes. It is data-driven and provides a bird’s eye
view for variant classification, but it also allows for
zooming in to the levels of individual features in
the different topics as well.

In-depth-analysis of the features of the individ-
ual topics has shown that — as opposed to typical
use cases for topic modeling approaches — it is cru-
cial not to exclude stopwords before analysis, since
the most relevant linguistic differences between the
individual topics are actually based on stopwords.
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The experiments presented here show some
method-inherent limitations that leave room for
follow-up research. We discuss some perspectives
below.

Reduce fieldworker isoglosses Since the method
is sensitive to different transcription conventions,
further research perspectives include conducting
topic modeling analysis on normalized data and/or
on data re-transcribed using state-of-the-art speech-
to-text models.

Increase focus on morphology The experiments
conducted here do not include any subword tok-
enization and consider whitespace-separated words
as the minimal unit of analysis. This favors frequent
word forms and neglects variation patterns that oc-
cur regularly, but as parts of different word forms,
such as inflectional endings. Kuparinen and Scher-
rer (2024) experiment with character n-grams and
unsupervised morphological segmentation to cap-
ture (concatenative) morphology. These extensions
would be straightforward to apply to a morphologi-
cally rich language like Rusyn.

Neural topic models We used traditional topic
modeling methods in order to easily experiment
with different tokenization settings and to avoid any
influence of external (pre-)training data. However,
there is a wide range of neural approaches to topic
modeling, some of which rely on embeddings from
pretrained language models (for an overview, see
e.g. Wu et al., 2024). As there are — to our knowl-
edge — no such models specifically for Rusyn, it
would be particularly instructive to assess the po-
tential for cross-lingual transfer on the basis of mul-
tilingual language models trained on the closely re-
lated languages Polish, Slovak and Ukrainian. Mul-
tilingual embeddings could also be helpful for the
automatic identification of corresponding n-grams
from different topics.

More fine-grained evaluation At the moment,
we use two metadata items provided in the Corpus
of Spoken Rusyn for automatic evaluation: the coun-
try of the recording, and the project of origin (for
distinguishing between legacy and new data). It
would be interesting to assess the methods along
other axes of variation and explore evaluation met-
rics that do not require ground truth labels, such as
the silhouette coeflicient (Rousseeuw, 1987).
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Abstract

The increase in technological adoption world-
wide comes with demands for novel tools to
be used by the general population. Large Lan-
guage Models (LLMs) provide a great oppor-
tunity in this respect, but their capabilities re-
main limited for low-resource languages, re-
stricting applications in countries where such
languages are spoken. We create several re-
sources to facilitate the adoption of LLMs and
to support research advancements for Macedo-
nian. We collect the largest Macedonian cor-
pus to date, consisting of 40GB of textual data
and totaling 3.5B words. To support conversa-
tional applications, we collect a 106k-instance
instruction dataset, carefully built to be cultur-
ally grounded. For evaluation, we construct
a Macedonian evaluation suite covering seven
benchmarks. Finally, we train domestic-yak, a
state-of-the-art 8B-parameter model, on our cu-
rated datasets and evaluate it against eight base-
line models using the newly constructed bench-
mark suite. Our model outperforms all existing
models in the 8B parameter range across all
benchmarks, and achieves performance com-
parable to models up to 10x larger. Further-
more, a qualitative analysis with native speak-
ers reveals that our model is preferred over
larger counterparts, receiving higher ratings
for grammatical correctness and cultural ap-
propriateness. All datasets, code, and model
weights are openly released, setting a founda-
tion for advancing LLMs in similarly under-
represented languages. These resources are
publicly available at github.com/LVSTCK for
source code, and at huggingface.co/LVSTCK
for pretrained model weights and data.

1 Introduction

As Large Language Models (LLMs) continue to
transform modern natural language processing
(NLP), the benefits of these advances remain dis-
proportionately concentrated among high-resource
languages (Joshi et al., 2020). With over 7,000
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languages spoken globally, most remain severely
underrepresented in the training data that powers
these models, limiting access to Al for billions of
people worldwide (Blasi et al., 2021).

Despite the development of multilingual variants
aimed at addressing this disparity, significant chal-
lenges remain for low-resource languages. These
models often lack the depth of understanding nec-
essary for high-quality performance across all lan-
guages they claim to support. This issue is particu-
larly pronounced in languages with smaller speaker
populations, such as Macedonian, which belongs
to the Eastern South Slavic branch and is spoken by
over 1.1 million native speakers (State Statistical
Office of North Macedonia, 2022). The fundamen-
tal relationship between data quantity and model
performance means that languages with limited
representation in training corpora inevitably expe-
rience degraded results (Kaplan et al., 2020). In
addition, the absence of standardized evaluation
benchmarks makes progress difficult to measure.

In this work, we present a thorough approach to
advancing Macedonian NLP through the develop-
ment of several language-specific resources:

1. The largest Macedonian corpus to date is col-
lected, consisting of over 3.5 billion words
aggregated from four existing and eight newly
collected sources.

A novel Macedonian instruction-tuning
dataset is constructed, featuring multi-turn di-
alogue, synthetic, commonsense, and logical
reasoning examples, refined through human
feedback and LL.M-assisted filtering.

. We introduce domestic-yak, an 8B-parameter
foundation language model for Macedonian,
offering both pretrained and instruction-tuned
variants. It outperforms existing models in its
class and achieves performance comparable
to models 10x larger.
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4. We create an evaluation benchmark designed
to assess model performance in Macedonian
across multiple tasks, including commonsense
reasoning and reading comprehension.

Our results demonstrate that targeted, language-
specific development can significantly help in in-
creasing performance. By open-sourcing all data,
code, and model weights, we hope to contribute
both immediate value to the Macedonian-speaking
community and a reproducible blueprint for similar
efforts in other languages.

The paper is structured as follows: Section 2
reviews related work. Section 3 details our data
collection methodology. Section 4 describes the
model training setup. Section 5 presents the eval-
uation framework, covering both quantitative and
qualitative setups. Section 6 reports and discusses
the results. Section 7 ends the paper with a conclu-
sion.

2 Related Work

Corpora for Multilingual Models. A key fac-
tor contributing to the success of LLMs in English
has been the wide availability of high-quality text
resources, as performance improvements correlate
strongly with both corpus size and quality (Kaplan
et al., 2020). Large-scale English corpora such as
Common Crawl', The Pile (Gao et al., 2020), and
C4 (Raffel et al., 2020) have provided the scale and
variety needed to train increasingly capable mod-
els. These datasets offer large volumes of text and
cover many domains, styles, and linguistic features,
making them effective for pretraining and thereby
enabling better knowledge transfer to downstream
tasks.

In contrast, many low-resource languages lack
such large, comprehensive corpora, creating a sig-
nificant barrier to the development of competitive
language models. However, in recent years, there
have been growing efforts to close this gap through
creating multilingual datasets that aggregate con-
tent across languages and enable training at a global
scale. Similar to the English-centric datasets, mul-
tilingual resources such as mC4 (Xue et al., 2020),
OSCAR (Sudrez et al., 2020), Fineweb2 (Penedo
et al., 2024b) and HPLT-v2 (Burchell et al., 2025),
have been introduced to facilitate large-scale pre-
training. These datasets aim to provide a bet-
ter foundation for building models that generalize
across a wider range of languages and cultures.

"https://commoncrawl .org

45

Nevertheless, even within these multilingual col-
lections, representation remains uneven. High-
resource languages dominate the data distribution,
while low-resource Slavic languages like Macedo-
nian are often underrepresented, both in terms of
quantity and quality. To address this gap, we intro-
duce an open-source corpus designed to advance
research for this underrepresented language.

Language Modeling Approaches. The availabil-
ity of multilingual datasets has enabled a shift
from English-centric to multilingual models. For
instance, models such as GPT-4o0 and Llama-
3 now claim native support for over 100 lan-
guages (Grattafiori et al., 2024). Beyond these
efforts, researchers have investigated more efficient
strategies to extend existing models to low-resource
languages. Parameter-efficient approaches, such
as MAD-X (Pfeiffer et al., 2020), incorporate
lightweight language and task adapters to enable
zero-shot transfer while training only 3-5% of the
model’s parameters. Alternatively, large-scale con-
tinual pretraining has been shown to introduce hun-
dreds of new languages simultaneously, yielding
strong task generalization. For instance, EMMA-
500 (Ji et al., 2024), trained on 546 languages,
achieves significant gains without any task-specific
fine-tuning.

Alongside general multilingual models, some
approaches focus on groups of closely related lan-
guages to exploit shared linguistic structure. The
CroSloEngual model (Ular and Robnik-Sikonja,
2020), for instance, was pretrained from scratch on
Croatian, Slovene, and English, aiming to support
multi- and cross-lingual training across these lan-
guages. Similarly, YugoGPT (Aleksa, 2024) is a
recent effort that trains the best 7B-parameter LLM
for Bosnian, Croatian, and Serbian. Furthermore,
the BERTi¢ model (Ljubesi¢ and Lauc, 2021), was
trained on Bosnian, Croatian, Montenegrin, and
Serbian, which are languages that form the pluri-
centric Serbo-Croatian language and have overlap-
ping vocabulary and grammar. This strategy allows
for efficient use of limited data while still bene-
fiting from multilingual learning as the languages
share strong structural and lexical similarities.

However, where sufficient high-quality data ex-
ists, monolingual models are also emerging as a
better alternative. For instance, for Vietnamese,
continued pretraining on top of multilingual back-
bones followed by instruction tuning led to im-
provements across 10 tasks over multilingual base-
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lines (Truong et al., 2024). Similar trends are seen
in recent monolingual models for Italian (Orlando
et al., 2024), Arabic (Koubaa et al., 2024), and
Finnish (Luukkonen et al., 2023).

Macedonian remains underrepresented, with
only a single publicly available language model
to date?. We address this issue with our work and
present a new large-scale language model for Mace-
donian, providing both pretrained and fine-tuned
versions.

3 Data

In this section, we present two contributed datasets:
a Macedonian corpus and an instruction dataset de-
signed to elicit chat capabilities. We describe their
properties and explain how they were collected and
prepared.

3.1 Macedonian Corpus

To construct our corpus, we combine well-
established sources with newly published data that
have remained unexploited in Macedonian NLP
research. These new sources include academic
publications, educational materials spanning ele-
mentary to university levels, and various text-rich
documents, typically available as PDFs on the web.
The sources used are described in detail below and
summarized in Table 1.

FineWeb2 (Penedo et al., 2024b) represents one
of the most popular web crawled datasets available
for the non-English community. Sourced from 99
CommonCrawl snapshots that span from 2013 to
2024, the data underwent deduplication and qual-
ity filtering. For our purposes, we use only the
Macedonian portion of this dataset.

HPLT-v2 (Burchell et al., 2025) provides an-
other valuable resource in our corpus. This col-
lection includes 193 languages and was derived
from web crawls subjected to similar processing as
FineWeb2. Similarly, we isolate only the Macedo-
nian subset.

MaCoCu-mk 2.0 (Bafién et al., 2023) repre-
sents another well-known web crawl resource. The
Macedonian subset was constructed by crawling
the ".mk" Internet top-level domains in 2021.

Document-to-Text. Historically, pre-training
data for Macedonian language models has been
sourced from web crawls, as shown by the pre-
ceding collections. To expand beyond these limi-

2https://huggingface.co/trajkovnikola/
MKLLM-7B-Instruct
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tations, we contribute new data sources that have
remained untapped to date. Several tools have re-
cently emerged to facilitate document-to-text con-
version, including docling (Livathinos et al., 2025),
nv-ingest (Team, 2024), and mmore (Sallinen et al.,
2025). In our work, we use mmore to extract high-
quality text from a variety of document sources,
particularly focusing on academic publications, ed-
ucational materials, official government documents
and other scanned digital resources. More infor-
mation on these tools and the full list of processed
sources is available in the Appendix A.1.

Wikipedia. As a standard resource in language
modeling, we include the "mk" Wikipedia dump
with the last update being January 2025.

SETimes Corpus (Ljubesi¢ and Stojanovska,
2023), is a parallel corpus of news articles in the
Balkan languages. In this work we use the com-
plete Macedonian-English pair (207,777 sentence
pairs; 44.6M tokens) and retain only the Macedo-
nian side.

Common Voice (Ardila et al., 2019) is an open-
source, multilingual dataset originally developed
to train speech-enabled applications. It provides
transcriptions in the form of natural text prompts
for speakers. We extract only the Macedonian tran-
scription text, which consists of human-validated
sentences. Although not originally intended as a
text corpus, it offers an unconventional but high-
quality source of conversational language.

Origin Words (B) Percentage
HPLT-2 1.49 42.21%
FineWeb2 1.33 37.66%
MaCoCu-mk 2.0 0.49 13.92%
Documents (mmore) 0.14 4.07%
Wikipedia 0.07 1.96%
SETimes Corpus 0.004 0.13%
Common Voice 0.002 0.05%
Total 3.53 100.00 %

Table 1: Sources and word distribution for the Macedo-
nian pretraining corpus

The resulting corpus consists of 3.53 billion
words. Given the significant overlap between
web-based sources (particularly those derived
from CommonCrawl) and recent evidence demon-
strating that filtering and deduplication signifi-
cantly improve language model performance (Lee
et al, 2021), we implement a text filtering
pipeline, closely following FineWeb2’s method-
ology (Penedo et al., 2024b).
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As an initial step, we remove Personally Iden-
tifiable Information (PII) such as email and IP ad-
dresses, and telephone numbers to comply with
privacy regulations using datatrove (Penedo et al.,
2024a). We then apply C4 filtering (Raffel et al.,
2020) to discard low-quality content, including re-
moving lines with fewer than three words or lines
lacking terminal punctuation.

Furthermore, we implement Gopher filter-
ing (Rae et al., 2021), including rejecting instances
where over 90% of lines begin with bullets or where
more than 30% of lines end with ellipses. We use
the FastText language identification model (Joulin
et al., 2016b,a) to retain only high-confidence
Macedonian text (confidence > 0.65). Following
this, we perform sentence-level deduplication to re-
move redundant content. For the newly contributed
document-based data, we apply sentence chunking
to segment texts into manageable units, each not
exceeding 4000 words.

Finally, we use MinHash-based locality-
sensitive hashing (Broder, 1997) for document-
level deduplication, removing near-duplicate doc-
uments across the entire corpus. The multistage
filtering pipeline resulted in 1.47 billion words of
high-quality text.

3.2 Instruction Dataset

Most existing instruction datasets (Upadhayay and
Behzadan, 2024) for Macedonian rely on direct
translation from English, which introduces both
linguistic artifacts and cultural mismatches (Biz-
zoni et al., 2020). To overcome these limitations,
we use a hybrid construction methodology com-
bining human supervision with model-assisted re-
finement. Specifically, we post-edit translated in-
stances using GPT-4o0-mini (OpenAl, 2024), by
instructing it to grammatically refine the translated
sentences, followed by human verification to filter
low-quality samples. This process enables us to
build a richer, culturally appropriate dataset while
minimizing translation noise. Our final dataset in-
tegrates several sources, each selected to support
specific capabilities, which we describe in details
below, with the summary available in Table 2.
General Instruction Following. To support
broad task coverage, we incorporate Alpaca (Taori
et al., 2023) and Databricks-Dolly (Conover et al.,
2023), two well-known instruction datasets. These
primarily include instruction-following examples
including tasks such as brainstorming, classifica-
tion, closed and open question answering, gener-
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ation, information extraction, and summarization.
Since both datasets were produced using earlier
models (e.g., GPT-3) and translated automatically,
the aforementioned refinement was necessary to ad-
dress issues in fluency and cultural misalignment.

Conversational Abilities. To support multi-turn
conversational capabilities, we include UltraChat
200k (Ding et al., 2023) and Capybara (Daniele
and Suphavadeeprasit, 2023). UltraChat focuses
on assistant-style dialogues across a wide range of
user intents, while Capybara focuses on multi-turn
reasoning, logic and extrapolation about a wide
range of subjects. These sources contribute to the
conversational fluency of the final dataset.

Reasoning. To incorporate reasoning capabil-
ities, we translated a subset of the Open Platy-
pus (Lee et al., 2023) dataset, which focuses on
improving logical reasoning skills in language mod-
els. This dataset mainly consists of mathematical
problems that challenge the model’s reasoning abil-
ities.

Culturally Grounded Content. To address
the scarcity of Macedonian-specific content and
to ensure cultural relevance beyond what translated
datasets could provide, we generate synthetic data.
Using GPT-40-mini with in-context learning, we
create 3,400 culturally relevant input-output pairs
across domains such as geography, history, edu-
cation, science, religion, and governance. These
examples are then post-processed and manually
reviewed to ensure higher quality.

Origin Words (M) Percentage
Alpaca' 13.01 16.95%
Ultrachat 34.14 44.48%
Capybara 22.63 29.48%
Databricks Dolly® 3.38 4.40%
Open Platypus' 1.80 2.34%
Synthetic Data' 1.80 2.34%
Total 76.76 100.00%
Table 2: Source distribution of the Macedonian

instruction-tuning dataset. Datasets marked with T were
refined through model-assisted post-editing and human
verification to improve fluency and cultural relevance.

The final instruction dataset contains 106,993
samples and approximately 77 million words, cov-
ering tasks such as question answering, chat conver-
sations, mathematical reasoning, essay writing and
code generation. Table 2 summarizes the dataset
composition, while Appendix A.2 (Figure 3) illus-
trates the topic distribution.



4 Language Model Training

Our training procedure follows a two-stage ap-
proach: continued pretraining on raw text (the cor-
pus), followed by supervised fine-tuning (SFT) on
instruction data.

4.1 Continued Pretraining

In the pre-training stage, the model is optimized
to predict the next token in a sequence using the
standard autoregressive objective. Given a token
sequence {z1,...,2r}, the training objective is to
maximize the log-likelihood:

T
L= log P(x; | 1) (1)
t=1

where T' denotes the sequence length, x; is the
token at position ¢, and x -, represents the preced-
ing tokens.

Rather than training from scratch on our corpus,
we continue pre-training from the publicly avail-
able Llama3.1 8B Instruct model weights. This
approach exploits the knowledge learned during
the models’ original multilingual training, which is
especially useful for low-resource settings where
data scarcity is a major bottleneck (Ji et al., 2024).
We retain the original tokenizer to avoid the com-
plexity of re-tokenization. Training spans for one
epoch over the full corpus using four H100 GPUs
(80 GB each 320 GB total). We use a maximum
sequence length of 8,192 tokens, a cosine anneal-
ing scheduler (peak learning rate 2 x 10~°), and
the AdamW optimizer. To optimize memory usage,
we set a per-device batch size of 1 and use gradient
accumulation over 8 steps.

4.2 Supervised Fine-Tuning

Full fine-tuning is performed on top of our pre-
trained model using the instruction dataset. To
make use of higher quality data, we sample with a
2:1 sampling ratio favoring human-supervised and
synthetic examples over translated ones. Based on
an analysis of the instruction lengths, we set the
maximum sequence length to 4,096 tokens, cover-
ing over 95% of the dataset without truncation (see
Appendix A.2, Figure 2). We optimize the stan-
dard cross-entropy loss over the instruction data,
i.e. negative log-likelihood of the next token given
the prefix. Training spans for three epochs using
a single H100 GPU (80 GB). We use the AdamW
optimizer with a per-device batch size of 2 and
gradient accumulation over 8 steps. We double
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the learning rate to 4 x 107> and use the same
scheduling method as in the pre-training phase.

5 Evaluation Setup
5.1 Benchmarks

Similar to many other low-resource languages,
Macedonian lacks a standardized evaluation bench-
mark, making it difficult to track progress in LLM
development. To address this, we construct a Mace-
donian adaptation of the Language Model Evalua-
tion Harness (Gao et al., 2021).

A natural approach would be to translate the
original English benchmarks directly into Macedo-
nian. However, as discussed in Section 3.2, trans-
lations from English tend to introduce unnatural
phrasing, so called "translationese", and cultural
biases, which can make the benchmarks unreliable
for evaluating models in the target language. To
address these issues, we instead leverage an exist-
ing high-quality benchmark adaptation available
for Serbian (Gordi¢, 2023). Given the close linguis-
tic and cultural affinities between these two South
Slavic languages, we translate the Serbian version
into Macedonian, maintaining natural phrasing and
improving evaluation fidelity.

Furthermore, to preserve grammatical correct-
ness during translation, we use a template-based
strategy. Translating individual text segments
(multiple-choice questions without answer options)
often disrupts target language word order. To ad-
dress this, we translate full sentence templates con-
taining placeholders for answer options, then re-
move the placeholders post-translation. See Ap-
pendix A.4 for implementation details and exam-
ples.

In total, we translated seven benchmarks, which
we use to quantitatively measure the performance
of our model using accuracy as the evaluation met-
ric. The benchmarks cover two task categories:
commonsense reasoning and reading comprehen-
sion.

Commonsense Reasoning benchmarks evalu-
ate an LLM’s ability to apply everyday human-like
assumptions that are not explicitly stated. This
includes physical world knowledge, causal and
temporal reasoning, as well as understanding of
social norms and expectations. We report results
on six well-known datasets (in their translated ver-
sions): HellaSwag (Zellers et al., 2019), Wino-
Grande (Keisuke et al., 2019), PIQA (Bisk et al.,
2020), OpenbookQA (Mihaylov et al., 2018), ARC-



Model Size PIQA OBQA WinoG ARC-E ARC-C BoolQ HSwag Avg.
Smaller Models

Llama 3.2 1B 0.539 0.162 0.509 0.231 0.190 0.573 0.270  0.353

Phi-3.5-mini 3.8B 0.526 0.164 0.519 0.289 0.188 0.603 0.263 0.364
Comparable Sizes (7B—8B)

Qwen2.5 7B 0.560 0.216 0.535 0.391 0.253 0.779 0.339 0439

Mistral 7B 0.578 0.218 0.561 0.463 0.287 0.759 0.372  0.462

Llama 3.1 8B 0.587 0.252 0.568 0.445 0.282 0.764 0.374  0.467

MKLLM' 7B 0.642 0.294 0.615 0.503 0.300 0.788 0.433 0.510

domestic-yak” 8B 0.692 0.302 0.627 0.547 0.336 0.787 0.448 0.535
Larger Models (12B-70B)

Mistral Nemo 12B  0.607 0.242 0.606 0.472 0.319 0.809 0.400  0.493

Llama 3.3 70B  0.660 0.282 0.609 0.581 0.369 0.851 0.466  0.545

Table 3: Performance comparison across models (all in their instruction-tuned variants), evaluated with accuracy.
Benchmarks are sorted by average score (descending) within each model class. Models with explicit support for
Macedonian are marked with . For the remaining models, we could not confirm language coverage. Despite
being over 10x smaller, our 8B model outperforms Llama 70B on 3 out of 7 benchmarks (PIQA, OBQA, WinoG).
Standard deviations were consistent (0.009-0.014) and are omitted for clarity.

Easy, and ARC-Challenge (Clark et al., 2018).
Reading Comprehension benchmarks evaluate
the ability of a model to understand a given text
passage, specifically its ability to grasp context,
coherence and narrative flow. We evaluate perfor-
mance using the BoolQ dataset (Clark et al., 2019).

5.2 Qualitative Evaluation

In addition to quantitative evaluation, we conduct
an analysis where we assess the quality of re-
sponses through native speaker judgments. We
carry out a head-to-head comparison between our
domestic-yak and the strongest evaluated model
Llama 3.1 70B. We design ten original questions
(included in Appendix A.5) that reflect everyday
reasoning, culturally grounded knowledge, and typ-
ical native language use. Specific tasks include
understanding common expressions, giving advice,
writing informal messages, and answering ques-
tions about local institutions. For each question,
native speakers evaluate the responses of both mod-
els. A total of 35 participants completed the survey,
with a mean age of 2849 years, including 19 males
and 16 females. Participants evaluated each pair of
responses by selecting the better answer and provid-
ing a brief justification. The available options for
the justification included better gramatical consis-
tency, more natural phrasing, higher cultural appro-
priateness, more information, and an open “Other”
field for free-text input. Moreover, the participants
rated both of the answers for fluency and relevance
using a Likert scale from 1 to 5 (Likert, 1932). To
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reduce bias, model outputs were anonymized and
randomized across questions, with responses la-
beled as “Model A” and “Model B”. The goal of
this human evaluation is to highlight differences
that are not captured by quantitative benchmarks
alone.

6 Results and Discussion

6.1 Quantitative Results

We compare domestic-yak-instruct (8B) against
eight baselines spanning three size categories:
smaller (1B—4B), in-class (7B-8B), and larger
(12B-70B). The results are shown in Table 3.
Three key takeaways emerge from this compari-
son. Firstly, our model achieves the highest per-
formance among all models of comparable size
across every evaluated task, outperforming strong
baselines such as Mistral, Qwen2.5, and Llama
3.1. We attribute this significant improvement to
our targeted training strategies, particularly the use
of the largest Macedonian corpus combined with
the instruction dataset that enables the model to
better capture the linguistic patterns. Secondly,
domestic-yak outperforms larger counterparts, sur-
passing Mistral Nemo (12B) on all but one task,
and Llama-3.3 (70B) on three of seven benchmarks
(PIQA, OpenBookQA, WinoGrande), despite being
an order of magnitude smaller. Finally, our model
represents a significant improvement compared to
the previous best Macedonian model, MKLLM,
achieving higher accuracy across six out of seven
benchmarks. In summary, domestic-yak sets a new



state-of-the-art result for the Macedonian language
and marks a significant step forward for NLP in
this domain, laying the foundation for a full suite
of models that will be released in the near future.

6.2 Ablation Study

A central objective of this work is to demonstrate
the effectiveness of our proposed Macedonian cor-
pus and instruction dataset for adapting language
models. To break down their impact, we run an ab-
lation study measuring performance gains. Starting
from the baseline Llama-3. 1-8B-Instruct model, we
incrementally apply (i) continued pre-training on
our Macedonian corpus (domestic-yak-base), and
(if) supervised fine-tuning on the instruction dataset
(domestic-yak-instruct). Table 4 reports the results,
isolating the effects of domain-specific pretraining
and instruction tuning.

The pre-training phase provides the majority of
gains, increasing the average score from 0.47 to
0.52. Improvements are consistent across all Com-
monsense Reasoning benchmarks, with PIQA (+8),
ARC Easy (+7), and HellaSwag (+6) among the
highest. In contrast, the Reading Comprehension
benchmark (BoolQ) shows only a marginal (+1)
improvement. Since many of the tasks with larger
improvements primarily test factual recall, this pat-
tern suggests that continued pretraining is very ef-
fective at enhancing the model’s factual knowledge.
Meanwhile, skills such as contextual reading and
coherence tracking appear to be well-covered by
the base model, as no significant improvements
were seen for that task category.

Instruction tuning provides an additional +2
points on average. It improves performance on
tasks such as ARC Easy and BoolQ, but has no
positive effect on WinoGrande, where pronoun-
resolution skills (Winogrande’s main task) plateau
during pretraining. This limited effect is consistent
across tasks, which we attribute to the strength of
the base model. Since Llama 3.1 Instruct is already
trained for general-purpose instruction following,
additional fine-tuning on task-specific instructions
largely acts as light alignment. It helps adapt the
model to domain-specific phrasing and task format,
but contributes little in terms of new capability.

6.3 Qualitative Analysis

We collected human evaluation data comparing re-
sponses from domestic-yak-instruct and Llama 3.1
70B Instruct across ten unique prompts. The anal-
ysis includes model preference counts and Likert
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Figure 1: Average fluency and relevance Likert ratings
per model. domestic-yak-instruct outperforms Llama
3.1 70B Instruct in both dimensions (Wilcoxon signed-
rank test, Bonferroni corrected, pﬂuency=1.83x10'“,
Prelevance=1.192x107). Statistical significance annota-
tions: * if p € [0.05,1072); ** if p € [1072,1073);
5 f p € [1073,1074); and *#%* if p < 1074,

scale ratings for fluency and relevance. Overall,
domestic-yak-instruct was preferred in 64.2% of
the pairwise comparisons, while Llama 3.1 70B
Instruct was preferred in 27.1%. In 8.7% of cases,
participants rated the two responses equally.

Participants most cited better grammatical con-
sistency (81.6%), more natural phrasing (60%), and
higher cultural appropriateness (37%) as reasons
for preferring our model. In Likert ratings, our
model achieved average scores of 4.6 for fluency
and 4.26 for relevance, compared to 2.8 and 3.9 for
Llama 3.1 70B, respectively.

To formally test these differences, we grouped
the results by participant. For each participant, we
computed the number of times each model was
preferred and the average Likert ratings for fluency
and relevance. A Shapiro—Wilk test indicated that
the distributions were not normal, so we applied
the Wilcoxon signed-rank test for all comparisons,
which tests if the median difference between pairs
is zero. Bonferroni correction was used to adjust
for multiple testing. Regarding model preference,
the results demonstrate a statistically significant dif-
ference (p = 8.56x 107), with participants favoring
domestic-yak-instruct over Llama 3.1 70B Instruct.
Similarly, as shown in Figure 1, our model signif-
icantly outperformed the baseline in both fluency
(p =9.17x10"'") and relevance (p = 7.26x1073)



Task (mk) Llama 3.1 domestic-yak-base (+ A;) domestic-yak-instruct (+ Az) total A
ARC Easy 0.45 0.52 (+0.07) 0.55 (+0.03) +0.10
ARC Challenge 0.28 0.32 (+0.04) 0.34 (+0.02) +0.06
BoolQ 0.76 0.77 (+0.01) 0.79 (+0.02) +0.03
HellaSwag 0.37 0.43 (+0.06) 0.45 (+0.02) +0.08
Openbook QA 0.25 0.29 (+0.04) 0.30 (+0.01) +0.05
PIQA 0.59 0.67 (+0.08) 0.69 (+0.02) +0.10
WinoGrande 0.57 0.63 (+0.06) 0.63 (+0.00) +0.06
Average 0.47 0.52 (+0.05) 0.54 (+0.02) +0.07

Table 4: Ablation study on the effects of pre-training and instruction tuning. Llama 3.1 is the base model. domestic-
yak-base is a result from continued pretraining using our corpus, and domestic-yak-instruct adds instruction
tuning. We report stepwise improvements inline in green, and total gains are highlighted in bold green.

Although Llama 70B achieved higher scores on
several quantitative benchmarks (Table 3), our
model was highly preferred by native speakers dur-
ing qualitative evaluation. This demonstrates that
benchmark scores do not fully capture the whole
story, i.e. real-world, language-specific model qual-
ity. By continuing pretraining on high-quality data
and applying instruction tuning across a broad
range of tasks, including general instruction fol-
lowing, culturally grounded content, reasoning and
conversational skills, our model learned the linguis-
tic and cultural characteristics of the Macedonian
language crucial for native speakers. The quali-
tative results confirm that our model surpasses a
model nearly ten times larger in fluency, relevance,
and overall preference among native speakers, prov-
ing that careful adaptation can rival scale (see Ap-
pendix A.5 for example responses).

7 Conclusion

In this work, we bridge the gap in Macedonian
NLP by introducing a suite of language-specific
resources and demonstrating the effectiveness of
focused monolingual adaptation in low-data set-
tings. We release the largest Macedonian corpus
(3.5B+ words), a cleaned version of the said dataset
(1.5B+ words), a conversational instruction-tuning
dataset, and a standardized evaluation benchmark
spanning commonsense reasoning, factual knowl-
edge, and reading comprehension. Using these re-
sources, we train and release domestic-yak, an 8B-
parameter model that outperforms existing base-
lines and matches or surpasses multilingual models
up to ten times larger across tasks.

Ablations highlight the importance of continued
monolingual pretraining, which resulted in greater
gains than instruction tuning alone, emphasizing
the value of high-quality, language-specific data.
Human evaluations further strengthen our findings:
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native speakers consistently preferred domestic-
yak-instruct over the Llama 3.1 70B Instruct, rating
it significantly higher for fluency, grammatical ac-
curacy, and cultural relevance.

Our results prove that targeted resource develop-
ment and monolingual adaptation enable smaller
models to outperform larger multilingual systems
in real-world applications. All datasets, bench-
marks, and model weights are publicly released
to accelerate Macedonian NLP research and appli-
cations. Future work will expand the benchmark
to include broader task coverage and address the
current 4k context-length limitation to support ap-
plications requiring larger windows. We also plan
to incorporate additional datasets, such as COPA-
MK (Ljubesi¢ et al., 2022), a Macedonian transla-
tion of the Choice of Plausible Alternatives (COPA)
benchmark (Ponti et al., 2020), as well as resources
from the OPUS collection (Tiedemann, 2012) to
further improve model robustness and evaluation
depth. We hope this work offers a blueprint for
revitalizing other low-resource languages through
targeted efforts, free from the constraint of scale.

Limitations

We identify three main limitations in our work.
First, while the model performs well on general-
purpose tasks, it has not been evaluated nor adapted
for niche domains such as law, medicine, or finance.
Performance in these areas is likely to be limited
due to the lack of domain-specific data. Accord-
ingly, we position this release as a general-purpose
foundation and encourage the community to pursue
fine-tuning and evaluation in specialized domains.

Furthermore, the model uses a maximum con-
text window of 8,192 tokens during pretraining and
4,096 tokens during instruction tuning. This lim-
its its ability to handle tasks that require longer
context, such as multi-document summarization or



long-form QA. We believe that addressing this lim-
itation should be the key focus of future work, both
in data collection and model training processes.

Finally, we note as a minor limitation the lack of
Macedonian benchmarks, which required us to rely
on translated datasets. This introduces variance that
can negatively affect the accuracy of Macedonian-
specific quantitative evaluation, even though we
took steps to reduce it. Nevertheless, comparison
is made against the same datasets, so this does not
significantly reduce the confidence in the presented
results.
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A Appendix

A.1 Document-to-Text

We mention in our main text that a significant portion of our corpus was collected using document-to-text
tools. Recently, such tools are well established in the community and enable text extraction from diverse
file formats (PDF, DOCX, PPTX, and more). In our work, we use a tool called mmore (Sallinen et al.,
2025), a distributed pipeline similar to IBM’s Docling (Livathinos et al., 2025). The most useful feature
of these tools is the ability to parse scanned documents, which we found was very valuable given that
digitization in North Macedonia lags behind, and many available sources are scanned copies. Table 5 lists
the sources processed using mmore. All entities were contacted directly, and we obtained proper approval
to use materials from each of them.

Source Origin
Ss. Cyril and Methodius University in Skopje https://ukim.edu.mk/en/
Macedonian Academy of Sciences and Arts https://manu.edu.mk/

St. Clement of Ohrid University of Bitola https://uklo.edu.mk/?lang=en
Goce Deléev University of Stip https://www.ugd.edu.mk/en/home/
Institute of Macedonian Language http://imj.ukim.edu.mk/

Official PE Gazette of North Macedonia https://www.slvesnik.com.mk/

Table 5: Macedonian Sources Processed with the Document-to-Text Pipeline

A.2 Data for Instruction Model

Figure 3 shows the composition of our instruction dataset across four high-level categories. The dataset is
heavily dominated by question answering and chat-style interactions, which together account for over
80% of all examples. A smaller portion is dedicated to reasoning tasks and more open-ended formats such
as code generation and essay writing, which help diversify the model’s capabilities beyond straightforward
instruction following.

Furthermore, Figure 2 presents the token length distribution across the dataset. The majority of samples
(97.4%) tall below the 4,096-token cutoff used during supervised fine-tuning, ensuring that most examples
are used without truncation.

12000 ___. cytoff (4096) i

10000 i . O QA
. 8000 i i I Chat
2 6000 i ‘Z% [0 Reasoning
) |

4000 i LI Other

2000 |

0 10! 10? 103 100
Number of Tokens
Figure 3: Distribution of Topics in the Instruction

Figure 2: Token length distribution in the SFT Dataset. Question Answering tasks comprise the major-
dataset. The red dashed line indicates the 4,096- ity (58.5%), followed by Chat Conversations (33.0%),
token cutoff, which covers 97.4% of all samples. with Reasoning and Other categories making up smaller

portions (5.3% and 3.2% respectively).
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A.3 System Prompt

The system prompt that was used to train the instruction model is given below in both its original and
English form.

System Prompt:

Macedonian: Tu cu BupTyejeH acUCTEHT KOj IoMara Ha KOPUCHUIA HA MAKEIOHCKU ja3WK.
OproBapaj Ha TIpalliama Ha jaceH, pa3dupynB u mpodecrnonased Haund. Kopucrn npasui-
Ha IpaMaThKa U OO Ce OJrOBOpHUTE Ja OUJIAT IITO € MOXKHO IIOKOPUCHU W PEJIeBAHTHHU.

English: You are a virtual assistant that helps users in the Macedonian language. Answer questions
in a clear, understandable, and professional manner. Use correct grammar and try to make your
responses as helpful and relevant as possible.

A.4 Translation

To preserve grammatical structure during translation of multiple-choice questions, we implement a
template-based translation strategy. Unlike naive translation of isolated queries - which often produces
grammatically flawed outputs - our approach maintains syntactic integrity through contextual grounding.
Below we show the reason we went for this approach by using an example from the Serbian version of the
ARC-Easy benchmark.

Example Instance from ARC-Easy:

Original (Serbian): Hladnokrvne Zivotinje su Cesto
Choices (Serbian): ["brze", "velike", "bez dlake", "spore"]
Gloss (English): Cold-blooded animals are often

non

Choices (English): ["fast", "large", "hairless", "slow"]

. J

The naive translation produces a grammatically awkward construction with syntactically incorrect word
order, primarily due to missing subject-verb-object agreement.

Naive Translation (Incorrect)

Translation (Macedonian): YecTo ce 1aIHOKPBHNA *KUBOTHN
Gloss (English): Often are cold-blooded animals

To mitigate this issue, we insert a placeholder in place of the answer choice during translation, which is
removed after processing. In addition to ensuring correct translation, this approach also helps prevent
potential data leakage that could arise from choice-dependent translations.

Template-Based Translation (Correct)

Original (Serbian): Hladnokrvne Zivotinje su esto __
Translation (Macedonian): JlaTHOKpBHUTE »KUBOTHU YECTO CE&

Gloss (English): Cold-blooded animals are often

This method ensures that sentence structure remains intact, avoiding artifacts introduced by out-of-
context or partial sentence translations.
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A.5 Survey Questions for Qualitative Evaluation

To assess the stylistic and cultural quality of model responses, we designed a set of ten original prompts
reflecting everyday reasoning, communication, and local knowledge. Participants evaluated responses to
the following questions (presented in English below):

Survey Questions:

1. What does it mean when someone says "It’s not going well for me"?

2. How many years is compulsory education in North Macedonia?

3. I have a headache. What medicine is recommended for relieving a headache?

4. Tell me a good joke.

5. Tell me a well-known Macedonian proverb.

6. Write a short email postponing a meeting with a professor due to justified reasons.
7. How would you respond to a friend who invites you for coffee, but you are busy?
8. What should you do if you lose your ID card?

9. What are the most famous tourist attractions in North Macedonia?

10. If the bus is late and you have an important meeting, what is the smartest thing to do?

Participants were asked to evaluate responses based on fluency and relevance.

To illustrate, we show example answers to Question 5 ("Tell me a well-known Macedonian proverb")
generated by the two models:

Example Responses:

domestic-yak-instruct:
Enna mosHara MakemoHCKa nspeka e: ,,Koj paHo pamnu, 1Be cpeku rpabu‘.

Gloss (English): A well-known Macedonian proverb is: "The one who rises early seizes two
fortunes."

Llama 70B Instruct:

Enna moroBopka Koja mu joara Ha yMm e: "Mouran u ciyinaj, najakor Ha sugoT 9yBaj." Opaa
M3peKa 3HaYM JIeKa J0BeK Tpeba mga Ouige BHUMATEJIEH U Ja CIYINa, a He caMo 1a 300pyBa.
Crumano Ha TOa, U JApyrara u3peka peju: "Ymimre HAJIPBO dyjaT, a MOTOa ycraTa 300pyBa-
ar."OBre M3peKn HU MMOTCETYyBaaT Ha BayKHOCTA Ha CJIYIIAKETO M BHUMAHUETO BO HAIIHOT
CEKOj/IeH YKUBOT.

Gloss (English): One proverb that comes to mind is: "Be silent and listen, the spider on the wall
beware." This proverb means that one should be attentive and listen, not just talk. Similarly, another
proverb says: "The ears first hear, and then the mouth speaking." These proverbs remind us of the
importance of listening and attention in our daily lives.
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Abstract

Language models, especially LLMs, often face
significant limitations due to their high re-
source demands. While various model com-
pression methods have emerged, their applica-
tion to smaller models in multilingual and low-
resource settings remains understudied. Our
work evaluates selected decoder and embed-
ding pruning methods on T5-based models for
abstractive summarization in English and Slo-
vak using a parallel dataset. The results reveal
differences in model performance degradation
and expand the limited Slovak summarization
resources and models.

1 Introduction

One of the most prominent limitations of language
models (especially LLMs) is their high memory
and computational resource demand, which is es-
pecially limiting in low-resource environments. Al-
though various model compression methods have
emerged, intending to make models more effective,
inclusive, and less resource-demanding, there is
not much attention paid to smaller models and low-
resource languages, such as the Slovak language.

In this work, we focus on abstractive summa-
rization of short news articles. One of the chal-
lenges of this task in Slovak is the limited dataset
options, especially on a larger scale (Ondrejova and
Suppa, 2024). Furthermore, Slovak is limited in
terms of pre-trained language models, and lever-
aging pre-trained multilingual models can address
this limitation. Our motivation is to address these
limitations and investigate the application of de-
coder and embedding pruning methods with the
goal of producing small and efficient Slovak sum-
marization models.

In section 2 we briefly mention the related work.
We provide description of our data and methods
in section 3 and follow with our experiments and
evaluation in section 4. Finally, we conclude the
work in section 5 and describe its limitations.
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2 Related work

In deep learning, using large numbers of parame-
ters often leads to success in many tasks. However,
not all parameters contribute equally, and models
often become overparameterized (Han et al., 2015).
This leads to higher computational, memory, and
power requirements, especially when it comes to
large language models (LLMs) (Deng et al., 2020).

Pruning is a model compression method that
aims to reduce the size and complexity of a deep
learning model by removing redundant compo-
nents/parameters, which have the lowest contri-
bution to the model performance (Li et al., 2017;
Zhu et al., 2023). The pruning methods are com-
monly divided into unstructured methods (sparse
models) and structured methods (targeting entire
structural components). Many pruning techniques
exist, from simple structured layer pruning to more
sophisticated methods, such as magnitude pruning
(assigning importance to weights based on their
magnitude) (Han et al., 2015), SparseGPT (Frantar
and Alistarh, 2023) and hybrid methods such as
LoRAPrune (Zhang et al., 2023). However, one of
the limitations of more complex methods is model
compabililty.

In this work, we focus only on simpler ap-
proaches, such as structured pruning of layers, an
approach similar to "shrink and fine-tune" (Shleifer
and Rush, 2020) and NASH pruning (Ko et al.,
2023), and an approach based on embeddings prun-
ing, similar to the Vocabulary Trimmer (Ushio
et al., 2023) approach and TextPruner (Yang et al.,
2022). While some of these approaches were evalu-
ated on multilingual level, Slovak was not included
in their evaluation.

3 Materials and methods

3.1 Data

We use the Gigaword dataset (Graff et al., 2003),
specifically, the version intended for abstractive

Proceedings of the 10th Workshop on Slavic Natural Language Processing (Slavic NLP 2025), pages 58—68
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summarization (Rush et al., 2015). The dataset
contains 4 million pairs of short news articles and
summaries. We apply additional text cleaning to
the dataset and also use the second half of the orig-
inal validation dataset as a test set to achieve more
precise evaluation (3,783,821 samples for train set,
94,405 for validation set and 94,406 for test set).
We label the final processed dataset as Gigatrue
(GT). Furthermore, we introduce a Slovak transla-
tion of GT by using machine translation with the
Seamless M4T-v2 model (Seamless Communica-
tion, 2023), which took approximately 100 hours
on an Nvidia A4000 GPU.

3.2 Decoder pruning

Since the decoder of a transformer model is respon-
sible for generation, it directly affects inference
speed. By removing decoder layers, the model
parameters are reduced and inference speed is in-
creased (Ko et al., 2023). In this work, we prune a
series of the middle decoder layers in the following
configurations: D-5, D-4-6, and D-3-7, where the
numbers indicate the range of layer indices pruned
(the models used in our experiments have 8 lay-
ers). The approach is similar to decoder pruning in
NASH (Ko et al., 2023), where they create a shal-
low decoder by pruning decoder layers uniformly,
while also pruning encoder layers. We use a pre-
training pruning approach, where we first remove
layers from the base pre-trained model, and then
we perform fine-tuning on the prepared variant of
the GT dataset.

3.3 Embeddings pruning

The second approach focuses on post-training prun-
ing of the embeddings and vocabulary. The motiva-
tion is that not all tokens and embeddings available
in the model might be necessary for good sum-
marization performance in a specific domain and
specific language, which is especially true for mul-
tilingual models which contain tokens from various
languages. Furthermore, in the case of the mT5
model, the embeddings take up 86% of model pa-
rameters (Ushio et al., 2023) and are shared for
both the encoder and the decoder.

The approach uses a calibration dataset (we use
the train set of the target dataset), which is tok-
enized, resulting in a distribution of used tokens. A
token threshold is then set, splitting the distribution
into two parts: 1. before threshold - all tokens and
embeddings here are preserved; 2. after threshold -
tokens (and embeddings) with zero occurrences in
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the calibration dataset are removed.

Figure 1 shows a comparison of the distributions
on the English dataset variant with a 50k threshold.
The motivation for using a threshold is an assump-
tion that more important tokens are present at the
start of the distribution, even if they are not present
in the calibration dataset.

The embeddings are pruned by removing the
rows in the embedding matrix for the removed to-
kens, essentially "shrinking" the matrix above the
threshold. Finally, the tokenizer (and the Sentence-
Piece model) used needs to be altered by removing
pruned tokens and remapping the indices that have
been altered. While we implemented this approach
only for the TS model family, it can be easily mod-
ified for other models.

3.4 Evaluation

For evaluation, we leverage common summariza-
tion metrics, including BLEU (Papineni et al.,
2002), variants of ROUGE (Lin, 2004), and
embedding-based BERTScore (Zhang et al., 2020).
We chose ROUGE-L as our primary comparison
metric. During experiments, we take note of var-
ious measurements, including: inference/training
time, inference speed (¢ [tok/s]), peak GPU mem-
ory consumption (M [GB]), parameters (| E'|), and
compression ratio ¢ (Equation 1).

__IE
|E]
We also introduce the Baseline Degradation Es-
timate (BDE), a simple metric that estimates what
percentage of model parameters can be removed
until summarization performance drops to baseline
levels (described in Equation 2 and Equation 3,
where ¢* is compression ratio, m is target metric
and B is the baseline). BDE uses an exponential
model to determine the relationship between com-
pression ratio and performance degradation.

ey

BDE,, p(E) =1— ¢" where c* € [0, cmax] (2)
m(Ee) =m(B) 3)

4 Experiments

We evaluate the selected approaches on the follow-
ing encoder-decoder models:

* mT5 small (mt5) - small version (300 M pa-
rameters) of the multilingual T5 model, pre-
trained on multiple languages including En-
glish and Slovak (Xue et al., 2021).
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Figure 1: Token distribution of tokenized test set, before and after embedding pruning with 50k threshold.

e Flan TS5 small (ft5) - a 76 M parameter
English-only model, already fine-tuned on a
mixture of tasks (Chung et al., 2022).

For baseline (B), we implement a simple algo-
rithm, which summarizes input text by simply tak-
ing a fraction of the words from the beginning. In
our approach, we use a 100/30 ratio, which means
that a 100-word article will result in a summary by
taking the first 30 words of the article. This ratio is
based on the summarization ratio of words in the
training set samples.

Table 2 compares the base models in terms of
parameters, while Table 1 provides comparison of
model inference speed, memory usage and sum-
marization performance between base pre-trained
models ("(b)" suffix), models fine-tuned on GT
dataset and Slovak GT version ("-sk" suffix).

During evaluation, the inference has been per-
formed on an Nvidia A4000 GPU with a batch size
of 128.

E |E| |[Enc| |Dec|] M[GB] BS t¢[h]
mtS5 300M 146M 153M 14.9 128 105
ft5 76M 35M 41M 14.2 256 6.3

Table 1: Model parameters, fine-tuning memory (M),
time (¢ ;) and batch size.

Model  6[t/s] | M[GB] R-L | BLEU BERT
B - - 0227 | 0039 0872
B-sk - - 0206 | 0.045 0.712
ft5b) 932 | 0.89 0287 | 0.056 0.884
ft5 876 | 089 0384 | 0.157 0.908
mt5(b) 436 | 203  0.003 | 0.000 0.797
mt5 66.1 203 0363 | 0.142 0.904
mt5-sk  68.5 203 0278 | 0092 0.764

Table 2: Base models performance.
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4.1 Decoder layer pruning
English

The decoder pruning approach is first evaluated on
English, comparing the Flan T5 and mT5 models
(Table 3). Figure 2 describes the degradation of
model performance on ROUGE-L with further re-
moval of parameters, while Figure 3 compares the
models in terms of inference speed.

The results show differences in model degrada-
tion. Flan T5, despite being smaller, degraded more
slowly, reaching up to 38% decoder compression
before reaching baseline, while the mT5 model al-
lowed pruning of only 10% of decoder parameters.
We also observed that the Flan TS model with ~20%
of decoder parameters pruned was able to achieve
the same performance as an unpruned mT5 model.
The approach resulted in a significant increase in
inference speed and reduced memory usage for
both models; however, the quality degradation was
significant, which was also verified qualitatively.

mt5 measurements
- mt5 curve

ft5 measurements
- ft5 curve
B
BDE(mt5) = 0.101
BDE(ft5) = 0.362

_____________

0.8 0.7

0.6 0.5
Decoder Compression Ratio

0.3

Figure 2: Decoder pruning - English mt5 vs ft5 on
ROUGE-L.

Slovak vs English

The approach is then also applied to mTS5 variants
trained on the Slovak and English datasets (Ta-
ble 4). Figure 4 describes the degradation of the
models. The approach produced similar degrada-
tion curves, the Slovak model reached its baseline
after removing only 3% less parameters than the
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ence speed.
Model cpec | Ot/s] M[GB] | R-L BLEU BERT
B - - - 0.227  0.039  0.872
mtS 1.00 | 659 203 [ 0363 0.142 0904
mt5-D-5 0.98 68.6 1.95 0.357 0.138  0.903
mt5-D-4-6 094 | 79.3 1.80 0324 0.114 0.894
mt5-D-3-7  0.90 94.1 1.65 0.222  0.060 0.871
ft5 1.00 87.6 0.89 0.384  0.157  0.908
ft5-D-5 0.92 92.8 0.81 0.382 0.154  0.908
ft5-D-4-6 0.77 | 104.9 0.66 0.368 0.138  0.905
ft5-D-3-7 0.62 | 1474 0.59 0.179  0.039  0.863

Table 3: Decoder pruning - mT5 vs Flan T5 degradation.

English model. We conclude that the difference
between the languages using this approach is only

minimal.
Model cpee | Ot/s] MI[GB] | R-.L BLEU BERT
B-sk - - - 0206 0045 0712
B - - - 0.227 0.039 0.872
en 1.00 | 659 203 | 0363 0.142 0.904
en-D-5 098 | 68.6 195 | 0357 0.138 0.903
en-D-4-6 094 | 79.3 1.80 | 0324 0.114 0.894
en-D-3-7 090 | 94.1 1.65 | 0222 0060 0871
sk 1.00 | 686 203 | 0278 0092 0.764
sk-D-5 098 | 719 195 | 0272 0.088 0.762
sk-D-4-6 094 | 816 1.80 | 0228 0.066 0.742
sk-D-3-7 090 | 932 1.65 | 0.130 0.023 0.683

Table 4: Degradation of mT5 on decoder pruning - SK

vs EN dataset.

4.2 Embeddings pruning

Figure 5 and Table 5 compare the summarization
performance of the embedding-pruned mT5 model
variants on Slovak and English test sets at different
thresholds, while Figure 6 compares the model vari-
ants in terms of inference speed. Our results show
that, using this method and this specific dataset,
the threshold does not play a significant role, and
the method is able to remove up to 69% of mT5
parameters with minimal impact on summarization
performance in English. However, we also notice
that the Slovak model reaches only up to 62% of
pruned parameters, indicating that there are slightly
more tokens needed to represent the Slovak text.
The inference speed is also increased (Figure 6).
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Figure 6: Inference speed of mT5 with different embed-
ding pruning thresholds (EN + SK).

Model ¢ | 6[t/s] M[GB] | R-.L BLEU BERT
B - - - 0227 0039 03872
B-sk - - - 0206 0045 0712
en T00 | 659 203 | 0363 0.142 0904
en-100k 056 | 774 1.83 | 0363 0.142 0.904
en-50k 043 | 81.9 1.63 | 0363 0.142 0904
en-10k 033 | 846 147 | 0363 0.142 0904
en-lk 031 | 865 144 | 0363 0142 0904
sk 100 | 69.9 203 | 0278 0092 0847
sk-100k  0.60 | 81.1 1.89 | 0278 0.094 0.765
sk-50k 048 | 85.0 171 | 0277 0094 0765
sk-10k 040 | 894 158 | 0277 0094 0.765
sk-Ik 038 | 89.9 155 | 0277 0.094 0.765

Table 5: Embedding pruning of mT5 at different thresh-
olds (SK + EN).

4.3 Comparison against LLM

In order to provide a more fair comparison, we
also evaluate our models and dataset with OpenAl
GPT 3.5 using a few-shot summarization prompt
(in order to output similar sentence length) on 5,000
samples of test set. After evaluating the GPT sum-
maries, the metrics indicate that our dataset test
set summaries slightly differ from the GPT outputs
(Table 6). This might be affected by the different
text output style of GPT (thus, affecting the sim-



pler metrics), however, after empirical evaluation
we also concluded that the GPT summaries have
slightly higher quality than the provided dataset
summaries. We also evaluate model variants us-
ing GPT as a reference (Table 7), which show that
the fine-tuned models produce summaries that are
more similar to GPT than the test set. However,
in both cases, we notice similar semantic similar-
ity score between the dataset and GPT summaries
(BERTScore). These observations reveal the limi-
tations of our dataset and evaluation metrics, how-
ever, we concluded that the model degradation ob-
servations are not significantly affected.

Model H EN H SK

R-L BLEU BERT R-L BLEU BERT
GPT 0.345 0.085 0.905 || 0.264 0.061 0.755
mt5 0.357  0.121 0.904 || 0.294 0.096 0.767
mt5(D) || 0.211 0.043  0.869 || 0.137 0.018 0.679
mt5(E) || 0.357 0.121 0904 || 0.292 0.091 0.767
ft5 0.374  0.135  0.908 - - -
ft5(D) 0.166  0.028  0.862 - - -

Table 6: Comparison of GPT and model variants - GT
test set as reference.

Model H EN H SK

R-L BLEU BERT R-L BLEU BERT
testset 0.345 0.086 0.905 || 0.264 0.060  0.755
mt5 0.430 0.124 0915 || 0.396 0.123  0.798
mt5(D) || 0.245 0.044 0.871 0.166  0.018 0.677
mt5(E) || 0431 0.124 0915 || 0.386 0.112 0.794
ft5 0446 0.135 0918 - - -
ft5(D) 0.178  0.021 0.861 - - -

Table 7: Comparison of dataset and model variants -
GPT 3.5 as reference.

4.4 Translation quality

Finally, we also evaluate the quality of the Slo-
vak translation using the OpenAl GPT-4.1 model
on the first 1,000 samples of the test set. Each
text (articles and summaries) is evaluated using a
prompt that assigns a score (0 to 5) on multiple
criteria: 1. accuracy (A) - how well does the trans-
lation capture the original meaning, 2. grammar
errors (G), 3. wrong word choice or meaning (W),
4. missing crucial words (M), 5. unnecessary words
(U), 6. incorrect word order (O), 7. stylistic issues
(S), 8. cultural sensitivity (C) - such as interpreting
idioms correctly.

Figure 7 describes the distribution of scores with
different criteria, indicating that the translation is
not perfect and contains slight semantic and lin-
guistic errors.

62

=
o
=4

nwoczso»{

0 1 2 3 4 5
Score

Figure 7: GPT-4.1 translation scores distribution.

4.5 Maetric sensitivity

As can be seen in the results, the metrics show
a level of divergence in their sensitivity when it
comes to both the pruning approaches and other
evaluations. These differences come from the na-
ture of the metrics themselves. The ROUGE-L
(LCS based) and BLEU (n-gram based) are highly
sensitive to changes in vocabulary and word or-
der in the summaries. A significant difference in
grammar or vocabulary therefore results in stronger
degradation of the metrics. On the other hand, the
BERTScore metric leverages contextual embed-
dings for a semantic comparison, and is less sen-
sitive to such changes. A significant degradation
of the BERTScore metric therefore indicates that
there might be a significant loss of meaning.

5 Conclusion

In our work, we presented a case study of simple
pruning methods on both the decoder and the em-
beddings of the TS5 model family. After producing
a synthetic translation to the Slovak language, we
provide a parallel English-Slovak variant of the
Gigaword dataset for summarization. Using the
decoder layer pruning approach, we were able to
prune significantly more parameters from the Flan
TS5 model than from the multilingual mT5 alter-
native. When comparing decoder layer pruning
of mTS5 in English and Slovak, the degradation of
the Slovak variant was only slightly faster (with
decreasing parameters). In the case of embedding
(vocabulary) pruning, we were able to reach up to
69% parameter reduction in English with minimal
degradation, however, the Slovak variant achieved
7% lower maximum reduction, which we believe is
due to more tokens required to represent the Slovak
text. Both methods resulted in memory usage re-
duction and increased inference speed, and can be
further combined. The methods are not difficult to
implement and are applicable beyond the scope of
this work, with models outside the TS5 family and
other non-English languages.



Limitations

Although the work shows positive results, it is lim-
ited in various aspects. In the case of the dataset
used, the usage of machine translation for produc-
ing a parallel dataset can result in text of lower
quality, including some level of grammatical and
syntax errors, or alteration of the meaning of the
original text altogether, which has been confirmed
by evaluation using the GPT 4.1 model.

The next point is that the Gigaword dataset has
a very short context length, and the behavior of
applied methods on longer sequences is yet to be
explored. Another limitation is that although the
simplicity of the decoder layer pruning method
can be seen as an advantage when considering
its application flexibility, other pruning methods
could be explored in this context, such as targeting
smaller model components, attention heads, or us-
ing a more sophisticated framework. The decoder
pruning method also affects the architecture on a
high level, and is less sensitive to the choice of
language.

While the baseline used provides a minimal
method for summarization, it shares characteris-
tics with extractive approaches as it preserves the
original sentence structure without modifications,
only selecting relevant segments. Although this
simplicity serves as a fundamental starting point,
the absence of other basic models trained on this
specific dataset limits our comparison options. The
development of more sophisticated baseline meth-
ods remains subject to future work.

Finally, the evaluation could benefit from better
data quality, such as dataset enhancements through
human and/or LLM evaluation for both summa-
rization and translation to Slovak. However, this
was not possible due to our time and resource lim-
itations. Nevertheless, our work serves as a solid
foundation for further improvements.

Ethical considerations

Machine-translated text from the Seamless M4T-
v2 model by Meta Al is used for fine-tuning of
the models, which implies that any bias and ethi-
cal issues that are caused by the translation model
can be present in the Slovak variant of our dataset,
and therefore in the Slovak models. Additionally,
both translation and summarization using artificial
intelligence can result in incorrect preservation of
cultural nuances of the languages in the produced
text. We conclude that for research purposes, this
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is acceptable; however, when considering using the
dataset in a real-world scenario, further analysis
of the translation model and the source dataset is
needed.

Statement on the use of AI assistants

We hereby declare that Al assistants based on
LLMs (Claude Al and GitHub Copilot) have been
used in: 1. grammatical corrections of the text in
this paper and translation, 2. generating high-level
ideas when approaching the problem in the early
stages, 3. limited assistance during implementation
(such as generating code for tables and visualisa-
tions). Furthermore, the Grammarly software was
used for grammatical corrections.
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A Appendix

In the appendix, we include supplementary mate-
rials related to our experiments, with the goal of
providing additional information and examples.

A.1 LLM prompts

In this section, we provide examples of prompts
used for summarization and translation evaluation.

<SYSTEM>

I will show you some examples of article sum-
maries. Learn from these examples to provide
similarly concise short single-sentence sum-
maries.

Article: India raised doubts on Thursday that a
summit of seven South Asian nations could be
held in Pakistan in January, saying there was
no reason to meet unless progress has been
made in the past year.

Summary: India raises doubts about next re-
gional summit in Pakistan.

Article: Indonesia’s top tourism officials on
Thursday pleaded with international travel-
ers to come back to its resort island of Bali,
where a bomb attack Saturday on a nightclub
killed nearly 314 people, many of them young
tourists.

Summary: Indonesian officials ask travelers
to help heal Bali’s tourism industry.

Article: Indonesian police on Thursday were
focusing their investigation into the Bali night-
club bombing on a group of eight suspects,
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officials said, while the President won crucial
parliamentary backing for an emergency anti
terrorism decree.

Summary: Security Minister suspects foreign
terrorist involvement in Bali bombing.

Article: Swiss pharmaceuticals giant Novartis
on Thursday reported a fall in third quarter
sales but said its profit had increased 2 percent
on the same period last year.

Summary: Novartis reports third quarter sales
fall profits up 2 percent.

<USER>

Article: An American woman checked out of
a hotel in central China with her 2 year old
son Thursday night, saying she had resolved a
custody standoff with her Chinese ex husband
after they spent nine days sequestered in a
suite conducting delicate negotiations.

Summary:

Example 1: Example summarization prompt for

GPT 3.5 - English.

<SYSTEM>

I will show you some examples of article sum-
maries in Slovak. Learn from these exam-
ples to provide similarly concise short single-
sentence Slovak summaries.

Article (SK): India vo Stvrtok vzbudzovala
pochybnosti o tom, Ze by sa v janudri v
Pakistane mohol konat samit siedmich krajin
JuZnej Azie, pri¢om uviedla, Ze nie je dovod
na stretnutie, pokial’ sa v uplynulom roku ne-
dosiahol pokrok.

Summary (SK): India vyvoldva pochybnosti o
d’alSom regiondlnom samite v Pakistane.

Article (SK): Indonézski dradnici pre cestovny
ruch vyzvali cestujtcich z celého sveta, aby
sa vratili na ostrov Bali, kde v sobotu pri bom-
bovom utoku na no¢ny klub zahynulo 314
I'udi, z ktorych mnohi boli mladi turisti.

Summary (SK): Indonézski dradnici Ziadaji
cestujicich, aby pomohli uzdravit’ cestovny
ruch na Bali.
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Article (SK): Indonézska policia vo Stvr-
tok zamerala svoje vySetrovanie bombového
utoku na no¢ny klub na Bali na skupinu 6s-
mich podozrivych, zatial’ o prezident ziskal
kI'icovi podporu parlamentu pre nidzovy
dekrét proti terorizmu.

Summary (SK): Minister bezpecnosti
podozrieva zahrani¢nych teroristov z ucasti
na bombovom tutoku na Bali.

Article (SK): Svaj¢iarsky farmaceuticky gi-
gant Novartis vo S$tvrtok ozndmil pokles
predaja v tret' om Stvrt'roku, ale povedal, Ze
jeho zisk sa v porovnani s rovnakym obdobim
minulého roka zvysil o 2%.

Summary (SK): Novartis hlési, Ze predaj v
tret’om Stvrt'roku klesol a zisky vzrastli 0 2%.

<USER>

Atrticle (SK): Americka Zena sa v Stvrtok vecer
s dvojro¢nym synom odhlésila z hotela v cen-
trdlnej Cine a povedala, Ze vyriesila spor o
opatrovnictvo so svojim ¢inskym byvalym
manzelom po tom, Co stravili devat’ dni v
apartmdne, kde viedli delikdtne rokovania.

Summary (SK):

Example 2: Example summarization prompt for
GPT 3.5 - Slovak.

<SYSTEM>

You are a bilingual English-Slovak language
expert.

<USER>

Evaluate the following translation from En-
glish to Slovak. Assign points based on these
criteria:

A = Accuracy (0-5): 5 if the text captures the
original meaning perfectly, O if the meaning is
completely different.

G = Grammar errors / misspelled words (0-5):
5 if the text is grammatically correct, down to
0 if there are significant errors.

W = Wrong word choice/meaning: (0-5): 5 if
all words are used correctly, down to O if there




are major misuses.

M = Missing words which should be present
(0-5): 5 if no words are missing, down to O if
many important words are absent.

U = Added unnecessary words (0-5): 5 if no
extra words are present, down to O if many
unnecessary words are included.

O = Incorrect word order (0-5): 5 if the word
order is correct, down to O if the order is sig-
nificantly incorrect.

S = Stylistic issues (0-5): 5 if the style is ap-
propriate, down to O if there are major stylistic
issues.

C = Cultural relevance (0-5): 5 if the transla-
tion is culturally appropriate, down to 0 if it
is culturally very insensitive, such as literaly
translating idioms or phrases that do not make
sense in the target language.

First, briefly think about the different cate-
gories (letters), then provide a formatted JSON
output (only categories and their points).

The texts:

Source (English): "American woman fighting
for custody of son checks out of Chinese hotel
says standoff with ex husband over."

Translation (Slovak): "Americka Zena boju-
juca o opatrovnictvo syna odchddza z ¢inskeho
hotela a hovori, Ze spor s byvalym manZelom
sa skonCil."

Example 3: Example translation evaluation
prompt for GPT 4.1.

A.2 Gigatrue samples

Following are some samples (labeled as X, Y and
Z) from the Gigatrue test set, the summaries for
these articles are then referenced in other examples,
where we include only the summaries. We high-
light any suspected mistakes or quality degradation
in red color.

Article: Americkd Zena sa v Stvrtok vecer s
dvojroénym synom odhlasila z hotela v cen-
trdlnej Cine a povedala, Ze vyriegila spor o
opatrovnictvo so svojim ¢inskym byvalym
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manzZelom po tom, Co strivili devit’ dni v
apartmane, kde viedli delikdtne rokovania.

Summary: Americkd Zena bojujica o opatro-
vnictvo syna odchddza z ¢inskeho hotela a hov-
ori, Ze spor s byvalym manZzelom sa skon¢il.

Example 4: GT example X - EN.

Article: An American woman checked out of
a hotel in central China with her 2 year old
son Thursday night, saying she had resolved a
custody standoff with her Chinese ex husband
after they spent nine days sequestered in a
suite conducting delicate negotiations.

Summary: American woman fighting for cus-
tody of son checks out of Chinese hotel says
standoff with ex husband over.

Example 5: GT example X - SK.

Article: Thousands of Norwegians joined a
nationwide one hour strike on Thursday to
protest the government’s national budget pro-
posal for next year, saying it threatens jobs
and welfare benefits.

Summary: Thousands strike against Norwe-
gian government’s proposed budget.

Example 6: GT example Y - EN.

Article: Tisice Norov sa vo Stvrtok pripojili
k celonarodnému hodinovému Strajku, aby
protestovali proti vlidnemu ndvrhu ndrodného
rozpoctu na budici rok, ktory podl'a nich
ohrozuje pracovné miesta a socidlne davky.

Summary: Tisice I'udi Strajkuju proti navrho-
vanému rozpoctu norskej vlady.

Example 7: GT example Y - SK.

Article: One person was killed and two injured
in a helicopter crash in Russia’s Yaroslavl re-
gion, officials said.




Summary: One person killed two injured in
helicopter crash in Russia.

Example 8: GT example Z - EN.

Article: Jedna osoba zahynula a dvaja boli
zraneni pri havdrii vrtul'nika v ruskej oblasti
Jaroslavl, uviedli dradnici.

Summary: Jedna osoba zahynula a dvaja boli
zraneni pri havdrii vrtul'nika v Rusku.

Example 9: GT example Z - SK.

A.3 GPT-generated summaries

The following section contains summaries of X, Y
and Z example articles by the GPT 3.5 model.

Summary (EN): American woman resolves
custody standoff with Chinese ex-husband in
central China hotel.

Summary (SK): Americkd Zena sa s synom
odhlasila z ¢inskeho hotela po vyrieSen{ sporu
0 opatrovnictvo so svojim byvalym manZelom.

Example 10: GPT 3.5 - X.

Summary (EN): Norwegians strike against
government’s budget proposal.

Summary (SK): Noéri protestuju proti vlad-
nemu nivrhu ndrodného rozpoctu na budici
rok prostrednictvom celondrodného Strajku.

Example 11: GPT 3.5 -Y.

Summary (EN): Helicopter crash in Russia’s
Yaroslavl region leaves one dead, two injured.

Summary (SK): Jedna obet a dva zranenfi po
havérii vrtul’'nika v ruskej oblasti Jaroslavl.

Example 12: GPT 3.5 - Z.

A.4 Decoder pruning examples

In this section, we include a comparison of model
outputs between base models and most pruned mod-
els using decoder layer pruning, showing the degra-
dation in performance.
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Base: American woman checks out of hotel in
central China.

D-5: American woman checks out of hotel
with son.

D-4-6: American woman says she resolves
custody standoff with Chinese ex husband.

D-3-7: American woman arrested in China.

Example 13: Flan T5 - X (EN) - decoder pruning.

Base: Americka Zena sa odhlasila z hotela v
Cine.

D-5: Americkd Zena sa odhlasila z hotela v
centrlnej Cine.

D-4-6: Americka Zena sa s dvojronym synom
odhlasila z hotela v centrdlnej Cine.

D-3-7: Americkd Zena odhlasila s ¢inskym
byvalého manzelom.

Example 14: mT5 - X (SK) - decoder pruning.

Base: Norwegians strike to protest budget pro-
posal.

D-5: Norwegians protest budget proposal.
D-4-6: Norwegians protest budget proposal.

D-3-7: Norwegians join in a week to protest.

Example 15: Flan T5 - Y (EN) - decoder pruning.

Base: Tisice Nérov protestuju proti vlddnemu
navrhu rozpoctu na buddci rok.

D-5: Tisice Nérov protestujd proti vladnemu
ndvrhu rozpoctu.

D-4-6: "Tisice Noérov sa pripojili k narod-
nému S$trajku, aby protestovali proti vlidnemu
ndvrhu."

D-3-7: "Vel'ké vlade sl'ubuje, Ze sl'ubuje s
vladnou vladnou vladu."

Example 16: mT5 - Y (SK) - decoder pruning.




Base: One killed two injured in helicopter
crash in Russia.

D-5: One killed two injured in helicopter crash
in Russia.

D-4-6: One killed in helicopter crash in Rus-
sia.

D-3-7: Two killed in helicopter crash.

Example 17: Flan T5 - Z (EN) - decoder pruning.

Base: Jedna osoba zahynula pri havdrii vr-
tul'nika v ruskej oblasti Jaroslavl.

D-5: Jedna osoba zahynulo pri havérii vr-
tul'nika v Rusku.

D-4-6: Cina zabiti v havérii vrtulnika v
Rusku.

D-3-7: V oblasti zranenych pri oblasti a zra-
nenych pri oblasti a zranenych.

Example 18: mT5 - Z (SK) - decoder pruning.
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Abstract

Definition modeling, the task of generating new
definitions for words in context, holds great
prospect as a means to assist the work of lex-
icographers in documenting a broader variety
of lects and languages, yet much remains to be
done in order to assess how we can leverage
pre-existing models for as-of-yet unsupported
languages. In this work, we focus on adapting
existing models to Belarusian, for which we
propose a novel dataset of 43,150 definitions.
Our experiments demonstrate that adapting a
definition modeling systems requires minimal
amounts of data, but that there currently are
gaps in what automatic metrics do capture.

1 Introduction

Dictionaries are invaluable resources. On a socio-
logical level, it is fairly well documented that dic-
tionaries are linked to cultural identity (Dollinger,
2016). From the point of view of the NLP scien-
tist, lexicographic data has historically proven very
useful for tasks ranging from word sense disam-
biguation (Lesk, 1986) to representation learning
(Hill et al., 2016). On the other hand, lexicogra-
phy is a complex enterprise: writing a dictionary
from scratch is a time-consuming process, which
often limits the number of languages, dialects and
sociolects which can effectively be documented.
Definition modeling, the NLP task of generat-
ing definitions for words in context, is a promising
direction to better support lexicographers in their
work. Definition modeling has grown as a field
since the seminal work of Noraset et al. (2017):
we now have access to mature systems that can
produce definitions automatically for English, Rus-
sian and other languages (Kutuzov et al., 2024). A
direction that remains to be explored is whether
these available pretrained definition modeling sys-
tems can be leveraged for as-of-yet unsupported
languages. We take the Belarusian language as
the object of our case study. Our main research
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question is to explore what is necessary to adapt
a definition model to a new language — are large
amounts of data necessary? Do we need base mod-
els trained for similar languages? To that end, we
introduce a novel dataset of over 43,000 definitions
for Belarusian, with which we demonstrate that a
minimal amount of data is often sufficient to adapt
to a novel language with reasonable performance.
This object of study also requires, as a com-
plementary step, that we discuss how these sys-
tems should be evaluated. This has already been
a point of inquiry in previous works — e.g.,
Bevilacqua et al. (2020) whereas Segonne and
Mickus (2023) conducted manual evaluation. Here,
we contrast measurements from automatic and
manual evaluation, and underscore current lim-
itations in the evaluation of definition model-
ing. We make our code and data available at
github.com/kozochkadaniela/tsbm.

2 Related works

Definition modeling, initially introduced by No-
raset et al. (2017), is the NLP task that consists
in generating definitions (Gardner et al., 2022). If
the original formulation of Noraset et al. involved
static word embeddings as inputs, the field has
since then shifted to contextualized definition mod-
eling, where models are tasked to produce defini-
tions for words in context (Gadetsky et al., 2018).
The most common use-case for a definition mod-
eling system is to create tools that facilitate the
understanding of rare or technical words (Balachan-
dran et al., 2018; Huang et al., 2021; Jhirad et al.,
2023; Huang et al., 2022b; Zielinski et al., 2025):
the appearance of novel terminology, slang and ne-
ologisms outpaces often what lexicographers can
handle manually. Another application is to automa-
tize and support efforts for language documentation
(Bear and Cook, 2021). As for this latter purpose, if
efforts have been made towards studying definition
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modeling in multilingual contexts (Mickus et al.,
2022; Kutuzov et al., 2024, e.g.,), or for languages
other than English (ranging from Portuguese, Di-
mas Furtado et al., 2024, to Japanese, Huang et al.,
2022a), limited work has been devoted to cross-
lingual transfer — a step necessary if we want to
re-purpose systems to low-resource contexts where
they are needed.

3 Experimental setting

Our overall approach is to (i) finetuning existing
definition modeling systems for Belarusian, vary-
ing some key characteristics in their training, such
as the amount of data they have access to and the
base model we finetune; (ii) compare and contrast
automatic metrics to the manual evaluation by a
native Belarusian speaker, using a correlation anal-
ysis.

3.1 Dataset

We retrieve our data from the Skarnik online
Russian-Belarusian dictionary,! originally based
on the academic dictionary published by Kolas et al.
(1984) and subsequently revised and regularly up-
dated. The dataset was obtained directly from an
open-access repository provided by its maintain-
ers. To ensure the reliability and consistency of the
data, additional preprocessing steps were applied.
These included the removal of incorrect or mis-
parsed entries, particularly words accompanied by
unrelated example sentences. Words containing ty-
pographical errors or non-linguistic symbols were
manually corrected. Additionally, several entries
lacked explicit part-of-speech (POS) annotations
or included only partial morphological informa-
tion (e.g., gender, tense) without specifying the
syntactic category. In such cases, full POS tags
were added based on the available morphological
information. Additionally, functional words (e.g.,
prepositions, conjunctions, determiners) were ex-
cluded from the dataset, and only content words
were retained for analysis.

We then construct train, validation and test splits
such that (i) headword types are only assigned to
a single split, (ii) the proportion of Russian homo-
graphs is constant across splits and (iii) the train
split contains at least 40K instances.

"https://www.skarnik.by
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Train Val. Test
N. items 40105 1486 1159
N. glosses 40073 1485 1558
N. headwords 28203 1060 1062
N. homographs 1879 70 71

Table 1: TSBM dataset statistics. N. items tracks the
number of distinct instances (glosses and examples). N.
homographs corresponds to the number of headwords
with exact homographs in Russian.

3.2 Models

We finetune the Russian Definition Modeling sys-
tem of Kutuzov et al. (2024), an MT@-XL model of
3.7B parameters fine-tuned on the CoODWoE dataset
(Mickus et al., 2022). Taking inspiration from Ku-
tuzov et al., inputs are formatted as in (1):

(1

We use definition glosses as target outputs. Our
models are all trained on the TSBM data (cf.
above), using subsets of logarithmically-spaced
sizes, namely 100%/4% = 1%, 100"/4% ~ 3.16%,
100%4% = 10%, 100%4% =~ 31.62%, and
100%4% = 100% of the available training data.
We train three models for each subset with fixed
random seeds. We furthermore report the perfor-
mances of Kutuzov et al.’s (not re-trained) Russian
Definition Modeling system as a baseline, which
we refer to as training with 0% of the data. Lastly,
to provide a better grasp as to the effects of lan-
guage similarity on the performances we observe,
we also duplicate our experiments using the two
other MT@-XL—based models of Kutuzov et al., de-
signed for Norwegian and English.

[EXAMPLE] YTo Takoe [HEADWORD]?

3.3 Automatic metrics

We report performances obtained with default met-
rics commonly used in NLG: BLEU (Papineni
et al., 2002; Post, 2018), BERTScore (Zhang et al.,
2020),2 BLEURT (Sellam et al., 2020), and chrF++
(Popovié, 2015; Post, 2018).

While BLEU assesses precision based on the
number of exact matches in the candidate and the
reference definition, BERTScore is more flexible
as it does not compare the candidate and reference
directly, but instead computes the similarity of their
contextual embeddings. This makes it possible to
recognize similar semantics despite different word
use, which improves robustness against word swap-
ping and leads to a higher overlap with human

pert-base-multilingual-cased (Devlin et al., 2019)
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judgments (Zhang et al., 2020). However, unlike
BLEU, the usefulness of BERTScore depends on
the quality of embeddings, which can be an issue
in low-resource scenarios such as the one we are
dealing with.

The other two metrics are less frequently used
for definition modeling, but offer interesting per-
spectives worth investigating. The chrF++ metric
of Popovié assesses overlaps of character spans —
which is useful to measure, given that generated
definitions can rely on morphological relationships
(Segonne and Mickus, 2023) and that character-
level information can prove beneficial (Noraset
et al., 2017). BLEURT, on the other hand, is a
neural metric which is based on a small collection
of variant models; the different existing models pro-
vide a tradeoff between computational costs and
match with human assessments (Pu et al., 2021).

3.4 Manual evaluation

For the manual evaluation, we chose the criteria
informativeness, fluency, and correct language and
circularity.

Fluency. Fluency evaluates grammatical correct-
ness, naturalness of phrasing and basic semantic
coherence, i.e., whether the sentence makes sense
even if it does not fully capture the intended mean-
ing. Outputs rated 1 are fully natural, grammati-
cally correct and fluent. A score of 0.5 is assigned
to outputs with minor grammatical issues (e.g., an
unexpected si—e alternation in the stem) or slightly
unnatural phrasing. Outputs rated O exhibit clear
grammatical errors, non-existent word forms, or
constructions that are confusing or ungrammatical.

Informativeness. Informativeness assesses how
well the output conveys the intended meaning of the
gloss. Outputs rated with a score of 1 are clear and
accurate. A score of 0.5 is assigned to definitions
that are too broad, incomplete, or only partially
informative. A score of 0 reflects outputs that are
semantically uninterpretable, even if the general
topic is somewhat correct, or cases where the model
lists several synonyms and some of them are wrong.

Circularity. Circularity assesses the extent to
which a model repeats the headword in its gener-
ated definition. A definition is considered fully cir-
cular if it includes the headword itself or one of its
inflected forms. If the definition uses a derivational
form of the headword, it is classified as partially cir-
cular. Definitions that do not contain the headword
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. Data size
Metric Model 40 19 3% 10% 31% 100%
EN 6304 69.64 70.52 7095 7149 72.66
BERTscore NO  62.16 70.02 70.87 71.13 71.81 72.82
RU  63.28 69.72 70.61 7LOL 7TL6T 72.87
EN 404 826 1014 11.60 1258 14.20
BLEU NO 183 831 1051 1172 13.09 1431
RU 466 843 10.55 1169 12.65 14.22
EN 861 2691 2855 2048 31.06 33.26
2BOLE[3JRT NO 655 26.75 2870 29.60 3135 33.35
RU 1174 25.62 2860 20.56 31.13 33.63
seorr BN 813 2551 27.75 2887 3041 32.44
e NO 760 2549 27.91 2921 30.76 32.68
RU  13.18 24.85 27.93 20.00 30.38 32.81
EN 0.26 2343 2557 26.99 2835 30.79
2BOLEIIJ§T NO 0.04 2345 2595 27.27 2883 31.02
RU 1340 2351 2571 26.81 28.35 31.00
Y 5.67 2454 27.78 2930 30.95 33.86
o NO 650 24.65 2802 30.08 3171 34.12
RU  12.67 25.10 27.87 2048 3151 34.24
EN 205 1425 1682 1840 2034 22.66
chrFa+ NO 0.76 1420 1668 1832 2049 22.73
RU 091 1404 17.03 1841 20.38 22.97

Table 2: Overview of automatic metrics (average of 3
runs; all metrics in a 0-100 range).

metric
— plbase)
plbel)
model
—e— EN
x= NO
= RU

0.0

Figure 1: Language identification probability for Be-
larusian (p(bel)) and base model language (p(base))

or any of its inflectional or derivational variants are
labeled as not circular. This categorization helps
assess whether the model can produce semantically
informative paraphrases without relying on forms
morphologically related to the headword.

4 Results & discussion

Automatic metrics. Corresponding perfor-
mances are shown in Table 2. As is apparent, we
observe higher scores for larger datasets. The
progress is usually highly similar across all metrics:
the average across all datasets is usually obtained
with 10% of the data; performances increase to
+1 std. dev. above this average when using 100%
of the data; even 1% of the data significantly
mitigates the poor zero-shot performances of the
base models. Difference between base models are
rarely significant outside of zero-shot conditions.
We also consider whether our models’ outputs
are indeed in Belarusian, or whether the base model
being trained on another language impacts the out-
put. We assess this using langid. py (Lui and Bald-
win, 2012), in Figure 1: any amount of training data
immediately gears all three models toward produc-
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Figure 2: Fluency and informativeness across data size.

ing Belarusian, with a slight decrease when using
more than 1% of the data as the model learn to
produce more informative definitions.

It is worth remarking on the fact that metrics
are surprisingly stable regardless of the language
of the base model. Performances with a Russian
model re-trained for Belarusian are on par with
what we observe with the Norwegian or English
baselines. This strongly suggests that adaptation
does not depend on the similarity of the languages
considered.

Manual analyses. For the manual analysis we
examined 27 words with homographs in Russian
and 50 without. We include examples of model
productions for the criteria we annotate in Table 3.

A more global picture for fluency and infor-
mativeness is presented in Figure 2. Fluency re-
mains consistently high across all data sizes. With
only 1% of the training data, the model already
achieves a fluency score of 0.78, suggesting that
it can produce natural and grammatically correct
outputs even under low-resource conditions. Flu-
ency slightly improves as more data become avail-
able, reaching 0.86 when the full dataset is used
for fine-tuning. The proportion of Russian text in
the retrained models doesn’t exceed 2%, and it typ-
ically appeared as either a single Russian word or
the letter u. In contrast, the informativeness shows
a more significant improvement as the amount of
training data increases. Starting from a modest
score of 0.32 in 1%, informativeness increases to
0.60 when the entire dataset is used. This pattern
highlights that, while fluency remains relatively
stable even with limited training data, achieving ac-
curate semantic alignment with the gloss requires
larger datasets.

As shown in Table 4, full circularities decrease
with model size, from 26% when using 1% of the
data to 11% when using all available data, indicat-
ing that larger models are more effective at avoid-
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ing circular definitions. Partial circularities remain
consistently common across models, suggesting
that models frequently reuse morphological forms
of the target word, a strategy also used in human-
written glosses (Segonne and Mickus, 2023). How-
ever, some predicted glosses, even from larger mod-
els, rely on morphological patterns and ultimately
produced semantically incorrect meanings. Non-
circular outputs are most frequent in the largest
model (53%), reflecting improved abstraction and
lexical flexibility. Although we observe many non-
circular outputs when using 1% of the data, a large
portion of them were semantically inaccurate.

A closer analysis of the errors reveals several
recurring patterns. The model sometimes strug-
gles with sense disambiguation, especially when
the senses are closely related. It may select the
wrong meaning for polysemous or homographic
entries. For example, ybstrine means ‘to stain with
something white’, but the model gives maxpsIib
6esibim cstoeM(‘to cover with a white layer”), which
is not exactly correct in context. Another issue is
the generation of circular definitions, both full and
partial. Furthermore, the model tends to prioritize
morphological similarity over semantic accuracy,
which can lead to incorrect output. For example,
bankaBaIlb (‘to act as a banker in a card game*)
is misinterpreted as ycrymnans y 6ank (‘to join a
bank ).

To conclude, the model often captures impor-
tant features, such as verb aspect, argument struc-
ture, and correct word class. However, it still tends
to produce incorrect or overly surface-level def-
initions. High-scoring outputs typically contain
semantically appropriate expressions, but they do
not fully capture all the nuances unlike human-
produced definitions.

Comparing manual and automatic assessments.
In Table 5, we list coefficients of correlation be-
tween the automatic metrics and the manual an-
notation scores we detailed above. We can note
several key points: Fluency is generally harder to
capture than informativeness, with lower correla-
tion scores; neural metrics such as BERTscore and
BLEURT usually fare better than overlap metrics
such as BLEU and chrF++. Commonplace met-
rics in NLG in general and definition modeling in
particular, such as BLEU and BERTscore, are in
fact not the most suitable for definition modeling,
especially when it comes to informativeness: in
fact, chrF++ proves to be remarkably fit. Lastly,



Score Word Target Hypothesis Translation
1 IaHc chance VmoBa, sikast mo- Illannm, wmarusi- A chance, an oppor-
2Ka 3a0sCIedYbllb Maclb aTpbIMaIb  tunity to get some-
z yaady, — IOCIeX; IITO-H. thing.
g MarJbIMacCIlb.
=2 05 3Bevyapanb  to get dark IIpa magpixom Be- Cranpb BedapaM. To become evening
= 4Japa, [eMHATHI.

0 CKJISIBAIlh to peck Kimorousr, 3’ecrii. Cuepiii KJIsiBbIM. grammatically

incorrect

1 Gepardol to take care KmamaraiBa axoy- Harmamamns, kma-  to look after, to take
of Ballb Karo-, ITo- mnarminma ab Kim-, care of someone or

H., 3acreparamnb YbIM-H. something.
@ aJ1 Jaro-H.
g 05 OGaHKeTKa banquette Toin miskait Ta- YHOpbIro>kKBaHHE A decoration in
E (bench) Oyp3TKi 3 MAKKIM  Ha KyxHi, Kanana, the kitchen, a
= csI3eHHeM  mpa-  Kab cecrri. couch/sofa to sit on
E MaByTOJIbHa abo
ﬂg Kpyryait GOpPMBL.
= 0 qasIBbIsT tips I'porrsbr, akiss Y DBemapyci — In Belarus, the fine
Jaomb 3a apob- mrpad, ammagsa-  is paid with tea
HBIS macjyri, eI Jaem.
abciIyroyBaHHe.

N ITaJIiroH military VYyacrak wscno- I'pyma BaiickoBbix A formation of mil-
training BACIIi, CIEIbIAIb- dYaclei, skas Mae itary units assigned
area Ha abcrajsiBaHbl  II9YHBIS MITHL. to specific tasks

o JUIsT TP HIpOBad-
b Hail CTPaJbOBI i
= BbIITpabaBaHHsA
é 0asIBOI TIXHIKI.
o P mabroraBans  to debut VYuepmbiaio Bel- [lagans cato To start one’s career
CTYMHiNp Ha CIPHe. j3eifHacipb, ganb  and make a debut
I30I0T.
F BoKJagka  book cover  Ilokpwiyka kuiri, Toe, mro i Bo- Same as book cover
CITBITKA 1 TaJI. KJTaIKa.
Table 3: Examples illustrating annotation scores
1% 3% 10% 31% 100% 5 Conclusions
No% 5221 3524 3252 49.85 53.41
Part% 22.02 3219 36.27 3555 35.33
Full % 25.77 3257 3121 14.60 11.26

Table 4: Proportion of circular definitions

BERT- BLEURT chrF
score BLEU D3 D6 D12 20 ++
Fluent 11.56 6.60 11.89 13.63 12,57 1091 6.64

Informative 25.53  13.07 34.26 34.46 39.79 36.17 40.38

Table 5: Comparison of manual and automatic assess-
ment using Spearman’s p (x100).

what works for other NLG subfields need not ap-
ply in definition modeling contexts: while Pu et al.
(2021) find BLEURT 20 to be a better model of
human preferences than all of its distilled variants,
here, BLEURT 20 D12 captures informativeness
more appropriately, while BLEURT D6 is more
appropriate as a model of fluency.
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In this paper, we have studied how to adapt existing
definition modeling systems to Belarusian.

To that end, we introduce a large dataset of Be-
larusian definitions and conduct extensive exper-
imentation. Small datasets can already achieve
some success: even 1% of the data collected was
sufficient to ensure the generated definitions would
be in Belarusian with a reasonably high degree of
fluency. Other characteristics often benefit from
more data — e.g., informative, non-circular defini-
tions are more frequent in models trained on larger
datasets.

Lastly, further research is necessary in order to
properly automatize the assessment the quality of
generated definitions: metric rankings from previ-
ous work do not translate to definition modeling in
Belarusian; none of the metrics we tested capture
fluency; and metrics can very greatly in their ability
to describe informativeness.
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Bridging the Gap with RedSQL: A Russian Text-to-SQL Benchmark for
Domain-Specific Applications
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Abstract

We present the first domain-specific text-
to-SQL benchmark in Russian, targeting
fields with high operational load where rapid
decision-making is critical. The benchmark
spans across 9 domains, including healthcare,
aviation, and others, and comprises 409 cu-
rated query pairs. It is designed to test model
generalization under domain shift, introducing
challenges such as specialized terminology and
complex schema structures. Evaluation of state-
of-the-art large language models (LLM) reveals
significant performance drop in comparison
to open-domain academic benchmarks, high-
lighting the need for domain-aware approaches
in text-to-SQL. The benchmark is available
at: https://github.com/Brodskaialrina/
functional-text2sqgl-subsets

1 Introduction

Text-to-SQL parsing—the task of translating natu-
ral language questions into executable SQL queries
over relational databases—has emerged as a core
component of database question answering sys-
tems. These systems promise intuitive, NL-based
interfaces for interacting with structured data, pow-
ering applications in customer support, business
analytics, healthcare, and beyond (Abbas et al.,
2022). This vision has fueled rapid progress in
the field, driven by large-scale datasets such as
Spider (Yu et al., 2018), WikiSQL (Zhong et al.,
2017), and BIRD (Li et al., 2024), and advances in
LLMs and semantic parsing techniques (Pourreza
and Rafiei, 2023; Li et al., 2023; Gao et al., 2023;
Somov and Tutubalina, 2023, 2025; Somov et al.,
2024; Somov, 2025).

However, despite strong performance on aca-
demic benchmarks, state-of-the-art text-to-SQL
models remain brittle when deployed in real-world
domains. Practical applications often involve
domain-specific terminology (e.g., ICD codes in
healthcare, technical abbreviations in aviation),
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complex legacy schemas, and queries that arise un-
der strict time and accuracy constraints. In such set-
tings, even small misinterpretations—such as con-
fusing “cycle time” with “lead time”—can lead to
costly errors. Unfortunately, existing benchmarks
prioritize breadth over depth, and typically exclude
the very characteristics that make real-world de-
ployment challenging: domain shift, schema ambi-
guity, and naturally occurring language.

Benchmarks like EHRSQL (Lee et al., 2021) and
KaggleDBQA (Lee et al., 2022) has highlighted
the mismatch between academic datasets and indus-
trial environments. Real-world databases often con-
tain opaque column names, sparse documentation,
and organically evolving schema structures, none
of which are well represented in academic bench-
marks Spider or WikiSQL. Moreover, NL queries
in practice are less schema-aware and more linguis-
tically varied than those in curated datasets. As a
result, models trained on general-domain bench-
marks struggle to generalize to the distributions
seen in production.

Currently, the only available Russian-language
benchmark for the text-to-SQL task is PAUQ (Bak-
shandaeva et al., 2022), which focuses on academic,
general-purpose queries. To bridge the gap be-
tween academic settings and domain-specific, real-
world applications, we introduce RedSQL—the
first Russian-language benchmark tailored to
domain-specific text-to-SQL tasks. RedSQL com-
prises 409 carefully curated natural language—SQL
query pairs spanning nine high-impact domains,
including healthcare, logistics, and aviation. Each
example is grounded in realistic schema structures,
incorporates domain-specific terminology, and cap-
tures multi-step reasoning typical of operational
environments. Our evaluation demonstrates a sub-
stantial decline in performance for general-purpose
LLMs when applied to these domain-specific sce-
narios. By focusing on Russian-language us-
age and real-world complexity, RedSQL comple-
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Dataset # Examples # DB # Tables/DB # Rows/Table # Tables/Query
EHRSQL 24000 2 13.5 108000 2.4
KaggleDBQA 300 8 2.3 280000 1.2
RedSQL 409 9 15.4 338 4.6

Table 1: RedSQL statistics comparison with EHRSQL and KaggleDBQA.

Domain Avg. Question Avg. Query Avg. Tables Avg. Columns Avg. Values Avg. Rows % Executed
Length Length per DB per Table per Query  per Table Queries (non-null)

banking 43 93 16 10 3 378 91
aviation 11 44 15 10 1 387 98
medicine 38 88 16 11 2 336 100
logistic 30 85 15 10 1 376 89
jurisprudence 20 69 15 9 1 366 73
architecture 27 88 17 9 2 336 93
energy 22 117 15 12 1 301 82
science 45 116 15 12 2 281 87
engineering 49 95 15 13 2 278 89

Table 2: Summary statistics of RedSQL across domains.

ments existing benchmarks and provides a valuable
testbed for studying model robustness under do-
main shift—particularly in low-resource and non-
English contexts.

2 RedSQL Benchmark Construction

We construct the RedSQL benchmark, a collection
of domain-specific text-to-SQL datasets in Rus-
sian spanning nine high-impact domains: bank-
ing, aviation, medicine, logistics, jurisprudence, ar-
chitecture, energy, science and engineering. These
domains were selected due to their complex schema
structures, specialized terminology, and high op-
erational demands in real-world settings, where
Text-To-SQL application would be really usefull.
Despite the growing interest in text-to-SQL mod-
eling, there remains a significant lack of domain-
specific evaluation datasets in the Russian language.
RedSQL addresses this gap by providing realistic,
executable SQL queries paired with Russian natu-
ral language questions grounded in domain-aware
relational databases.

Table 1 compares RedSQL with two widely
used relevant domain-specific Text-To-SQL bench-
marks: EHRSQL and KaggleDBQA. While
EHRSQL provides a large number of examples, it
is limited to only two databases, reducing schema
diversity. KaggleDBQA includes more databases
but operates over simplified schemas with fewer
tables per query. In contrast, RedSQL strikes a
balance between size and complexity: it spans nine
distinct domains, features the highest average num-
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ber of tables per database (15.4), and requires more
complex queries involving an average of 4.6 ta-
bles per query (most queries refer to 3-6 tables -
see Appendix B). These characteristics make Red-
SQL more reflective of real-world complexity in
domain-specific applications and better suited for
evaluating generalization under schema and linguis-
tic shift.

The dataset construction pipeline generates nat-
ural language—SQL pairs and corresponding rela-
tional databases for query execution. The process
has four major steps:

1. Domain-Specific Schema Design: For each
domain, a database schema was manually con-
structed based on an analysis of key entities
and their relationships. For example, the med-
ical domain includes interlinked entities such
as doctors, patients, diagnoses, and prescrip-
tions, while the aviation domain connects air-
ports, pilots, flights, and aircraft. These con-
ceptual mappings were encoded into SQL us-
ing domain-representative DDL (Data Defini-
tion Language). LLMs were also prompted to
assist in schema generation where appropri-
ate.

. Data Population: The constructed schemas
were instantiated as SQLite databases and pop-
ulated with synthetic data. For generic fields
(e.g., names, addresses, transaction logs), we
used the Python Faker! library. Domain-

1https: //pypi.org/project/Faker/
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specific content (e.g., clinical diagnoses or
flight plans in aviation domain) was generated
using LLMs such as GPT-4o0 and DeepSeek
(Liu et al., 2024), producing realistic, context-
aware data entries.

. SQL Query Generation: Given the popu-
lated databases, SQL queries of varying com-
plexity were generated. Basic queries were
synthesized using GPT models, while more
complex queries requiring multi-table joins,
nested subqueries, or temporal reasoning were
created using Cursor Al, leveraging models
such as Claude and Gemini 2.5. Queries were
manually reviewed to ensure they are exe-
cutable and semantically valid.

Natural Language Question Formulation:
For each SQL query, a corresponding natu-
ral language question was generated in Rus-
sian. This step employed a mix of GPT mod-
els and Cursor Al to ensure fluency, domain
specificity, and alignment with realistic user
queries.

The full pipeline was manually reviewed by grad-
uate computer science student to validate database
structure, SQL correctness, and natural language
alignment. The resulting benchmark includes di-
verse domains with varying schema complexity,
query types, and linguistic patterns. Dataset statis-
tics are provided in Table 2.

3 Experiments

To assess the complexity of the RedSQL bench-
mark, we conducted an evaluation using several
popular LLMs under a few-shot prompting setting.
For each domain, the prompt included the corre-
sponding database schema, a small sample of repre-
sentative data, and five reference text-to-SQL pairs.
Each query from the benchmark was evaluated us-
ing two separate prompts: one in English and one
in Russian. This evaluation aims to address the
following research questions:

1. How well do modern LLMs generalize to un-
seen domain-specific text-to-SQL tasks?

2. What is the impact of prompt language (Rus-
sian vs. English) on model performance?

We adopt the execution match metric for evalua-
tion. A prediction is considered correct if the result
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Text-to-SQL Performance by Domain

Gemini Flash -Ju8 0.04 0.14 0.16 0.11 0.24 021 O. -0.5

Deepseek V3 JiB [T 0.29 0.32 043 0.26 0.2  0.25 O.

0.4
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Figure 1: Performance of LLMs across RedSQL do-
mains. The performance is measured via Execution
Match between generated query and gold query.

returned by executing the predicted SQL query is
identical to that of the gold (reference) query. We
further extend the metric to tolerate predictions
that include superfluous attributes, as long as the re-
quired answer can be unambiguously inferred from
the returned result set. It has been found that mod-
els often fail to display all required columns. If at
least one column is missing after the execution of
the predicted query, the metric value becomes zero.
As a result, the overall metric values were quite
low with an average accuracy of 28% across all
spheres and models. To address this issue, we have
also calculated an additional soft execution match
metric that measures the proportion of correctly
displayed columns in the predicted query output,
which reports the average accuracy of 41%.

The following LLMs were included in the eval-
uation — Gemini Flash, DeepSeek V3 (Liu et al.,
2024), Meta LLaMA 3.3 70B Instruct (Grattafiori
et al., 2024), OpenAl GPT-40, GigaChat Max (Rus-
sian LLM)?. All models were prompted under the
same configuration, with temperature fixed at O
to ensure deterministic outputs. The result, with
English prompting, is presented in Figure 1. Full
Execution Match results are available at Table 3.
The same table encompasses the performance met-
rics of identical models on the PAUQ dataset. The
table demonstrates the divergence in the model’s
performance on the existing academic dataset and
on a domain-specific benchmark, highlighting the
gap between the existing datasets and our newly
introduced one.

To answer our first research question—how well
do modern LLMs generalize to unseen domain-
specific text-to-SQL tasks ?>—we find that general-
purpose LLMs experience significant performance
degradation in domains with specialized terminol-

2ht’cps: //giga.chat/


https://giga.chat/
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Figure 2: Comparison of prompt language sensitivity (left) and domain-wise model variability (right). (Left) Points
above 0 mean English version outperforms Russian, points below 0 mean Russian version outperforms English,
dashed line at 0 marks parity. (Right) The box plots are based on experiments using English prompts, which
generally yielded higher performance compared to Russian prompts.

ogy and complex schema structures. In particu-
lar, the medicine, science, and banking domains
consistently yielded the lowest execution accuracy
across all models, with Gemini Flash performing
notably poorly (e.g., 0.044 in medicine with En-
glish prompts). In contrast, domains such as avia-
tion and jurisprudence proved easier, achieving
higher scores, especially for Meta LLaMA and
DeepSeek, likely due to more regular schema struc-
tures and training-aligned terminology.

Comparing the hard execution match metrics
(Table 3) and soft execution match (Table 4), we see
that it is difficult for the models to identify all the
required columns. In cases such as our benchmark,
where each query requires the return of a large
number of columns, and they are not always clearly
stated in the question, the soft execution match
metric may provide better understanding of models
performance.

We also conducted an analysis of the errors com-
mitted by the models when generating queries. The
error rates were computed for each component of
the SQL query (Appendix A.1), and precision and
recall metrics of tables and columns prediction
were determined across all evaluated models (Ap-
pendix A.2).

The results indicate that the models have the
worst performance in predicting complex logic,
with the error rate for operations such as SUB-
QUERIES and HAVING being the highest. On the
other hand, simple components such as LIMIT and

79

ORDER BY were predicted with the best accuracy.

The precision and recall metrics analysis demon-
strated that models generally perform better at
column identification than table identification
across most domains. This pattern suggests that
once the relevant tables are identified, models are
more successful at selecting appropriate columns
within those tables. The gap between table and col-
umn performance is most pronounced in complex
domains like medicine and engineering, indicating
that schema understanding remains a bottleneck.

Addressing our second research question—what
is the impact of prompt language (Russian vs. En-
glish) on model performance ?—we observe that
prompt language can significantly influence results,
particularly in complex domains. As shown in Fig-
ure 2 (left), performance gaps between English and
Russian prompts vary by model and domain. Gem-
ini Flash and GPT-40 perform better with English
prompts, while DeepSeek V3 shows more balanced
results, and GigaChat Max appears better tuned to
Russian-language instructions.

Figure 2 (right) further illustrates that model ro-
bustness also varies: GPT-40 exhibits the most
stable and consistently high performance, while
models such as Gemini Flash and GigaChat Max
show greater variability and underperformance in
challenging domains.



Domain Gemini Flash Deepseek V3 Llama 3.3-70B GPT-40 GigaChat Max
EN RU EN RU EN RU EN RU EN RU
banking 0.149 0.149 0.234 0.170 0.234 0.191 0.213 0.213 0.128  0.085
aviation 0.457 0.283 0.543 0.565 0.587 0.587 0.565 0.522 0.478  0.457
medicine 0.044 0.089 0.289 0.267 0.244 0.200 0.333 0.289 0.111 0.133
logistic 0.136 0.068 0.318 0.318 0.364 0318 0.386 0.341 0.205 0.250
jurisprudence 0.162 0.081 0.432 0.459 0.541 0514 0459 0405 0.243 0.243
architecture ~ 0.109 0.152 0.261 0.261 0.391 0348 0348 0.304 0.283  0.261
energy 0.244 0.267 0.200 0.244 0.267 0.289 0.333 0.378 0.133  0.222
science 0.212 0.192 0.250 0.231 0.212 0.250 0.250 0.269 0.192  0.173
engineering 0.244 0.178 0.333 0.333 0.378 0.222 0.289 0.244 0.156  0.156
PAUQ 0.785 0.772 0.747 0.759 0.715 0.719 0.737 0.747 0.700  0.711

Table 3: Model Execution Accuracy on Functional Subsets and PAUQ dataset (English vs. Russian Prompts).

4 Conclusion

This study introduces RedSQL, the first benchmark
for evaluating Text-To-SQL systems in domain-
specific settings using the Russian language. Cov-
ering nine high-impact domains, RedSQL provides
a realistic and linguistically diverse evaluation en-
vironment that exposes important limitations in
modern LLMs.

Through systematic evaluation across English
and Russian prompts, we observe that model per-
formance varies significantly depending on both
the domain and prompt language. Domains such
as medicine, science, and banking emerge as par-
ticularly challenging due to their complex schema
structures and domain-specific terminology. In con-
trast, aviation and jurisprudence show relatively
higher performance, likely due to more regular
schemas and simpler question patterns.

We also find that prompt language plays a non-
trivial role: certain models, particularly Gemini
Flash and GigaChat Max, exhibit higher sensitivity
to Russian prompting, while models like GPT-40
demonstrate more consistent cross-lingual perfor-
mance. Box plot analysis further reveals that mod-
els differ not only in average accuracy but also in
robustness across domains, with GPT-40 showing
the most stable results.

These findings highlight the need for stronger
domain adaptation, more effective multilingual
prompting strategies, and robust evaluation bench-
marks in non-English and domain-specific scenar-
i0s. RedSQL offers a foundation for advancing
these goals and improving the reliability of text-to-
SQL systems in realistic deployments.
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5 Limitations

While RedSQL supports evaluation in domain-
specific and Russian-language settings, it has sev-
eral limitations. First, despite covering nine do-
mains, the datasets are synthetically generated and
may not reflect the full complexity or noise of real-
world databases and queries. All tables and con-
tents are Al-generated and, though human-verified,
may lack real-world diversity. Second, our evalua-
tion uses few-shot prompting without fine-tuning
or retrieval, potentially underestimating the perfor-
mance achievable with specialized adaptation. We
leave these improvements for future work.
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Gemini Flash Deepseek V3 Llama 3.3-70B GPT-40 GigaChat Max

Error type

EN RU EN RU EN RU EN RU EN RU
SELECT 0.172 0.175 0.151 0.159 0.162 0.152 0.156 0.146 0.212  0.181
FROM 0.175 0.177 0.155 0.160 0.159 0.150 0.154 0.144 0220 0.187
WHERE 0.250 0.261 0.196 0.208 0.237 0.228 0.215 0.212 0.263 0.235
JOIN 0.129 0.121 0.113 0.110 0.115 0.114 0.104 0.108 0.138  0.132

ORDER BY 0.079 0.062 0.055 0.045 0.086 0.086 0.051 0.055 0.123  0.099
JOIN_TYPES 0.170 0.162 0.143 0.143 0.135 0.134 0.134 0.136 0.178  0.189
GROUP BY 0.141 0.136 0.157 0.156 0.163 0.150 0.132 0.129 0.212  0.183
AGGREGATE 0.138 0.141 0.107 0.107 0.105 0.106 0.102 0.115 0.117  0.122

LIMIT 0.059 0.036 0.024 0.032 0.059 0.059 0.016 0.016 0.059 0.059
SUBQUERY  0.347 0.347 0.340 0.386 0.317 0.301 0.336 0324 0.351 0.359
HAVING 0.299 0.280 0.309 0315 0375 0379 0303 0307 0395  0.352

DISTINCT 0.236 0.232 0.227 0.217 0.205 0.192 0.229 0.236 0.278  0.280

Table 5: Error rates by model and SQL component (English vs. Russian prompts).

Gemini Flash Deepseek V3 Llama 3.3-70B GPT-40 GigaChat Max

Tables Columns Tables Columns Tables Columns Tables Columns Tables Columns

bankin 051 0.55 0.52 0.55 051 0.58 0.50 0.55 0.47 0.43
s 0.54 0.61 051 057 050 0.60 052 0.58 0.46 0.48
edicine 0.41 0.75 0.48 0.77 050 0.79 051 0.83 0.29 0.55

0.45 071 0.53 0.72 0.54 0.77 0.55 0.80 0.32 0.55
wiation 0.79 0.92 0.87 0.94 0.84 0.92 0.83 0.92 071 0.89
0.81 0.92 0.87 0.94 0.86 0.95 0.84 0.95 0.74 0.94
cien 0.65 0.65 0.67 0.68 0.65 0.66 0.65 0.68 054 0.56
science 071 0.85 0.68 0.84 0.70 0.85 071 0.83 0.57 0.74
ensincerin 0.44 0.73 0.47 0.69 0.58 0.82 0.50 0.77 0.33 039
s S 039 0.67 0.45 0.62 0.56 0.78 0.45 0.76 0.32 0.41
sorud 0.65 0.80 0.72 0.81 0.77 0.84 0.76 0.81 054 0.61
JURISprudence g 9 0.90 0.75 0.84 0.77 0.90 0.79 0.87 0.54 0.73
osisii 0.63 0.74 071 0.68 0.67 0.67 0.69 0.68 051 052
ogishic 0.66 0.69 0.73 0.67 0.69 0.67 0.69 0.67 0.54 0.58
iteet 0.64 0.70 0.68 0.79 0.69 0.77 0.74 0.77 0.63 0.70
arcutecture 4 65 0.75 0.70 0.75 0.65 0.73 0.73 0.79 0.65 0.76
ener 0.41 0.40 0.55 0.55 0.48 0.46 0.52 0.52 0.45 0.46
8y 0.41 0.46 0.52 0.53 0.42 0.45 051 0,51 0.50 052

Table 6: Model Precision (left) and Recall (right) Metrics on Functional Subsets (Tables vs. Columns).

A Error Analysis struggle with nested logic and conditional ag-

tion.
A.1 SQL Component Error Analysis gregation

To gain deeper insights into model failures, we con-
ducted a detailed error analysis focusing on specific
SQL components, using the Python sqlparse? li-
brary. Table 5 presents error rates for different
SQL components across all evaluated models. The
analysis reveals several key patterns:

* WHERE clause challenges: WHERE
clauses show relatively high error rates (20-
26%), suggesting difficulties in correctly trans-
lating natural language conditions into SQL
predicates.

* Complex constructs are most problematic:
SUBQUERY and HAVING clauses consis-
tently show the highest error rates across
all models (30-39%), indicating that models

* Basic operations are more reliable: Simple
constructs like LIMIT and ORDER BY show
lower error rates (2-12%), indicating that mod-
els handle straightforward sorting and limiting

3https://pypi.org/project/sqlparse/ operations more successfully.
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A.2 Classification Metrics Analysis

To better understand model performance, we an-
alyzed precision and recall for table and column
identification across domains. True positives are
matches between gold and predicted queries; false
positives and other cases are defined accordingly.
Results are shown in Table 6.

B Distribution of the number of tables

Distribution of Tables Across All Queries

Frequency

4 6 8 10
Number of Tables per Query

Figure 3: Distribution of the number of tables among
all queries in the benchmark.
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Abstract

In this study, we investigate whether
information-theoretic measures such as sur-
prisal can quantify the elusive notion
of subtext in a Chekhovian short story.
Specifically, we conduct a series of experi-
ments for which we enrich the original text
once with (different types of) meaningful
glosses and once with fake glosses. For the
different texts thus created, we calculate
the surprisal values using two methods: us-
ing either a bag-of-words model or a large
language model. We observe enrichment
effects depending on the method, but no
interpretable subtext effect.

1 Introduction

The meaning conveyed by any text has two lay-
ers: (i) explicit content encoded in linguistic
form and (ii) an implicit layer inferred through
Gricean reasoning (Grice, 1989), world knowl-
edge and context (Irmer, 2011). To the best of
our knowledge there is no method to measure
the meaning of the implicit layer. In this study,
we present such a method by trying to measure
the effect of the implicit text (subtext) in An-
ton Chekhov’s story Ward No. 6 (Palata No.
6 in the original) using information-theoretic
measures (Shannon, 1948).!

To identify the subtextual structure, we en-
rich the Russian original with glosses, thus
modelling implicit content explicitly. Some

'Subtext has been defined as both pragmatic infer-
ence (Baldick, 2015) and as a deeper authorial mean-
ing (Nikoljukin, 2003; Myrkin, 1976). Chekhov’s style,
marked by brevity and a minimalist use of figurative
language (Whyman, 2010; Kluge, 1995), invites an in-
terpretive effort, making his prose ideal for subtext
analysis (Lelis, 2016).
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of these glosses are meaningful and explicate
background knowledge; others are content-
unrelated “fake glosses”.

Our analysis relies on two information theo-
retic concepts: (i) contextualised information
of words, that is, surprisal (Hale, 2001) and
(ii) Uniform Information Density (UID) to
capture differences in the flow of information
(FolI). Fol is made measurable by surprisal and
UID: smooth information flow supports easier
processing, while abrupt fluctuations hinder it
(Fenk and Fenk, 1980; Jaeger, 2010). The UID
principle posits that speakers tend to balance
information distribution in messages to opti-
mise comprehension.

For the calculation of wordwise surprisal in
sentences, we use two models: the Large Lan-
guage Model (LLM) Llama 3.2-3B (= M1)
from Meta-Platforms as a computational en-
gine for word-by-word text generation that cal-
culates surprisal from an incrementally grow-
ing context, and the Topic Context Model
(TCM) (= M2) (Kolbl et al., 2021; Philipp
et al., 2022, 2023), which is an extended
bag of word-topic model that calculates sur-
prisal from words-topic probability distribu-
tions. We will test the hypothesis H1 and its
alternative hypothesis H2:

H1: Adding meaningful glosses reduces sur-
prisal and leads to a well-balanced flow
of information (UID values close to 0).

H2: Adding fake glosses leads to greater sur-
prisal fluctuations (UID values diverge
from 0).

To test this, we compute surprisal values
for three text versions: the original, one with

Proceedings of the 10th Workshop on Slavic Natural Language Processing (Slavic NLP 2025), pages 84-90
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meaningful glosses, and one with fake glosses.
UID serves as a diagnostic metric to determine
whether glossing brings the text’s Flow of In-
formation closer to or further from optimal
processing conditions.?

2 Information

2.1 Information indices

Shannon’s information theory (Shannon, 1948;
Shannon and Weaver, 1949) models the trans-
mission of information from a sender to a
receiver. Surprisal (Hale, 2001; Levy, 2008)
builds on Shannon’s theory and is contextu-
alised Shannon information, linking informa-
tion to cognitive processing effort. Surprisal s
of a word w depends on its conditional proba-
bility in a given context:

., W;—1, CONTEXT)

(1)

CO-

s(w;) = —logy P(w; | wy, ..

In Equation 1, w; represents
occurrences, and CONTEXT  extra-
sentential context that, in this study,
defined as semantic topics, from which
semantic surprisal is derived.

For M1, we employ Llama 3.2-3B. Text
is first segmented into Al-tokens i.e. charac-
ter sequences whose length ranges from single
characters to entire words, but never extend
across word boundaries. Then, Llama tries to
predict each token with respect to the previous
text. In this way, we get probability values for
every token, which we extend to probabilities
of entire words by multiplying them.

As M2, the Topic Context Model (TCM)
(Kolbl. et al., 2020; Kolbl et al., 2021; Philipp
et al., 2022, 2023) is used:>* TCM estimates
the surprisal of a word from its probabilities
in topics in a document, a paragraph, or even
a single sentence. In order to detect topics in a
text, TCM needs a topic detection model. We
use Latent Dirichlet Allocation (LDA) (Blei

is

We are not aware of studies on subtext in an
information-theoretic framework. However, there are
studies on subtext that deal with information, although
not quantifiable. Taking Sims and Bamman (2020) as
an example who are concerned with the propagation of
information in literary texts. But this is about proposi-
tional knowledge, not probabilistically modelled, that
is to say, information theoretic measures are not em-
ployed.

3For a Python implementation see https://github.
com/jnphilipp/tcm.
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et al., 2003). This generative model assigns
probability distributions to topics in a docu-
ment and to words within topics.

2.2 Uniform information density

The principle of Uniform Information Density
is initially put by Fenk and Fenk (1980, p.
402): In an effective and economical commu-
nication system, the information transmitted
should be distributed as uniformly as possible
across small time spans, and the average level
of information transmitted per time should not
exceed capacity limits.

The UID principle describes a smoothing
mechanism in linguistic messages that serves
to reduce processing effort while enhancing
communicative efficiency (Levy and Jaeger,
2007; Jaeger, 2010). Models of UID disclose
(Meister et al., 2021) (i) a superlinear rela-
tionship between surprisal and processing ef-
fort since processing effort does not increase
linearly with surprisal, sharp peaks in infor-
mation load become disproportionately costly,
and a more uniform distribution softens this
effect; (ii) a tendency toward regression to the
mean in information flow, implying that UID
promotes convergence toward an average sur-
prisal value (for instance on sentence-, text- or
corpus-level); and (iii) the local smoothing of
the Flow of Information in sentences. In this
study, we use the operationalisation of UID in
Collins (2014) and Meister et al. (2021):%.

UID is the measure of the average (squared)
information change from word to word in a sen-
tence. In Formula 2, I(w;) is the information
/ surprisal of a word, n is the number of words
in a sentence.

1

UID = —
n—1

> (wi) = I(wi-1))® (2)

=2

In order to make the determination of UID
a maximisation problem, (Jain et al., 2018)
define UID as negative. Therefore, a UID
value close to zero indicates a 'good’ informa-
tion density distribution, that is, on average a
smooth Flow of Information in sentences.

“Source code available at https://github.com/
jnphilipp/uid.
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3 The study

3.1 Models and techniques

In general, we employ six enrichment tech-
niques and two information models M1 and
M2 yielding eight experimental conditions.
The bag-of-words-model TCM does not con-
sider word order. In contrast, Llama 3.2-3B
is an incremental model that recalculates the
probabilities of words with each new context
word that is added.

Table 1 illustrates the eight conditions. The
output of each condition is surprisal values
of words (OT: original text; LLM: large lan-
guage model; M G: meaningful glosses):

enrichment information models
M1:Llama M2: TCM
oT words surprisal

OT + MG: NLP
(Irmer et al., to

appear)

words surprisal

OT + MG: LLM words surprisal

OT + fake glosses words surprisal

Table 1: Enrichment types and information mod-
els.

3.2 Techniques
3.2.1 Enrichments

Our methodology serves to observe fundamen-
tal differences in the surprisal for each text
word before and after meaningful or fake en-
richments. For glossing, we used (i) a tradi-
tional NLP technique described in Irmer et al.
(to appear), (ii) an enrichment based on a large
language model (LLM) and (iii) a fake enrich-
ment.

(i) NLP glosses: The original text was
enriched by inserting BabelNet-based glosses
for content words.® The following processing
steps are involved: first POS tagging, lemma-
tisation and filtering take place. Subsequently,
Word Sense Disambiguation (WSD) iden-
tifies the most probable sense for each lemma,

*Implemented using Apache UIMA (Ferrucci et al.,
2009) and open-source DKPro components (dkp, 2017),
including DKPro HunPosTagger (Halacsy et al., 2007)
and DKPro LanguageToolLemmatizer,
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which is then looked up in BabelNet (Nav-
igli and Ponzetto, 2012). Two disambigua-
tion strategies are applied: Lesk algorithm
is based on textual overlap of BabelNet glosses,
while Graph connectivity builds a BabelNet
neighbour graph.

Four enrichment variants result from vary-
ing the lexicon used for look-up (ALL Ba-
belNet WNTR, WordNet-
translations only)® and varying the WSD algo-
rithm: LESK (overlap of glosses) vs. GRAPH
(graph connectivity).

(ii) LLM-based enrichment: We used dif-
ferent LLMs provided by Google Vertex Al:
initially, for glosses after paragraph text-bison-
@001 was used (in the following referred to
as Bison), and for inline glosses gemini-2.5-
flash-preview-04-17 (in the following Gemini).
For the latter, we applied the following sys-
tem prompt: Find content words (nouns, ad-
jectives, adverbs) in the text given by the user
prompt and provide a Russian gloss explain-
ing them. The gloss should be a description or
explanation in about 10 words in Russian lan-
guage. Replicate the original text exactly (in-
cluding exact preservation of line breaks and
empty lines), only adding the glosses in paren-
theses after the corresponding word. The orig-
inal Chekhov text was then given as a user
prompt.

lexicons vs.

(iii) Fake glosses: For comparison, we
produced “fake” glosses by adding a pseudo-
enrichment consisting of random sentences
from the rus_news_2020__1M corpus (1M sen-
tences) from the Wortschatz Leipzig corpora
collection”.

All texts used in the experiments consist
of 186 paragraphs. The original text consists
of 8398 tokens corresponding to 3336 unique
lemmas. The texts enriched by the BabelNet
pipeline consist on average of 31098 tokens,
6033 lemmas, the fake text of 39467 tokens,
7530 lemmas. The fake news text has 31648
tokens and 9032 lemmas, the Bison-generated
text has 18057 tokens and 4539 lemmas, and
the Gemini-generated text 20242 tokens and
7365 lemmas.

As an example, we give the first sentence of
the first paragraph of the original text together

SRegarding WordNet-ontology, see Miller (1994)
Thttps://wortschatz.uni-leipzig.de/de


https://wortschatz.uni-leipzig.de/de

with an English translation:® B 6ombruanom

JBOpPE CTOUT HEOOJIBITION (DJINTes b, OKPY2KEeH-
HBIH I1eJIbIM JI€COM peleHHNKa, KPalluBbl U JIU-
kot konoru. ‘In the hospital yard stands a
small wing surrounded by a whole forest of
burr, nettle and wild hemp.
Then lemmatized with the glosses from ALL
GRAPH where the glosses are in brackets:
OOJILHUYIHBIN IBOP CTOUTH HEOOIBINON dJn-
rejib ( IPUCTPOKA ) OKPYKEHHBII TIeJIbIi Jiec
perneifHnK Kpa [MUBa TUKWI KOHOILIS ( Mapuxy-
ana ). ‘medical yard stand small wing (annex)
surrounded whole forest burr nettle wild hemp
(marijuana).

4 Results

The plots in Figure 1 compare UID-
distributions across all conditions (see Table
1 above). At first glance it turns out that
the Llama-based UID-distributions (M1) dif-
fer fundamentally from the TCM-based ones
(M2). This is probably due to the low proba-
bilities and thus high information values of the
Llama model, which operates in a much larger
probability space, i.e. the entire vocabulary of
the training texts, than TCM, which is limited
to a single text of even only a paragraph.

With M1, we observe in the conditions O'T,
OT + MG: NLP, OT + fake glosses near-
normal distributions (see Figures 1la, 1c,le,1g).
Both MG and fake glosses yield better UID-
distributions (=closer to zero) than OT. In
case of MG, H1 is confirmed, but surprisingly
H1 also seems to hold for fake glosses.

With M2 and the conditions OT, OT +
MG: NLP, OT + fake glosses (see Fig-
ures 1b, 1d, 1f, 1h) all distributions exhibit
much higher kurtosis (peakiness) and skewness
that is to say, the UID values are concentrated
within small intervals, and the distributions
are asymmetric. The plots do not provide evi-
dence for H1. Rather, H2 is confirmed, as fake
glosses have peaks slightly more distant from
zero than the original text. However, surpris-
ingly, this holds also for MG. This is the re-
verse scenario of the experimental conditions
with M1 above. With M2, all text manipula-
tions, be it with MG, be it with fake glosses,
lead to (slightly) less uniform distributions.

8The full data can be found under https://github.
com/jnphilipp/chekhov-data.
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For the condition OT 4+ MG: LLM us-
ing Gemini-enrichment, and employing M1,
near-normal distributions as in the conditions
above come to light (see Figure 1i): the
Gemini-enriched text has a slightly higher, bet-
ter, density of UID then the original text, how-
ever the former is located between the OT-
distribution and fake-distributions which cor-
responds to the observations with M1 above.

For the condition OT + MG: LLM using
Bison-enrichment, and employing M2, the
picture changes (see Figure 1j): H2 is con-
firmed since fake glossing has a less favourable
distribution of UID than OT but here, as
above, the meaningful glossing is positioned
between OT and fake glossing which contra-
dicts H2. With regard to the confirmation of
H1 and H2, the glossing technique, i.e. TCM
vs. LLM, is not relevant.

5 Discussion

Under the experimental conditions both with
NLP and Bison-glossing and employing M2,
our hypotheses could not be confirmed at the
same time: H2 turned out to be true, while
H1 did not. Meaningful and fake enrichments
could be distinguished from OT through UID-
distributions, however, both fake-glossing and
MG had a lower (=worse) density of UID than
OT.

We observed the reverse situation in the test
series based on M1: here H1 came out to be
true, while H2 did not. Again, the results were
different from what we had expected since the
effect that we had hoped for from MG (and
which would have justified viewing them as
models of the subtext), namely an approxi-
mation of the UID values to zero (cf. HI),
occurred most strongly with the fake-glossed
text. Assuming that the Gemini-based en-
richment represents a good or maybe even a
human-like of the subtext, the results show
that, in semantic respect, the more remote the
enrichment is from the original text, the better
the UID density becomes.

In general, we observe that enrichments of
any type lead to UID distributions that dif-
fer form OT’s UID-distribution, but without
differentiating between MG and fake glossing.
Hence, we have an enrichment effect but not a
subtext effect.
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(b) ALL GRAPH TCM (M2)

(e) WNTR GRAPH Llama (M1)

(g) WNTR LESK Llama (M1)

(h) WNTR LESK TCM (M2)

(f) WNTR GRAPH TCM (M2)

(i) Gemini Llama (M1)

[r—

(j) Bison ';'CM (M2)

Figure 1: Density plots from UID-distributions.

There are two main ways to interpret these
findings: either our “meta-hypothesis” is incor-
rect, i.e., UID is not an inadequate measure
for quantifying text clarity, or our attempt at
adding explicitised subtext does not achieve
its intended goal. However, it is also possible
that both are true or that the answer lies some-
where in between. It is undeniable that the dis-
tributions of the meaningful enrichments are
different from those of both the unenriched
and the fake-enriched texts. Hence, it is think-
able that a subtext effect exists, but it was
overshadowed by the enrichment effect due to
an inadequate experimental setup.

In any case, future research is needed to ex-
plain and interpret these effects in relation to
the subtext.

Limitations

e The enrichments are machine generated
texts and cannot be considered a gen-
uine subtext in literary or communicative
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sense,

e our pilot study is based on a single story,
which may constrain the generalisability
of our observations,

no human raters were involved in the eval-
uation of the glosses,

the glosses vary in length, particularly in
terms of the number of words.
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Abstract

This study explores the task of automatically
extracting migration-related locations (source
and destination) from media articles, focus-
ing on the challenges posed by Slovak, a
low-resource and morphologically complex
language. We present the first comparative
analysis of rule-based dictionary approaches
(NLP4SK) versus Large Language Models
(LLMs, e.g. SlovakBERT, GPT-40) for both
geographical relevance classification (Slovakia-
focused migration) and specific source/target
location extraction. To facilitate this research
and future work, we introduce the first man-
ually annotated Slovak dataset tailored for
migration-focused locality detection. Our re-
sults show that while a fine-tuned SlovakBERT
model achieves high accuracy for classifica-
tion, specialized rule-based methods still have
the potential to outperform LLMs for specific
extraction tasks, though improved LLM perfor-
mance with few-shot examples suggests future
competitiveness as research in this area contin-
ues to evolve.

1 Introduction

Automated analysis of media articles on human
migration has gained prominence due to ongoing
global crises such as conflict, poverty, political in-
stability, and persecution of minorities, with migra-
tion frequently occupying media coverage (Spinde,
2021). Public attitudes toward migrants are shaped
by factors including the type of migration, country
of origin, and gender. For example, perceptions of
mothers fleeing war in neighboring countries often
differ markedly from those of economic migrants
from distant regions. Thus, effective migration
analysis requires extracting details about migrants’
origins, destinations, and whether they are transit-
ing or settling in a given country, a problem tradi-
tionally explored in different contexts (Bonde and
Dembele, 2023).
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Example — Location Extraction

Input

We’ve put Syrian asylum applications in
the Czech Republic on hold for now, which
is what we typically do when a country’s
situation changes dramatically.

Output
Source: Syria
Destination: Czech Republic

To study migration patterns, it is essential to
identify and differentiate location-related terms
(such as source and destination) from other loca-
tions mentioned in text, and to determine if the
migration is relevant to the target country. Term Ex-
traction (TE) and Named Entity Recognition (NER)
are core NLP tasks for this purpose: TE iden-
tifies domain-specific terms, while NER detects
named entities like people, places, and organiza-
tions (Wang et al., 2023). However, standard NER
methods often fall short, as they may extract irrel-
evant transit or unrelated locations, and may miss
coreferential expressions like “this place” that refer
to migration endpoints. We posit that effectively an-
alyzing migration vectors therefore requires a dual
approach: extracting migration-specific location
entities while simultaneously classifying sentences
to determine their relevance to the migration pat-
terns of interest.

While robust tools exist for high-resource lan-
guages such as English (Hu et al., 2023), low-
resource and morphologically complex languages
like Slovak present additional challenges, includ-
ing limited annotated datasets and tool availabil-
ity. Consequently, our work explores and com-
pares multiple locality detection strategies for Slo-
vak, including rule-based and large language model
(LLM) approaches, and introduces the first manu-
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ally annotated dataset for these tasks that is also
publicly available.

Our main contributions can be summarized as
follows:

* We tailor location extraction methods to
migration-related term identification,

* We further experiment with TE and NER in
Slovak, a low-resource, morphologically rich
language,

* We provide a comparison of dictionary-based,
rule-based, and LLM-driven approaches,

* Finally, we create and manually annotate of
the first Slovak dataset for migration-focused
locality detection.

We publicly release the dataset as well as
all of the code associated with its creation and
subsequent experiments at http://github.com/
MIMEDIS/bsnlp2025.

2 Related Work

Analyzing media texts concerning migration repre-
sents a growing field of research. The proliferation
of media articles necessitates automated methods
for extracting key information. Beyond identify-
ing locations (Badr et al., 2024), researchers in-
creasingly focus on extracting attributes such as
sentiment or stance towards migration (Mets et al.,
2023; Hamerlik et al., 2024) and detecting related
hate speech (Khatua and Nejdl, 2023). Analysis
also extends to user-generated content on social
media platforms like Twitter and Facebook (Chi
et al., 2025). However, gaining a true understand-
ing of migration perspectives requires considering
the geographical context, as viewpoints often differ
based on the migrants’ country of origin.

Numerous studies provide comparative analy-
ses of Named Entity Recognition (NER) tool per-
formance (Hu et al., 2023), generally indicating
that modern approaches leveraging deep learning
or Large Language Models (LLMs) surpass tra-
ditional dictionary-based methods. This presents
challenges for low-resource languages like Slovak,
where the availability of robust NER tools is limited
(geleng et al., 2025; Suba et al., 2023). Further-
more, the task extends beyond merely identifying
location names; it requires discerning the type of
location and whether it refers to a specific, bounded
area.
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Developing a solution for this nuanced location
extraction is non-trivial. To our knowledge, no
prior research specifically addresses location ex-
traction with these granular requirements for mi-
gration texts, although prior research in the adja-
cent domain of border security intelligence has ad-
dressed similar challenges. For instance, Atkinson
et al. (2011) developed a real-time system for the
EU Border Agency to extract structured informa-
tion on illegal migration events from multilingual
news, and Zavarella et al. (2012) specifically fo-
cused on refining news event geotagging for border
security using lexico-semantic patterns. A some-
what related problem was addressed in Zhang et al.
(2010), where researchers extracted data from route
direction documents. However, those documents
possessed a simpler structure amenable to regular
expressions. In contrast, determining a location’s
role (e.g., source, transit, or destination) within un-
structured media text typically demands a deeper
contextual understanding and analysis of sentence
structure, as predefined patterns are absent.

3 Datasets

For evaluation purposes, we manually curated a
dataset comprising several thousand sentences on
migration, sourced from Slovak media articles pub-
lished in 2022 and 2024. This dataset is parti-
tioned into two subsets tailored for our distinct
tasks. While many sentences overlap between sub-
sets, some are exclusive due to task-specific rel-
evance. The sentences cover migration related
to conflicts in Ukraine, Syria, and Gaza, supple-
mented by other diverse scenarios (e.g., political
or economic migration) to ensure broad representa-
tion. Annotation focused on identifying source and
target migration locations, excluding purely transit
mentions. Near-identical sentences derived from
modified press releases were deduplicated.

The first subset supports a classification task: de-
termining if a sentence pertains to Slovakia (i.e.,
migration fo, from, or through the country). Each
sentence is labeled accordingly. The second subset
facilitates an extraction task, with sentences anno-
tated with identified source and target locations,
where applicable.

Manual annotation was performed by three au-
thors following the guidelines outlined in Appendix
A; sentences for which there was not full agree-
ment among annotators were excluded to ensure
data quality. The annotation process navigated sev-
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eral complexities. Key challenges included disam-
biguating locations with identical names, standard-
izing variations in place names (e.g., 'EU’ vs. 'Eu-
ropean Union’, ’Czechia’ vs. ’Czech Republic’),
and normalizing geographic scope (e.g., 'Europe’
vs. ’Eastern Europe’). Further difficulties arose
from resolving referential expressions ("our coun-
try’), linking organizations or acronyms to their as-
sociated countries (e.g., *Slovak Catholic Charity’,
’ZSSK’), identifying locations implied by adjec-
tives (" African refugees’), and managing mentions
of the same location at different granularities within
one sentence. To illustrate the dataset’s complexity,
Table 1 shows the distribution of unknown (i.e. not
explicitly mentioned in the text) source/destination
localities from human annotations.

Overall, the dataset represents a comprehensive
collection of human-annotated sentences related
to the migration theme, derived from 2323 unique
articles. Within this corpus we establish two spe-
cialized subsets: The Slovakia-relevance subset
contains 2736 annotated samples. The subset for
the locality extraction task comprises 1652 samples
annotated by humans for the identification and ex-
traction of geographic localities. The final dataset
was partitioned using a stratified approach with a
70:20:10 ratio for train/val/test split, ensuring class
consistency distribution across all splits. More de-
tailed statistics of the dataset and sample examples
can be found in Appendix C.

4 Methods and Evaluation

We evaluated several methodological approaches
for comparative analysis: a rule-based dictionary
method, BERT-based models, and autoregressive
transformers.

4.1 Rule-based Dictionary Approach
(NLP4SK)

We employed NLP4SK', a Slovak NLP tool, for
our rule-based dictionary approach. Its strengths
include an extensive database of Slovak locations
(recognizing Slovak, English, and international
names), a lemmatizer, and conceptual dictionaries.
This allows NLP4SK to identify locations across
various grammatical forms typical in Slovak (e.g.,
non-capitalized, non-noun forms) and covering di-
verse geographical features (cities, regions, moun-
tains, etc.).

"http://arl6.library.sk/nlp4sk/
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For the classification task, NLP4SK identifies
sentences as Slovak-related if they contain any ref-
erence to a Slovak location or a relevant adjective
(e.g., “Slovak police”).

For the extraction task, NLP4SK first identifies
all location entities. It then distinguishes source
and target locations using lexico-syntactic cues.
Prepositions preceding an entity often indicate its
role (e.g., “from” suggests a source). Grammati-
cal case is also leveraged, as Slovak morphology
can convey this information (e.g., genitive often
implies source, accusative target). Additionally, ad-
jectives indicating origin (e.g., “Ukrainian man”)
are typically mapped to the source location. Re-
sults from this method are designated NLP4SK and
more information about its implementation can be
found in Appendix D.

4.2 Geographical Relevance Classification

To classify sentences based on their geographical
relevance to Slovakia, we established a majority-
class baseline (always predicting the dominant
“non-Slovak™ category). We also implemented the
NLP4SK dictionary classifier, which labels a sen-
tence “Slovak” if any Slovak location lexicon entry
is found.

Finally, we fine-tuned SlovakBERT as a binary
classifier. This model was trained to distinguish
specific references to Slovakia (the country, cities,
or distinctly Slovak entities) from broader mentions
(e.g., Europe). After a stratified data split (train/val-
idation/test), we fine-tuned the model for 5 epochs
using the AdamW optimizer with a learning rate
of 2e-5. Performance was evaluated using accu-
racy and macro-F1 score on the held-out test set.
Results for all classifiers are reported in Table 1a.

4.3 Locality Extraction Models

For the locality extraction task, which involves
identifying migration source and target locations,
traditional BERT-based models may present limi-
tations. Their rigid sequence labeling and lack of
nuanced directional understanding (source vs. tar-
get) could pose a problem. We determined that au-
toregressive transformers, such as GPT models, are
better suited. These models excel at contextual un-
derstanding, inferential reasoning, and processing
even implicit information necessary to distinguish
between source and target localities effectively.
We utilized the GPT-40 model, specifically - gpt-
40-2025-03-26 version, with the temperature pa-
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Geo relevance

Metric F1 Acc

Majority class 41.95 72.26
NLP4SK 96.15 96.90
SlovakBERT  97.75 98.45

(a) Macro F1 scores for the classification task of geographical
relevance to Slovak localities. Evaluated on the test set. The
best performance is in bold.

NLP4SK GPT-40
zero-shot few-shot
Source 91.82 83.09 87.21
Destination 84.36 76.13 81.64
Combined 88.09 79.62 84.42

(b) Macro F1 scores for locality extraction using various ap-
proaches on human-annotated data. The Source, Destination
and Combined refer to the respective subsets of the dataset.
The best performance is boldfaced.

Figure 1: Main results obtained from our experiments.

rameter set to zero to ensure consistent, determinis-
tic outputs.

As for the prompting strategy, incorporating best
practices, we leveraged meta-prompt templates for
textual output, sourced directly from OpenAl’s of-
ficial documentation 2. The exact prompt can be
found in Appendix B. Used meta-prompts guide
the model towards a holistic understanding of the
migration narrative, moving beyond simple Named
Entity Recognition. The model was prompted in
English and instructed to provide reasoning for its
decisions along with the structured output.

For the few-shot configuration, we have ran-
domly selected a set of five examples to provide
contextual demonstrations for the model.

Results are detailed in Table 1b. Consistent eval-
uation criteria and subsequent human validation
were applied across all approaches. The evalua-
tion is done by string/text similarity using both
exact/substring checks and token-based metrics,
with configurable thresholds to determine correct
matches. The same evaluation was utilized for both
approaches to ensure consistency and fair compari-
son.

5 Results

For geo-relevance classification, Table 1a shows
that both the fine-tuned SlovakBERT model and
a dictionary-based classifier significantly outper-
formed a naive majority-class baseline. Slovak-
BERT achieved slightly higher scores, confirm-
ing successful fine-tuning on meaningful patterns
rather than merely guessing the most frequent class.
The dictionary approach, specifically designed for
this task, also demonstrated strong performance,
serving as a valuable benchmark.

2https://platform.openai.com/docs/guides/
prompt-generation
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Turning to locality extraction, results in Table 1b
indicate this is a substantially more complex task.
We compared a dictionary-based method against
GPT-40 in zero-shot and few-shot settings using
macro F1 scores. Both approaches identified source
localities more effectively than destination locali-
ties. This might stem from media often explicitly
stating origin countries, while destinations (espe-
cially domestic ones) might be implied. Notably,
the dictionary approach surpassed both GPT-4o0
variants in identifying both source and destination
localities, highlighting the efficacy of tailored, rule-
based systems for specialized tasks in low-resource
languages like Slovak. Nevertheless, GPT-40’s im-
proved performance with few-shot examples under-
scores the benefit of providing contextual demon-
strations to large language models.

6 Conclusion and Future Work

We explored methods for extracting localization
data from migration-related texts, specifically ad-
dressing the challenges presented by the Slovak
language. Our work encompassed two main tasks:
classifying whether migration discussed in a text
concerns Slovakia, and extracting lists of origin
and destination locations for migration events.
Comparing a dictionary-based approach with
GPT-40 variants revealed differing performance
characteristics, particularly for the extraction task.
The evaluation methodology, relying heavily on
string matching, naturally favored the dictionary
method’s highly consistent output format. The ob-
served lower scores for GPT-40 may partly reflect
this evaluation approach; its generative capabili-
ties can lead to syntactically varied phrasings of
correctly identified locations from the text, which
are penalized by strict matching despite potential
semantic equivalence to the gold annotations. A
summary of error types encountered in the extrac-
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tion task is detailed in Appendix E.

Future research aims to deepen the migration
analysis by automatically extracting richer infor-
mation. This includes identifying who is migrating
(e.g., men, women, families), their characteristics
(e.g., race, nationality, religion), the reason or pur-
pose of migration (e.g., economic, refugee status,
political), the direction of migration relative to the
observer (immigration, emigration, return), and the
stance towards migration based on these criteria.
Such detailed data extraction would enable a com-
prehensive analysis of how media outlets cover
migration and potentially influence public opinion.

Limitations

This study’s scope and generalizability are subject
to several limitations. Firstly, our reliance on pro-
prietary models accessed via paid APIs may hinder
the reproducibility of certain results. Secondly, the
focus on Slovak, a language with limited computa-
tional resources, means our conclusions might not
directly transfer to other languages.

The dataset itself introduces constraints. Com-
piled from news articles dated 2022 and 2024, it
predominantly covers four major migration events:
the war in Ukraine, the Israel-Palestine conflict,
the Syrian political situation, and migration from
Africa to Europe, leading to underrepresentation of
minor migration events. Migration directionality
(immigration vs. emigration) is assessed from a Eu-
ropean and Slovak perspective. Despite efforts to
ensure sentence diversity and balanced country rep-
resentation, the dataset inevitably overrepresents
nations frequently featured in the source articles,
such as Ukraine, Russia, Syria, and various African
countries.

Finally, the availability of suitable Named Entity
Recognition (NER) tools specifically adapted for
Slovak is limited. We selected a tool best suited
for our data requirements, acknowledging its con-
straints compared to multilingual alternatives or
the performance benchmarks discussed in recent re-
search, particularly concerning the use of language-
specific cues to differentiate source and target loca-
tions.
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A Annotation guidelines

Locality Extraction Guidelines

Migration Vector consists of an locality origin -
SOURCE and DESTINATION locality that rep-
resents the movement of people. Annotations of
migration vectors should be based on explicit tex-
tual evidence, not on inference or assumption as
these could be wrong. Always define localities on
Slovak nominative case in the annotation.

Text Analysis Process

e Step 1

Begin by carefully reading the entire text.
Identify all mentioned localities and pay at-
tention to surrounding contextual clues and
linguistic markers for establishing direction
of migration between them.

* Step 2

After localities identification, classify each of
them according to their roles in the migration
vectors as SOURCE locality - if the locality
functions as origin point where migration be-
gan, DESTINATION locality - if the locality
functions as destination point wher migration
ended. Some localities present within text
might be TRANSIT localities - where migra-
tion movement did not originate or ended. Ad-
ditionally there might be UNRELATED local-
ities with no direct connection to migration
patterns.

* Step 3

After locality role assessment within mi-
gration patterns, establish final SOURCE-
DESTINATION migration pairs that represent
the migration vectors. This involves connec-
tion of origin localities with their correspond-
ing destinations, while excluding transit or
unrelated localities.

Special Considerations when identifying migra-
tion vectors from text:

* Migration within historical context require the
same methodological approach as contempo-
rary ones

* Similarly, for hypothetical migration scenar-
ios same thorough analytical process should
be done
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* Annotations related to locality extraction
should remain firmly anchored in the text, it
is recommended to avoiding inferences about
locations not explicitly mentioned or inferred
from contextual clues

o If there are present multiple migration vectors
within the inspected sample, treat each unique
combination as a distinct migration vector

 If there is ambiguous directional informa-
tion, meaning text does not clearly estab-
lish whether identified localities serves as
SOURCE or DESTINATION localities, do
not try to guess intended direction and anno-
tate them as None.

Locality Relevance Guidelines
Determine whether a sentence contains content re-
lated specifically to Slovak locations.

Text Analysis Process

* Read and analyze the text for both explicit and
implicit mention of Slovakia, Slovak places or
direct references to Slovak people and other
entities.

* ext mentioning Slovakia as a country, a
specific location within Slovakia or content
directly related to Slovak people, entities
whether explicitly stated or implied is consid-
ered as related to Slovak localities.

* Text which does not mention Slovak locations
or contains references to broader ranges like
Europe or completely different locations is
considered as not-related to Slovak locali-
ties.

Ambiguous cases: When encountering potentially
ambiguous terms, rely on context to determine the
correct reference.

B Prompting strategy

Migration Vector Extraction Prompt

Prompt Instructions

Identify migration vectors (FROM and TO
localities) from a Slovak text.

Follow these instructions:

1. Identify Localities: Extract all localities
mentioned in the text.

2. Handle Unclear Localities: Mark as
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"None" if no clear origin or destination is
found and do not infer localities.

3. Determine Migration Direction: Es-
tablish origin (FROM) and destination
(TO) localities for migration.

4. Ignore Transit Locations: Focus on
starting point and endpoint only.

5. Multiple Vectors: Identify each unique
FROM-TO pair if more than one vector
exists.

6. Handle Unclear Localities: Mark as
“None” if no clear origin or destination is
found.

7. Output for Each Vector:

* Provide Reasoning: Detail the iden-
tified localities with references from
the text.

* Conclude: State the appropriate mi-
gration vector locality pairs on the fi-
nal line.

* Confidence Level: Specify as High,
Medium, or Low.

 Format: “FROM: [locality], TO: [lo-
cality]” ensuring localities are listed
without qualifying adjectives.

8. Language: Use Slovak (nominative
case).

Ensure this applies to historical or hypo-
thetical scenarios as well.

Steps

1. Analyze text for specific mentions of
localities. 2. Interpret context clues for
implicit localities. 3. Determine the full
migration vector by excluding mere transit
points. 4. Document findings and reason-
ing.

Output Format

1. Analysis of localities mentioned 2. Rea-
soning for migration vector identification 3.
Final answer with locality pairs, or “None”
if not identifiable (naming in Slovak nomi-
native case)

Example Output
FROM: Syria, TO: Nemecko



C Dataset Samples and Statistics
C.1 Samples

Below are examples demonstrating scenarios in
which migration vectors contain undetermined ori-
gin or destination points.

Example — Source Locality Unknown

Input

In 2018, during a visit to a migrant facility
in Texas, she wore a jacket with the slogan
’I Really Don’t Care, Do U?’

Output
Source: None
Destination: Texas

Example — Destination Locality Unknown

Input

"We’re determined to do whatever we can to
stop Syria from falling apart, prevent masses
of people fleeing from Syria, and naturally, to
curb the spread of terrorism and extremism,"
according to the minister, as reported by AFP
news agency.

Output
Source: Syria
Destination: None

Example — Both Localities Unknown

Input

The Defense Minister also highlighted how
Smer’s longstanding positions on the Ukraine
conflict and migration issues are proving pre-
scient. He pointed out that events are increas-
ingly validating what the party has maintained
all along.

Output
Source: None
Destination: None

C.2 Statistics

The Figures below depict various statistics of the
dataset, such as its character (Figure 2) and token
(Figure 3) length distributions, label distributions
(Figure 4) and locality distribution (Table 1).

= =

] o N

o =] =1
L

Frequency
(=
o

40

20 4

Character Length Distribution

=== Mean: 147.9
—-=- Median: 143.0

150 200
Chars per text
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Locality Unknown count Percentage
Source 717 43.40
Destination 441 26.69
Combined 0 0.00

Table 1: The distribution of ”Unknown” localities (i.e.
when either the Source or Destination field is not filled
in for a specific sample) in the various subsets of the
final dataset. Note that the result in the Combined row
shows that either Source or Destination field are always
filled in in the final dataset.

D Rule-Based System Implementation

The dictionary rule-based approach contains sev-
eral modules that are useful, especially for our prob-
lem, and utilizes a huge database of locations in the
Slovak language.

¢ Location Database - an extensive database of
geographical entities in the Slovak language
context

Morphological Flexibility - allowing local-
ity matching beyond the standard nomina-
tive case, in a wide variety of grammatical
forms. Utilization of lexico-syntactic infor-
mation about prepositions, which is useful to
distinguish between source and target loca-
tions.

Semantic Labeling - labels obtained from con-
ceptual dictionaries which allows us to extract
location not only from typical noun form, but
also in other different forms what is very of-
ten in high flexible language as Slovak lan-
guage is (e.g. words mentioned as adjectives:
“ukrainian man” or entities which do not start
with capital letter).

* Migration Specific text detection based on
keywords.

Georelevance Rule

* If a text token is in the dictionary of Slovak
locations (containing all Slovak regions, dis-
tricts, counties, cities, municipalities), then
mark the text as geographically relevant.

Example: "Migranti do¢asne byvaju v tdbore
pre uteCencov v Kitoch." (Migrants are tem-
porarily staying in refugee camp in Kiity.) —
Geographically relevant: Kity is in the Slovak
locations dictionary
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Location Extraction Rules

1. Source rule: When a Slovak location name
appears after the preposition "z" (from), iden-
tify and extract this as the place something or
someone comes from.

Example: "Utecenci z Bratislavy hl’adaji
nové ubytovanie." (Refugees from Bratislava
are looking for new accommodation.) — Ex-
tracted Source: Bratislava

. Destination rule: When a Slovak location
name appears after the preposition "do" (to),
identify and extract this as the place some-
thing or someone is going to.

Example: "Migranti cestuji do Kosic za pra-
cou." (Migrants are traveling to KoSice for
work.) — Extracted Destination: KoSice

. Adjective Transformation Rule: When a na-
tionality or location-based adjective describes
a noun, convert this relationship to show the
noun originates from that location.

Example: "Ukrajinski utecenci potrebujui dl-
hodobti pomoc." (Ukrainian refugees need
long-term assistance.) — Extracted Source:
Ukrajina

Example: "Syrske rodiny cestujice do
Bratislavy." (are traveling to Bratislava.) —
Extracted Source: Syria, Extracted Destina-
tion: Bratislava

Error Analysis for Locality Extraction
Task

model error type  count
label error 4

GPT-40 model error 38
label error 6

NLP4SK model error 28

Table 3: Error analysis summary o then locality extrac-
tion test set for both models. We note that the full test
set is comprised of 166 samples.

The Table 3 shows error analysis results for locality
extraction on samples that were mismatched by
GPT model.

* Label error represent instances where the
human annotators incorrectly labeled the lo-
calities in the text.



LLM Method EN prompt SVK prompt
o FewShot 87.67 86.75
&P ZeroShot 85.42 86.54
N . FewShot 87.95 86.75
gemini-2.5-flash-preview-05-20 ZeroShot 7711 28 55
FewShot 85.54 87.35
llama-3.3-70B ZeroShot 82.53 83.73
FewShot 87.39 87.27
deepseck-chat-v3-0324 ZeroShot 8674 88.23

Table 2: Macro F1 scores for the location extraction task with combined results for both FROM and TO comparing
different models across EN CoT and SVK CoT prompt versions.

* GPT model error represent instances where
LLM failed to correctly identify or extract
locality information that was present in the
text.

* NLP4SK model error represent instances
where Dictionary failed to correctly identify
or extract locality information that was present
in the text

Table 2 presents the performance results for both
evaluation methods across a range of language mod-
els. To better understand model limitations, we
conducted a detailed error analysis of the model
outputs, identifying systematic error patterns and
the most significant challenges of the locality ex-
traction task.

Systematic Error Analysis

A recurring pattern of errors was observed across
all models on the 161-item test set. The most com-
mon errors, averaged per model, were ranked by
frequency:

* Incorrect Destination Extraction: 15 cases
 Destination Hallucination: 12 cases

* Source Hallucination: 6 cases

* Incorrect Source Extraction: 4 cases

* Omitted Destination: 3 cases
Key Challenges in Locality Extraction

Destination Extraction. The analysis reveals
that identifying destination localities is the most
error-prone aspect of the task for large language
models. All models exhibited a strong tendency
to hallucinate destinations, even when none were
present in the source text. These findings indi-
cate that destination extraction is significantly more
challenging than source extraction.

Linguistic Challenges. Several linguistic phe-
nomena proved difficult for the models to handle
correctly:

Geographic Specificity: Models frequently con-
fused broad regions with specific countries
(e.g., substituting “Eastern Europe” for a spe-
cific nation) or conflated locations into larger
areas (e.g., mapping “Africa/Libya” to “North-
ern Africa”).

Prepositional Ambiguity: Models struggled to
interpret Slovak directional prepositions (do, z,
v), often incorrectly inferring movement from
statements that merely described a location
outside of a migration context.

Contextual Disambiguation: A common failure
was the inability to distinguish between lo-
cations relevant to migration (i.e., source or
destination) and those that were part of the
narrative setting, especially within complex
refugee or immigration accounts.

Entity Role Identification: Uncertainty in identi-
fying the role of mentioned individuals (e.g.,
as a migrant, an observer, or an aid worker)
negatively impacted the accuracy of the local-
ity extraction process.
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Abstract

The Church Slavonic language has evolved
over time without being formalized into a pre-
cise grammar. Therefore, there is currently no
clearly outlined history of this language trac-
ing its evolution. However, in recent years,
there has been a greater effort to digitize these
resources, partly motivated by increased sensi-
tivity with respect to the need to preserve mul-
tilingual knowledge. To exploit them, we pro-
pose DIACU (DIAchronic Analysis of Church
Slavonic), a comprehensive collection of sev-
eral existing corpora in Church Slavonic. In
this work, we thoroughly describe the collec-
tion of this novel dataset and test its effective-
ness as a training set for attributing Slavonic
texts to specific periods. The dataset and the
code of the experiments are available at https:
//github.com/MariaCassese/DIACU.

1 Introduction

The diachronic development of Church Slavonic
has not been comprehensively codified in a unified
historical grammar, which makes it particularly
interesting for linguistic research. There are rel-
evant studies that allow us to trace its evolution
through textual variants, regional redactions, and
shifts in orthographic and lexical conventions over
time (Eckhoff and Janda, 2014; Tomelleri, 2022;
Ferro et al., 2018).

However, identifying the regional and chronolog-
ical influences on the linguistic features of specific
texts is still a challenging task. This issue becomes
particularly significant in the case of doctrinal and
liturgical texts in Church Slavonic, which, initially
translated from Greek into a language specifically
regulated and constructed for ecclesiastical knowl-
edge, was gradually transformed under the influ-
ence of Slavic culture and languages.

To study these phenomena, we created a large-
scale dataset of texts in the Church Slavonic lan-
guage, accompanied by chronological and geo-
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graphic annotations. In total, we collected 652
documents from 4 different language variants.

This collection can serve two separate purposes.
First, it can serve as a unified corpus for linguists
and humanities scholars to investigate diachronic
language phenomena manually. Second, it can be
used as a training set for machine-learning-based
attribution methodologies.

2 Related Works

Ancient languages can be analyzed in their spatial
and temporal evolution. In particular, Old Church
Slavonic is a language that has experienced a non-
linear evolution over time. Born as an ecclesiastical
language transplanted among a people and a region
(the Great Moravia), it has undergone orthographic,
lexical, and morphosyntactic variations — both
unintentional during the copying process and de-
liberate ones, with editions rendered into Slavic
vernacular languages.

When considering the spatial variation of a lan-
guage, in Natural Language Processing, we typ-
ically refer to language identification methods,
which are approaches aimed at identifying regional
variants of the same language or languages that
share a common proto-language. A representa-
tive work in this field is that of Wu et al. (2019),
in which the authors train an SVM for all the lan-
guage identification tasks of the VarDial Evaluation
Campaign from 2016 to 2019. The tasks included
the identification of similar languages and dialectal
variants.

Regarding temporal evolution, NLP methods can
support both the study of classical philology, by
providing computational tools for the analysis of
ancient texts (Bamman and Burns, 2020; Bamman
and Crane, 2011), and the improvement of recog-
nition systems for historical languages (Celano,
2020). Although limitations exist for all ancient
languages, work carried out in Latin and Greek

Proceedings of the 10th Workshop on Slavic Natural Language Processing (Slavic NLP 2025), pages 101-107
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Century & Language

Old Church Slavonic  Church Slavonic  New Church Slavonic ~ Ruthenian
Oth - 11th 12th - 17th 18th 15th - 18th
Name N. Docs N. Docs N. Docs N.Docs  Total
Cyrillomethodiana 3 132 3 - 138
Syntacticus 6 33 - - 39
Old Russian Hagiographic Literature - 15 10 - 25
Russian Language National Corpus - 106 - - 106
Ruthenian Corpus - - - 344 344
Total 9 286 13 344 652

Table 1: The composition of the DIACU dataset, subdivided into datasets and ages.

(Celano et al., 2016) is far more frequent. This
is not the case for Old Church Slavonic, as there
are still few studies on diachronic variation in Old
Church Slavonic using NLP methods. One of these
is the article by Lendvai et al. (Lendvai et al.,
2025), in which a large collection of texts in Old
Church Slavonic and Old East Slavic was digitized
to evaluate the impact of the sentence segmenta-
tion on retrieval performance. Given a text avail-
able in both language variants, they developed a
benchmark dataset aligned at the lexical and sub-
sentential levels. The results showed that, for this
task, classical similarity-based models still outper-
form large language models. For this work, two
datasets were collected. The ground truth dataset
consists of two versions of the Life of Paul and Ju-
liana: one in Old Church Slavonic, extracted from
the Codex Suprasliensis (10th century), and one in
Old East Slavic, contained in the Great Menaion
Reader (GMR, 16th century). In contrast, the test
dataset consists of the March volume of the Great
Menaion Reader. Equally relevant is the work of
2023 by Lendvai et al. (Lendvai et al., 2023), in
which a dataset including six diachronic and cross-
linguistic variants of Slavic Pre-Modern language
is created. The six datasets span the period from
the 10th to the 18th century and include different
genres and language variants. This dataset was
created to investigate the capabilities of the BERT
model in classifying historical religious texts as a
domain adaptation task by fine-tuning on masked
language modeling.

3 The DIACU Dataset

The need for the DIACU dataset arises from the
challenges faced by historical languages, which
suffer from a limited amount of available textual
resources, mainly due to a) the lack of digitized
collections and, when such collections do exist,

their dispersion across various digital libraries and
portals; b) the difficulty of accessing manuscript
collections from specific and limited geographical
areas; ¢) the challenge of defining a short chrono-
logical boundary as an additional criterion, along-
side the geographical one. An additional challenge
includes the digitalization of works using HTR or
OCR technologies (Scherrer et al., 2018; Pedrazz-
inia, 2020; Lendvai et al., 2024). Recent studies in
this field have shown that the limited availability
of critical editions of historical Church Slavonic
texts passed down through manuscript tradition sig-
nificantly slows progress and requires substantial
correction efforts for model training. In the last
instance, a unified literary standard is lacking, even
in the case of available digital editions, resulting
in a high percentage of orthographic and linguistic
inconsistencies within the corpora.

The DIACU (DIAchronic analysis of Church
Slavonic) dataset includes five collections of texts
(Cyrillomethodiana: uni-sofia.bg, Syntacticus: syn-
tacticus.org, Old Russian Hagiographic Literature:
spbu.ru, a part of the National Corpus of the Rus-
sian Language (RNC): ruscorpora.ru, and a sample
of the Ruthenian Corpus: UD_OIld_East_Slavic-
Ruthenian).

Among the datasets considered for the construc-
tion of DIACU, the RNC emerges as the most rele-
vant. Its significance is primarily due to the 2020
expansion, which introduced new annotated data
through the development of the Rubic model (Lya-
shevskaya et al., 2023). This improved parsing and
lemmatization, particularly on historical and non-
standard texts (Savchuk et al., 2024). In our dataset,
we included a subset of this corpus, comprising 106
Old East Slavic documents from the Middle Rus-
sian Corpus, and released as part of the Universal
Dependencies Treebank starting from UD v2.4 !

"https://github.com/UniversalDependencies/UD_
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Language | Bulgaria | Poland | Ukraine | Russia | Latvia | Serbia | Turkey | Greece | Italy | Egypt | Syria | Belarus | Unknown | Total
oCs 5 1 - - - - - - - 1 - - 2 9
CS 48 - 2 144 1 26 4 3 1 - 1 - 56 286
NCS 1 - - - - - - - - - - - 12 13
Rut - - 15 - - - - - - - - - 329 344
Table 2: Distribution of languages across regions.
L Old Russian | East Slavic | Old Serbian | Middle Bulgarian | Resavski | New Bulgarian | Middle Russian | Old East Slavic - Belarus | Old East Slavic - Ukraine | Not specified | Total

0CS . . . - - .
Ccs 55 1 18 56 25 5
NCS - - -
Rut - - -

- - - 9 9
118 - - 8 286
- - 13 13
- 329 15 - 344

Table 3: Distribution of languages across historical and regional variants.

The corpus is subject to access restrictions; there-
fore, we were able to use only its publicly shared
section.

Another part of the dataset consists of the Ruthe-
nian Treebank, containing 344 texts written in
prosta mova (ruska mova, Old Belarusian, Old
Ukrainian). This sample of legal and non-fiction
texts, dated approximately between 1380 and 1650,
is drawn from the Ruthenian Corpus, a historical
language resource currently under development by
an independent research consortium. Within DI-
ACU, we have included the texts covering the pe-
riod from the 14th to the 18th centuries. This de-
cision, although the Ruthenian language never be-
came a liturgical language, stems from the project’s
overarching aim: to create a diachronic dataset that
may serve as a reference for tracing linguistic and
literary variation over time and across regions.

The Cyrillomethodiana web portal constitutes
another resource, incorporating 138 texts of Bulgar-
ian origin, spanning various genres from the 10th
to the 18th century (Totomanova, 2021), which
brings together several projects contributing to the
Histdict system > and related digital tools.

DIACU also includes texts from Syntacticus, an
umbrella project that brings together the PROIEL
Treebank, the Tromsg Old Russian and Old Church
Slavonic Treebank (TOROT), and the ISWOC
Treebank (Information Structure and Word Order
Change in Germanic and Romance Languages).
These resources all share a unified annotation sys-
tem and common linguistic priorities. From this
resource, DIACU integrates 39 texts (Berdicevskis
and Eckhoff, 2020).

In addition, texts from the Old Russian Hagio-
graphic Literature dataset, available on GitHub 3,

0ld_East_Slavic-RNC
2https://www.resilience-ri.eu/news/
in-our-service-catalogue-histdict/
3https://github.com/vintagentleman/
scat-content

were included. The texts considered comprise the
List of Lives, a collection of 25 hagiographic texts
dating from the 15th to the 17th centuries. The
library also provides a tool for lexical research
through concordances, which can be used by in-
stalling Old Russian fonts.

Overall, the documents in DIACU cover the
period from the IX to the XVIII century, corre-
sponding to four linguistic variants: Old Church
Slavonic (OCS): 9th — 11th century; Church
Slavonic (CS): 12th — 17th century (with different
revisions: Bulgarian, East Slavic, Serbian); New
Church Slavonic (NCS): 18th century; Ruthenian,
ruska mova (Rut): 15th — 18th century.

Table 1 shows the subdivision of DIACU into
sources and periods: OCS, CS, NCS, and Rut. In
total, there are 652 documents with varying num-
bers written in each linguistic variant: 9 in OCS,
286 in CS, 13 in NCS, and 344 in Rut. This
linguistic classification follows the standard def-
initions adopted in both international and Italian
Slavic studies (Garzaniti, 2019). The languages
mentioned refer to the sacred written languages
used in Orthodox Slavic countries, except for the
Ruthenian, which was never officially recognized
as a liturgical language, but functioned instead as
a medium of religious communication directed to-
ward the lay population (Nedeljkovié, 2011).

Each document includes its title, language, re-
gional language variant, and the region of origin
of the edition. Some titles were in Old Slavonic or
Russian, while others were in English. To standard-
ize the information across documents, we included
both the original title and its scientific transliter-
ation, and, when available, the Latin title as well.
The data concerning the region of origin are pre-
sented in Table 2. It can be noted that most of the
OCS documents come from Bulgaria, the region
where the disciples of Cyril and Methodius resorted
after being expelled from the Great Moravia. The
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Setting Base DRO
Precision Recall Fl-score Precision Recall F1-score Support

New Church Slavonic 0.900 0.692 0.783 0.833 0.769 0.800 13
Church Slavonic 0.951 0.958 0.955 0.954 0.951 0.953 286
Old Church Slavonic 0.750 0.333 0.462 0.800 0.444 0.571 9
Ruthenian 0.971 0.988 0.980 0.968 0.983 0.975 344
Macro avg 0.893 0.743 0.811 0.889 0.787 0.834 652
Weighted avg 0.958 0.960 0.958 0.956 0.957 0.956 652

Table 4: Results of the classification in the Base and Distributional Random Oversampling (DRO) settings.

only exceptions are the Codex Suprasliensis, from
Suprasl in Poland, and the Psalterium Sinaiticum,
held in the Monastery of Saint Catherine in the
Sinai Peninsula in Egypt. The class CS is the one
with the most regional variety. Most of the docu-
ments come from Russia (144), followed by Bul-
garia (48) and Serbia (26). Additionally, there are
documents from other regions, including Greece,
Turkey, Ukraine, Latvia, and others. Finally, the
Ruthenian class includes documents from Belarus
(329) and Ukraine (15). This distribution is con-
firmed by the second table 3, where the historical
and regional language variants are shown. The
OCS documents attested in the present collection
are written in the Old Bulgarian recension of the
language. In the case of the CS texts, in line with
the regional variation, a prevalence of documents
in the Russian (Old and Middle Russian, 55 and
118), Bulgarian (Middle Bulgarian, 56), and Ser-
bian (Old Serbian and Resavski, 18 and 25) vari-
ants is observed, followed by a spurious minority
of other varieties.

3.1 Challenges

Collecting texts from different digital sources poses
many challenges. In addition to those discussed
in Section 3, one major issue is the presence in
the dataset of Private User Area (PUA) characters.
Their presence does not hinder the classification
of texts by historical periods, since they can easily
be included in the feature extraction process. How-
ever, collecting the appropriate fonts is essential to
ensure the correct visualization of the overall tex-
tual content extracted from various webpages, each
requiring different character sets and fonts. Build-
ing on this, we are working on an interface for the
correct visualization of the entire dataset and we
will develop a character mapping between PUA
and Unicode code points to unify the characters
across the whole dataset.

4 Classification of Church Slavonic
Variants

As a case study for the use of the DIACU dataset,
we train a machine-learning-based classifier that
attributes Slavonic texts to different periods of time.
We train a predictor in a 4-class classification set-
ting, including all the ages available in DIACU. As
the machine learning algorithm, we used a logistic
regressor, as it often proved to be one of the most
effective and efficient algorithms for text classifica-
tion (Pranckevicius and Marcinkevicius, 2017), and
it is beyond the scope of this first work to investi-
gate fine-grained optimization of machine-learning
methods for this dataset. Indeed, this classification
task aims to validate the dataset rather than to pro-
vide a tool for the temporal attribution of Slavonic
texts.

The logistic regressor is trained on basic stylo-
metric features that do not overlap with seman-
tic features: token length, number of characters
per sentence, part-of-speech n-grams, character n-
grams, and syntactic dependency n-grams, the lat-
ter three all with unigrams, bigrams, and trigrams.

Before extracting the stylometric features, the
text is preprocessed. Since the documents are tran-
scriptions of manuscripts, they contain substitu-
tions of letters or missing words with a variable
number of dots and sections of text enclosed in
parentheses. To improve the text quality we re-
move the following patterns from the documents:
(1) numbers smaller than 1000 (to be sure that no
dates or other relevant numbers were involved); (2)
numbers followed by letters indicating paragraphs
(e.g. 242v); (3) biblical references or hymns; (4)
dots in square brackets; (5) symbols for division
into verses or paragraphs and other noisy symbols;
(6) square brackets around one- to three-letter se-
quences. Square brackets surrounding larger por-
tions of text were kept in place because they often
abutted words that were not otherwise separated by
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punctuation. Lastly, the text is lowercased.

The documents are divided into segments rang-
ing from 8 to 400 tokens. This is done be-
cause the texts vary in length significantly. Both
whole documents and segments are encoded as
TF-IDF-weighted vectors. Training is carried out
using a leave-one-out approach in which each docu-
ment is tested using the set of remaining documents
as training, which makes the results statistically
more robust than other protocols, such as k-fold.

To mitigate the unbalanced number of docu-
ments in the four classes in DIACU, we compare
two settings: a standard classification one, which
we call BASE, and one with oversampling to bal-
ance the classes, which we call DRO from the name
of the oversampling algorithm we use: Distribu-
tional Random Oversampling (DRO). DRO creates
random synthetic samples of the minority class in
the training set by leveraging the distributional pat-
terns of words from the original documents (Moreo
etal., 2016).

The DRO algorithm has two hyperparameters:
the number of features to retain (it was settled on
80% after testing 80% and 100%); and the new
proportion of the minority class examples versus
the majority class in the synthetic data generation.
We tested 20%, 50%, and 80%, and the best F1 was
achieved by balancing the data to have an equal
number of training examples (50% ratio) among
the two classes* For details on the method, refer to
(Leocata et al., 2025), the base for this work.

4.1 Results

Table 4 reports the scores achieved by our classi-
fiers. In the Base setting, we see high Precision (>
0.9) in the two most represented classes (CS and
Ruthenian) and one of the less represented ones,
NCS. On the contrary, precision in OCS is lower
(0.75). Similarly, recall is higher for the two most
represented classes. Among the two least repre-
sented ones, NCS also has a lower value, 0.69, and
OCS is even lower, 0.33. As a result, F1 shows a
similar pattern where the classifier achieves a per-
class F1 higher than 0.95 on both CS and Rut, and
lower scores for NCS 0.78 and OCS 0.46.

The DRO setting shows scores following a simi-
lar pattern as the BASE setting, where more pop-
ulated classes are better identified than least pop-
ulated ones, as expected. However, through DRO,

*In the four classes case the classifier is built training four
one-vs-the-rest binary classifiers, and assigning the class with
the highest score. DRO is applied to each one-vs-rest classifier.

the overall Macro Average F1 score rises from 0.81
to 0.83, and specifically, the per-class F1 score in
NCS goes from 0.78 to 0.8 and OCS from 0.33 to
0.44, with negligible F1 losses in CS and Rut. The
weighted average F1 score suffers a minor decrease,
but we remark that for the leave-one-out setting,
Macro Average is most appropriate.

5 Conclusions and Future Works

In this work, we collect a new dataset, DIACU,
based on aggregating existing resources for Church
Slavonic texts. The dataset is composed of 652
documents divided into 4 linguistic variants: Old
Church Slavonic, Church Slavonic, New Church
Slavonic, and Ruthenian.

As a first test case for the dataset, we eval-
uate its usability as a training set for machine-
learning-based approaches to the attribution of
Church Slavonic texts to different periods of time,
and find that it enables the development of effective
models, achieving F1-scores above 80%.

However, DIACU does not overcome some of
the limitations inherent in processing historical-
language texts that span such an extensive chrono-
logical range. One of the main limitations lies in
the scarcity of texts belonging to the OCS and NCS
categories, corresponding respectively to the first
(OCS) and the most recent phase (NCS) of the
considered periodization. Moreover, the dataset
contains noisy elements such as diacritics, liga-
tures, graphic variants, and paragraph markers. We
partially removed them through the pre-processing
phase, but there is still room for improvement. A fi-
nal relevant issue concerns the editions used: these
have not been compared to the original manuscripts.
As a result, potential editorial errors or inconsisten-
cies in the criteria adopted by different editors are
also reflected within DIACU.

Future expansion of the dataset will include a
larger number of texts for each historical phase
and a more detailed analysis of editorial criteria .
Additional texts from other sources are expected
to be included, originating from projects currently
under development. In particular, the RNC Corpus
of Birchbark Letters >, made publicly available
after May 2025. Another direction for future work
is to incorporate a larger number of OCR and HTR-
processed texts and to provide direct links to the
digitized manuscripts.

5https: //github.com/UniversalDependencies/UD_
0ld_East_Slavic-Birchbark/tree/master
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Diachronic Word Embeddings
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Abstract

Measuring how semantics of words change
over time improves our understanding of how
cultures and perspectives change. Diachronic
word embeddings help us quantify this shift,
although previous studies leveraged substantial
temporally annotated corpora. In this work, we
use a corpus of 9.5 million Croatian news ar-
ticles spanning the past 25 years and quantify
semantic change using skip-gram word embed-
dings trained on five-year periods. Our analysis
finds that word embeddings capture linguistic
shifts of terms pertaining to major topics in this
timespan (COVID-19, Croatia joining the Euro-
pean Union, technological advancements). We
also find evidence that embeddings from post-
2020 encode increased positivity in sentiment
analysis tasks, contrasting studies reporting a
decline in mental health over the same period.’

1 Introduction

The progress of culture and technology is reflected
in language, which adapts to incorporate novel
meanings into existing words or by entirely chang-
ing their semantics. Such changes exhibit system-
atic regularities with respect to word frequency
and polysemy (Bréal, 1904; Ullman, 1962), and
can be detected by studies on distributed word rep-
resentations (Hamilton et al., 2016b). Studies of
diachronic word embeddings have detected known
changes in word meaning in English-language
books spanning multiple centuries. However, such
analyses are limited to languages historically abun-
dant in text corpora, as learning high-quality dis-
tributed word representations requires diverse con-
texts. In our work, we rely on a Croatian online
news corpus containing articles from the last 25
years (Dukic€ et al., 2024). We investigate whether
major topics in this period are reflected in word se-
mantics and evaluate the practical implications of
semantic shift on the use case of sentiment analysis.

"https://github.com/dd1497/cro-diachronic-emb
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Figure 1: Linguistic shifts in Croatian news outlets over
25 years, driven by three major events: EU membership
in 2013, technological progress in 2017, and COVID-19
in 2020.

We split the corpus into five periods of equal
duration, train distributed word representations
(Mikolov et al., 2013) for each period, and verify
their quality. Next, we select three major topics that
likely influenced the meaning of Croatian words
during these periods and semi-automatically curate
a list of related words for each topic. We show
that these words undergo strong linguistic shifts
(Hamilton et al., 2016a), acquiring new meanings
and demonstrating the rapid impact of narrative on
distributional semantics (see Figure 1).

To evaluate whether linguistic shifts affect word
representations in practice, we first align word em-
beddings from different periods, then transfer such
aligned embeddings onto a model based on embed-
dings from another period and observe the change
in average predicted sentiment intensity. We find
that embeddings from later periods are more pos-
itive despite studies showing that mental health
has been negatively affected (Rozanov et al., 2019;
Cullen et al., 2020). In short, our contributions are
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as follows: (1) We train diachronic word embed-
dings on a corpus of Croatian news articles, which
we make available for further studies;? (2) We show
that corpora spanning short timespans accurately
reflect major topics through linguistic shifts of as-
sociated words; (3) We find that the sentiment of
word embeddings trained on news corpora becomes
more positive in recent periods.

2 Related Work

Various studies explore word embeddings as
a diachronic tool (Hamilton et al., 2016a,b;
Schlechtweg et al., 2019; FiSer and Ljubesi¢, 2019;
Kurtyigit et al., 2021; Schlechtweg et al., 2024,
inter alia). By leveraging methods from distribu-
tional semantics, which encode individual words
in vector spaces based on co-occurrence (Mikolov
et al., 2013), researchers study how global and lo-
cal neighborhoods of individual words change over
time (Hamilton et al., 2016b). There is a variety
of causes driving semantic shift, with two major
ones being linguistic shift, where words take on a
new meaning while retaining previous ones, and
cultural shift, where technological progress com-
pletely alters the way a word is used (Hamilton
et al., 2016a). In our work, we follow the method-
ology used by Hamilton et al. (2016b), apply itto a
corpus of Croatian newswire texts, and extend the
setup to evaluate practical effects of linguistic shift
on major topics and sentiment analysis.

The majority of diachronic embedding stud-
ies explore corpora spanning several centuries,
grounded in books (Hamilton et al., 2016b,a;
Schlechtweg et al., 2019; Kurtyigit et al., 2021).
Due to the lack of such corpora of sufficient scale in
Croatian, we leverage a recently introduced dataset
of Croatian newswire corpora (Duki¢ et al., 2024),
which covers a shorter period of 25 years. Despite
the narrower timeframe, we hypothesize that the
corpus sufficiently captures the diachronic shift in
word meaning, which we experimentally verify in
this work.

3 Methodology
3.1 Diachronic Word Embeddings

Dataset. We train word embeddings on the Take-
Lab Retriever corpus of Croatian newswire arti-
cles (Dukic et al., 2024). The corpus consists of
9,450,929 articles crawled from 33 Croatian news

2https://www.takelab.fer.hr/retriever/
cro-diachronic-emb.zip

Period #Words #Unique words
1 (2000-2004) 53,062,322 589,769
2 (2005-2009) 158,028,732 1,191,784
3(2010-2014) 551,701,502 2,583,363
4 (2015-2019) 1,170,882,497 3,462,601
5(2020-2024) 1,753,495,356 3,975,631

Total 3,687,170,409 11,803,148

Table 1: The number of words and unique words per 5
five-year periods in the Croatian online news corpus.

outlets across 25 years (2000-2024) and contains
around 3.7 billion words (see Table 1 for more de-
tails). We use spaCy hr_core_news_lg (Honnibal
et al., 2020) to sentencize, tokenize, and tag parts of
speech in the corpus. As the Croatian language is
highly inflectional, we lemmatize the corpus with
the lexicon-based MOLEX lemmatizer (Snajder
et al., 2008) and differentiate between homonyms
with part-of-speech tags obtained using the Croat-
ian spaCy tagger applied to raw words from articles.
We split the corpus into 5 five-year periods.

Method. We use the skip-gram with nega-
tive sampling (SGNS) method from Word2Vec
(Mikolov et al., 2013) to train our word embed-
dings. We use the GENSIM implementation of
SGNS to train the embeddings (Rehaiek and So-
jka, 2010). We list the hyperparameter values and
hardware details in Appendix C.

3.2 Embedding Quality

We validate the quality of the learned embed-
dings on two word similarity corpora for Croat-
ian: CroSemRel450 (Jankovié et al., 2011) and
CroSYN (Snajder et al., 2013). CroSemRel450
contains human-annotated pairs of words rated for
semantic relatedness, while CroSYN is a synonym
choice dataset comprising one correct synonym
and three unrelated options for each target word.

3.3 Topical Linguistic Shift

We hypothesize that diachronic embeddings over
periods can reveal significant topical linguistic
shifts. To unveil these shifts, we curate words
pertaining to three major topics relevant globally
and/or to Croatia: the COVID-19 crisis, Croatia
joining the European Union (EU), and technologi-
cal progress. We expect COVID-19 to produce the
highest shift in the fifth period, joining the EU in
the second, third, and fourth periods (as Croatia en-
tered the EU in 2013), and technological progress
in the fourth and fifth periods (digitalization after
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entering EU and proliferation of Al in the fifth pe-
riod). Finding no substantial shifts for verbs or
adjectives, we focus on the change in nouns as they
are more prone to linguistic shifts (Hamilton et al.,
2016a). We measure the shift of each word us-
ing the cumulative shift score, based on the halved
cosine distance (cos) over neighboring periods:

L1- cos(Vi, Viy1)
Dc _ Z 5 iy Vit+1 )
i=1

For this analysis, we use Procrustes alignment
(Schonemann, 1966) to align word embeddings
across periods. We begin by recursively aligning
pairs of embeddings, starting from the most recent,
fifth period (2020-2024), and then moving toward
the earlier ones. Let E; denote the embedding
matrix for period ¢, and let PA(A, B) denote the
Procrustes alignment of matrix A to B. We use Ef
to denote the aligned embeddings for period ¢. The
alignment procedure can be written recursively as:

. |Es, ift =5,
"\ PA(EL, B, ift e {1,2,3,4}).

Further details are provided in Appendix A.

3.4 Sentiment Shift

Distributed word representations capture contex-
tual cues helpful in determining the tone and senti-
ment of texts, serving as a more robust and effective
alternative to lexicon-based and traditional machine
learning approaches (Zhang et al., 2018; Al-Saqqa
and Awajan, 2020; Wankhade et al., 2022). To
quantify sentiment shifts in our corpus, we train a
classifier C; for each period ¢; using embeddings
FE; computed on the corpus from ¢;. Each classifier
predicts the sentiment label (positive, neutral, or
negative) of a text sequence based on the average
of the word embeddings within the sequence. Next,
we compute the average sentiment of a classifier
C; on a test set using the word embeddings from
FE; and denote this quantity by 5;. ;. We repeat
the same procedure for C; with Procrustes-aligned
embeddings from each other period £, j # i to
obtain quantities 5;. ;. We hypothesize that using
the embeddings from a period with an overall more
positive (or negative) sentiment biases the classifier
accordingly. Thus, we estimate the sentiment shift
between periods ¢; and ¢; with J“_j = Sjj—Sivi-
We conduct the experiment on two Croatian news
sentiment analysis datasets: STONE (Bari¢ et al.,

2023), comprising solely of news headlines, and
24sata (Pelicon et al., 2020), which focuses on full
news articles.

To further validate the quality of word embed-
dings for sentiment drift, we also analyze the dis-
tribution of sentiment scores of news articles in
each period. Specifically, we sample 25k unlabeled
articles per period from the TakeLab Retriever cor-
pus. To automatically assign sentiment labels, we
train a transformer-based classifier using BERTi¢
(Ljubesi¢ and Lauc, 2021), on the STONE and
24sata datasets, respectively. Further details on the
training procedure and hyperparameter settings can
be found in Appendix B.

4 Results
4.1 Embedding Quality

We report the results of embedding quality evalu-
ation in Table 2. We measure the Spearman cor-
relation between embedding-based cosine similar-
ity and human judgments on the word similarity
dataset CroSemRel450. Additionally, we compute
contrastive spread on the CroSYN dataset to evalu-
ate how clearly word embeddings distinguish syn-
onyms from unrelated words. Focusing on nouns,
adjectives, and verbs, we calculate the contrastive
spread as the difference between a word’s cosine
similarity to its synonym and its similarity to an un-
related word, where higher scores reflect stronger
semantic discrimination. Overall, we find a moder-
ate positive correlation of our estimated similarity
with human judgments for word similarity across
all periods. Both measurements indicate that em-
bedding quality improves in later periods, high-
lighting the influence of data quantity on embed-
ding quality. In contrast to similar embedding ap-
proaches for word similarity evaluation, our results
are slightly worse albeit comparable (p = 0.62;
Zuanovic et al. (2014)).

Contrastive spread (1)

Period Similarity (1)

Noun Adjective Verb

1 (2000-2004) 0.49% 0.08  0.07 0.05
2 (2005-2009) 0.49% 0.14 0.10 0.09
3 (2010-2014) 0.52f 0.21  0.18 0.15
4 (2015-2019) 0.51% 026 0.23 0.19
5 (2020-2024) 0.517 0.27  0.25 0.21
All (2000-2024) 0.521 0.32 027 0.23

Table 2: Intrinsic embedding evaluation: word similarity
(f=p <0.001, Spearman correlation) and contrastive
spread by period and part of speech.
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4.2 Topical Linguistic Shift

We provide a summary of words exhibiting most
prominent shifts in Table 3. We show that neigh-
boring words of top-shifting words inside a topic
can pinpoint the period when words acquire new
meanings. We provide complete results of the top-
picked shifting words inside each topic: COVID-19,
EU, and technology in Table 5 in Appendix A.

CoviDp-19. The COVID-19 crisis, which began
in 2020, is reflected in the semantic shifts of words
that were previously topically neutral, such as
maska (mask) and varijanta (variant). The word
maska changes from referring to a clothing item
to an instrument for reducing viral transmission.
The noun varijanta changes its dominant meaning
during the fifth wave from an option or possibil-
ity to characterizing different strains (variants) of
the coronavirus. The word pandemija (pandemic)
changed a lot during the 25 year period due to its
connection to diverse diseases (from Ebola to flu
and finally CoviD-19). However, it was always
used in the context of infectious diseases.

EU. The evolution of EU-related terminology
mirrors Croatia’s path through three periods: con-
sidering EU membership, preparing for admission,
and utilizing the benefits of being a member state.
The word integracija (integration) changes from
emphasizing bureaucratic harmonization (2000—
2004) to entering the union (2013) and practical im-
plementation and Europeanization by 2020-2024.
Komisija (commission) increasingly associates with
legislative bodies such as the council, ombudsman,
and parliament, reflecting the importance of legal
procedures for Croatia’s admission into the EU. Fi-
nally, fond (fund) shifts from associating with finan-
cial terms such as guotation and portfolio to sufi-
nanciranje (co-financing) and obnova (renewal) in
the last two periods, reflecting usage of EU funds.

Technology. Technological advancements are
also reflected in linguistic shifts. Vjerodajnica
(credential) evolves from diplomatic words (del-
egation, telegram) to digital identifiers (password,
document), signalling the transition into the digital
era. Inteligencija (intelligence) changes from ab-
stract cognitive attributes (quotient, erudition) to
Al concepts (algorithms, automation), reflecting
the post-2010 Al revolution. Finally, privola (con-
sent) shifts from legal, in-person authorization to
digital mechanisms such as kolaci¢ (cookie) and
pohrana (data storage).
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4.3 Sentiment Shift

We report results of sentiment shift on STONE and
24sata datasets in Figure 2. We observe that trans-
ferring aligned embeddings from later periods into
earlier periods increases average predicted senti-
ment, while the opposite holds when transferring
embeddings from earlier periods to later. Addi-
tionally, we observe a similar trend regarding the
increased share of positive words in more recent pe-
riods using a Sentil.ex lexicon for Croatian (Glavas
et al., 2012).

We further investigate the increase in news posi-
tivity, through the distribution of sentiment labels
for both news headlines and full articles across
different time periods Figure 3. We find that in
general, the amount of articles labeled as positive
increases at the expense of neutral ones. The pro-
portion of negative labels also slightly increased
over time, particularly in news headlines. These
results corroborate the findings of sentiment shift,
indicating an increase of positivity in news in re-
cent periods.

STONE
-0.09*

24sata

0.06% 0.08%|0.15%

1

0.02 | 0.01 | 0.03 0.03

-0.09* 0.08%]0.07%|0.06* -0.00 0.06%|0.19%|0.24*

2

-0.21%|-0.19* 0.05%(0.03"| |-0.08*|-0.02 0.16%|0.22*

3

-0.37%-0.20%|-0.10* -0.00| |-0.22%/-0.08%|-0.08* 0.04%

Base (clf trained on)
4

-0.41%-0.30%|-0.14%| -0.01 -0.16%-0.09%-0.12*

5

3 2

4 5 1
Target (substituted)

Figure 2: Sentiment shift between periods. Each cell
(¢,7) contains the value J¢<_j. We compute statistical
significance levels of the quantities being greater than
zero using 10-fold cross validation. We denote p < 0.05
with T and p < 0.01 with .

We hypothesize that increased positivity in news
may be driven by one of several phenomena ob-
served in media communication. Increased posi-
tivity could be the a reaction to general negativity,
influenced by the decline of mental health in the
general population (Rozanov et al., 2019; Cullen
et al., 2020). The increase in positivity could also
be attributed to online news covering more diverse,
less serious topics, or the increase in satirical or
comedic articles. Another potential factor is the
increased polarization of media discourse, where
news content is becoming more extreme in its use
of emotionally charged language to elicit reactions
from readers (Rozado et al., 2022). Nonetheless,



Top five noun neighbors

Topic  Top shift 2000-2004 2005-2009 2010-2014 2015-2019 2020-2024
o ariiants opcija (option) opcija (option) opcija (option) verzija (version) delta (delta)
I varijanta Kalkulator (calculator) solucija (solution) solucija (solution) opcija (option) sojevi (strains)
=} (variant) moguénost (possibility) alternativa (alternative) verzija (version) solucija (solution) mutacija (mutation)
3 D. =053 solucija (solution) moguénost (possibility) inaica (version) alternativa (alternative) podvrsta (subtype)
o c— ¥ opipavanje (palpation) verzija (version) alternativa (alternative) vrsta (type, kind) virus (virus)
fond portfelj (portfolio) alokacija (allocation) alokacija (allocation) financiranje (financing) alokacija (allocation)
on kotacija (quotation) benefit (benefit) namicanje (raising) sufinanciranje (co-financing)  ulaganje (investment)
2 (fund) benefit (benefit) transa (tranche) Kapital (capital) alokacija (allocation) iranje (co-financing)
D. — 0.32 anciranje ( ing) ivanje (payment) dividenda (dividend) novac (money) obnova (renewal)
c— ¥ socijala (poverty) stipendiranje (scholarship) banka (bank) proraun (budget) samofinanciranje (self-financing)
inteli kvocijent (quotient) kvocijent (quotient) kvocijent (quotient) algoritam (algorithm) tehnologija (technology)
razlikovanje (distinction empatija (empathy’ sposobnost (ability. tehnologija (technology algoritam (algorithm
Inteligencija likovanje (distinction) ija (empathy) bnost (ability) hnologija (technology) Igoritam (algorithm)
'§ (in[e]]igence) instinkt (instinct) (gift s & (familiarity) automatizacija (automation) automatizacija (automation)
= D. =051 jasnoca (clarity) opaZanje (perception) racionalnost (rationality) Kvocijent (quotient) uenje (learning)

evolucija (evolution) habitus (habitus)

erudicija (erudition) robotika (robotics) robotika (robotics)

Table 3: Topical linguistic shift with respect to three topics: COVID-19, European Union (EU), and Technology
(Tech). We pick one top shift noun word per topic based on the cumulative shift score (second column). For each of
the picked words, we show the top five nearest noun neighbors over five periods. Translations are in parentheses.

STONE 24sata

1.0
o028
3
Cos
©
Q04
©
|

0.2

0.0

1 2 3 4 5 1 2 3 4 5
Period
negative neutral positive

Figure 3: Change of predicted sentiment ratios when
using classifiers trained on STONE and 24sata to cate-
gorize a sample of articles from Retriever. The trend of
increased news polarization is more evident when using
classifiers trained on STONE, but the same is evident
for 24sata.

we believe that this phenomenon, in which senti-
ment expressed in news articles contrasts broader
negativity, warrants further study as it may affect
the quality of models trained on corpora from dif-
ferent time periods.

5 Conclusion

We apply diachronic word embedding analysis to
Croatian, a language scarce in historical corpora.
By training diachronic embeddings on Croatian on-
line news articles spanning the last 25 years, we
successfully detect linguistic shifts pertaining to
recent major events, exhibited by existing words
acquiring new meanings or completely changing
how they are used. These results show that lin-
guistic shifts can also be detected in shorter time
spans. We also reveal practical implications of lin-
guistic shifts on sentiment analysis, showing that
word meanings from recent periods tend to be more
positive, contrasting with research indicating an in-
crease in negativity over the same period.

Limitations

In our experiments, we analyze only five-year pe-
riods, revealing some regularities that might be
too coarse- or fine-grained for others. We experi-
mented with two-year periods but found them too
fine-grained. Future works can vary the duration of
periods. We use a lexicon-based context-free lem-
matizer (MOLEX), which could be error-prone and
introduce noise to the experiments. The distribu-
tion of article count per period varies significantly
as earlier periods have fewer articles. This fact in-
fluences the quality of produced word embeddings
and could bias the results. Finally, we only ex-
plore a single distributed word embedding method
in SGNS, the results of which need not generalize
to other methods.
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A Topical Linguistic Shift

Analyzing Topical Linguistic Shift Embeddings.
We create a common vocabulary between periods to
measure only the words with sufficient frequency in
each period. In total, the five periods share 348,679
words. We curate a list of potential word shifters for
each topic (both top shifters by D. and additional
words we expected to shift). We remove words
with frequency less than 1,000 over 25 years for
each topic list separately. Next, for each word
from the curated topic list, we compute D, and
pick 20 candidates with the highest shift score for
further analysis. For each candidate, we find its
nearest 1,000 noun neighbors by cosine distance.
Out of these 1,000, we pick 20 that occur at least 20
times in each period. We analyze the linguistic shift
of words using their neighbors for each topic and
pick the most interesting words representing the
topic shift with its closest and most representative
neighbors.

Full Topical Shift Results. We report full results
of topical shift on terms pertaining to major events
in Table 5.

B Sentiment Shift

Training Setup for Sentiment Classifiers To
train the sentiment classifier for Croatian news,
we use the STONE and 24sata datasets with the
BERTi¢ model (Ljubesi¢ and Lauc, 2021). For the
STONE dataset, we utilize only the tone labels, as
they capture the overall tone of the headline, align-
ing with our definition of sentiment. We achieve an
F1 score of 0.77 on STONE and 0.73 on the 24sata
dataset.

C Hyperparameters and Hardware
Details

We train word embeddings and the sentiment re-
gressor on a machine with 2x AMD Epyc 7763

Hyperparameter Value
vector_size 300
window 4
negative 5
sample le-5
alpha 0.02
epochs 5

Table 4: Hyperparameters for word embedding train-
ing. The names of hyperparameters in the first column
match the argument names when initializing a GENSIM
Word2Vec model.

CPUs and 512 GB of RAM. In Table 4, we report
the hyperparameters used in word embedding train-
ing. Our setup mostly follows that of Hamilton
et al. (2016b) with a key difference that we do not
restrict our vocabulary but train the embeddings on
all the words in the corpus. We discard only punc-
tuation words identified by a part-of-speech tagger
and lowercase all the words before training. When
training classifiers for sentiment analysis (cf. §3.4),
we use the implementation of logistic regression
from scikit-learn (Pedregosa et al., 2011) with the
default hyperparameters.

We train both BERTi¢ sentiment classifiers on an
NVIDIA RTX 3090 GPU with 24GB RAM using
CUDA 12.9 and the HuggingFace Trainer® library.
We employ the default hyperparameters provided
by the Trainer and train for 3 epochs with a batch
size of 8.

3https: //huggingface.co/docs/transformers/
main_classes/trainer
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Top five noun neighbors

Topic  Top shift words ~ 2000-2004 2005-2009 2010-2014 2015-2019 2020-2024
K kabanica (raincoat) lice (face) rukavica (glove) perika (wig) nosenje (wearing)
maska kombinezon (coverall) Silterica (visor cap) $minka (makeup) povez (band, patch) rukavica (glove)
(mask) znacka (badge) kombinezon (coverall) Sesir (hat) $minka (makeup) nenosenje (not wearing)
D. = 0.66 lampica (little lamp) SeSir (hat) pancirka (flak jacket) kaciga (helmet) distanca (distance)
c — Y. $minka (makeup) frak (tailcoat) Stitnik (protector, shield) Stitnik (protector, shield) pleksiglas (plexiglass)
2 demii ebola (Ebola) SARS (SARS) SARS (SARS) ebola (Ebola) epidemija (epidemic)
| pandemija incidencija (incidence) ebola (Ebola) ebola (Ebola) bolest (disease) korona (corona)
a (pandemic) ospice (measles) gripa (flu) ospice (measles) ospice (measles) kriza (crisis)
> D. =061 virus (virus) ospice (measles) kuga (plague) kriza (crisis) lockdown (lockdown)
8 c— ¥ idemiolozi (epidemiologists)  pojavnost (p virolog (virologist) epidemiolozi (epidemiologists) ~ COVID (COVID)
.. opcija (option) opcija (option) opcija (option) verzija (version) delta (delta)
Varl_]anta kalkulator (calculator) solucija (solution) solucija (solution) opcija (option) sojevi (strains)
(variant) moguénost (possibility) alternativa (alternative) verzija (version) solucija (solution) mutacija (mutation)
D —0.53 solucija (solution) moguénost (possibility) inacica (version) alternativa (alternative) podvrsta (subtype)
¢ ¥ opipavanje (palpation) verzija (version) alternativa (alternative) vrsta (type, kind) virus (virus)
. s harmonizacija (harmonization)  unija (union) unija (union) unija (union) implementacija (implementation)
integracija
g \] agenda (agenda) agenda (agenda) impl ij; )l ion) razvoj (d ) ukljucenost (inclusion)
(in[egra[ion) aspirant (aspirant) fragmentacija (fragmentation) razvoj (development) inkluzija (inclusion) povezivanje (connection)
D —=0.39 iskorak (step forward) dobrosusjedstvo (neighborliness) dobrosusjedstvo (neighborliness) povezivanje (connection) razvoj (development)
g c— ¥ kohezija (cohesion) ulazak (entrance) meduovisnost (i depend ) jacanje ( i europeizacija (Europeanization)
E k P bud: ) del ija (delegation) unija (union) unija (union) unija (union)
=] omisija sukladnost (compliance) unija (union) monitoring (monitoring) prijedlog (proposal) smjernica (guideline)
g (commission) delegacija (delegation) jerodavnost (comp ) b (ombud: ) vlada (government) vlada (government)
[5] D —0.34 unija (union) arbitraZa (arbitration) povjerenik (commissioner) parlament (parliament) Clanica (member)
8“ c— ¥ nacrt (draft) instancija (instance) vijece (council) vijece (council) parlament (parliament)
=
= f d portfelj (portfolio) alokacija (allocation) alokacija (all ion) je (fi ing) alokacija (allocation)
= on kotacija (quotation) benefit (benefit) namicanje (raising) sufinanciranje (co-financing) ulaganje (investment)
(fund) benefit (benefit) transa (tranche) kapital (capital) alokacija (allocation) sufinanciranje (co-financing)
D.=0.32 iranje ( ing) lacivanje (payment) dividenda (dividend) novac (money) obnova (renewal)
c— ¥ socijala (poverty) stipendiranje (scholarship) banka (bank) proracun (budget) samofinanciranje (self-financing)
. .. otpravnik (ambassador’s deputy) otpravnik (ambassador’s deputy) telefaks (fax) formular (form) radani (citizens)
d g
vjerodajnica delegacija (delegation) diplomat (diplomat) adresar (address book) iskaznica (ID card) iskaznica (ID card)
(credential) diplomat (diplomat) useljeniStvo (immigration) ovjera (certification) brzojav (telegram) lozinka (password)
D _ 0 56 brzojav (telegram) podtajnik (undersecretary) fotokopija (photocopy) posta (mail) putovnica (passport)
c— Y monsinjor (monsignor) parafiranje (initialing) tiskanica (form) veleposlanik (ambassador) dokument (document)
a . li .. kvocijent (quotient) kvocijent (quotient) kvocijent (quotient) algoritam (algorithm) tehnologija (technology)
9o inte 1gencija razlikovanje (distinction) empatija (empathy) sposobnost (ability) tehnologija (technology) algoritam (algorithm)
g (inte]]igence) instinkt (instinct) nadarenost (giftedness) upucenost (familiarity) automatizacija (automation) automatizacija (automation)
= D, =051 jasnoca (clarity) opaZzanje (perception) racionalnost (rationality) kvocijent (quotient) uenje (learning)
8 c— Y evolucija (evolution) habitus (habitus) erudicija (erudition) robotika (robotics) robotika (robotics)
= ivolz staratelj (guardian) uvjetovanje (conditioning) pohrana (storage) pohrana (storage) pohrana (storage)
privola ocevidnik (register) obvezivanje (commitment) odobrenje (approval) kola¢ié¢ (cookie)
autorizacija (authorization) direktiva (directive) ustanoviti (establish) ovjerljivost (confidentiality)
(consent) j povjerlj y

D. =0.50

ovlastenje (authorization)
pozivatelj (caller)

konzultiranje (consultation)
suodluivanje (co-decision)

suglasnost (accord)
supotpis (co-signature)

suglasnost (accord)
stranica (page)

dopustenje (permission)
stranica (page)

Table 5: Full topical linguistic shift results with respect to three topics: COVID-19, European Union, and Technology.
We pick three top shift noun words per topic based on the cumulative shift score (second column). For each of the
picked words, we show the top five nearest noun neighbors over five periods. Translations are in parentheses.
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Abstract

Online news outlets operate predominantly
on an advertising-based revenue model, com-
pelling journalists to create headlines that are
often scandalous, intriguing, and provocative —
commonly referred to as clickbait. Automatic
detection of clickbait headlines is essential for
preserving information quality and reader trust
in digital media and requires both contextual
understanding and world knowledge. For this
task, particularly in less-resourced languages,
it remains unclear whether fine-tuned meth-
ods or in-context learning (ICL) yield better
results. In this paper, we compile CLIC, a
novel dataset for clickbait detection of Croatian
news headlines spanning a 20-year period and
encompassing mainstream and fringe outlets.
We fine-tune the BERTi¢ model on this task
and compare its performance to LLM-based
ICL methods with prompts both in Croatian
and English. Finally, we analyze the linguistic
properties of clickbait. We find that nearly half
of the analyzed headlines contain clickbait, and
that finetuned models deliver better results than
general LLMs.

1 Introduction

Attention-grabbing headlines, a tactic dating back
to the printed press, help publishers stand out from
the competition (Alves et al., 2016). “Clickbait”, a
term defined in 2006, describes content deliberately
designed to entice clicks (Grammarist, 2023) in the
online landscape. Despite driving traffic, clickbait
generates predominantly negative audience percep-
tion, fostering distrust toward publishers employing
such tactics (Blom and Hansen, 2015), its manipu-
lative nature even linking clickbait with fake news
(Karadzhov et al., 2017). It exhibits a complex rela-
tionship with sentiment (Chakraborty et al., 2017),
characterized by hyperbolic positive terminology
suggesting strategic emotional manipulation rather
than genuine communication. Driven by the neg-
ative perception of clickbait, clickbait detection

— the task of automated detection of misleading
or sensationalized headlines designed to attract
attention — garnered considerable interest within
the NLP community. The task progressed from
feature-based linguistic approaches (Potthast et al.,
2016) to neural architectures (Agrawal, 2016), with
transformer-based models demonstrating substan-
tial performance improvements (Zhu et al., 2023).
While primarily conducted in English, research ex-
ists for less-resourced languages including Italian
(Russo et al., 2024), Hungarian (Vincze and Szabd,
2020), Romanian (Ginga and Uban, 2024), and
Bulgarian (Karadzhov et al., 2017).

The widespread use of Large Language Models
(LLMs), especially using in-context learning (ICL),
makes these models a reasonable candidate for
clickbait detection. However, LLMs demonstrate
notable performance gaps for less-resourced lan-
guages across multiple tasks (Rigouts Terryn and
de Lhoneux, 2024; Li et al., 2024), where consider-
ably smaller Transformer models pre-trained on a
specific language might outperform them (Ljubesic
and Lauc, 2021).

In this paper, we address the task of clickbait
detection in the Croatian language. We intro-
duce CLIC (Clickbait Language Identification in
Croatian), a novel human-annotated dataset for the
task of clickbait detection. We then train a range
of standard ML classifiers and Transformer-based
models, and compare their performance with zero-
and few-shot LLMs on this task. Additionally,
we analyze linguistic features and model failures
to provide deeper insight into the clickbait phe-
nomenon.

Our work contributes a valuable new resource for
a South Slavic language and deepens understand-
ing of clickbait characteristics in Croatian media.
By offering both practical detection methods and
novel resources, this work makes way for clickbait
neutralization in the Croatian online landscape.
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2 Related Work

Clickbait detection datasets are available in differ-
ent languages, with English being the most repre-
sented (Chakraborty et al., 2016; Potthast et al.,
2018; Frobe et al., 2023). Less-resourced lan-
guages are also represented. Russo et al. (2024)
constructed an Italian corpus of articles from web-
sites known for sensationalist reporting, Vincze and
Szabd (2020) created a small corpus downloaded
from the Hungarian regional news portals, whereas
Ginga and Uban (2024) created an annotated cor-
pus of 10867 articles from the scientific and tech
websites published on the Romanian web. To the
best of our knowledge, the only existing datasets
for Slavic languages are the datasets for Bulgarian
(Karadzhov et al., 2017) and Russian (Apresjan
and Orlov, 2022).

Prior work has also identified linguistic patterns
linked to clickbait. Chakraborty et al. (2016) found
that non-clickbait headlines are generally shorter
than clickbait headlines, while Biyani et al. (2016)
found that clickbait headlines more often contain
uppercase letters, question marks, quotes, exclama-
tions, and other unusual writing patterns, suggest-
ing they are intentionally crafted to appear more
attention-grabbing.

Traditional ML methods have proven effective
in clickbait detection tasks (Bronakowski et al.,
2023; Ginga and Uban, 2024; Chakraborty et al.,
2016; Frobe et al., 2023), demonstrating how click-
bait relies on clear linguistic features. Fine-tuned
Transformer models, however, achieve superior per-
formance, reaching F1 scores of up to 0.89 (Ginga
and Uban, 2024; Frobe et al., 2023; Indurthi et al.,
2020).

LLMs have demonstrated remarkable capabil-
ities across NLP tasks, including clickbait detec-
tion as shown by Zhu et al. (2023), who achieved
state-of-the-art results using zero-shot and few-shot
approaches. However, to our knowledge, none of
those techniques have been applied to Croatian or
other South Slavic languages.

3 Dataset

Since no suitable resource existed, we created a
dataset of Croatian news headlines using TakeLab
Retriever (Dukic¢ et al., 2024), an Al-driven search
engine and database for Croatian news outlets. This
tool covers both mainstream and fringe outlets, en-
suring a diverse representation. We used the Take-
Lab retriever to sample data from 2000 to 2024,

and unlike previous studies that specifically tar-
geted clickbait-heavy sources, our approach sam-
pled broadly across the entire Croatian web — cov-
ering 32 outlets. A total of 5000 headlines were
collected by extracting 200 headlines published on
25 randomly selected dates.

Eight volunteers carried out the annotation
across multiple rounds, with each headline re-
viewed by five annotators to avoid ties. To better
reflect the real-world scenario, where news con-
sumers are often influenced by clickbait titles alone,
annotators evaluated headlines without access to
the full article. This approach differs from previous
studies (Chakraborty et al., 2016; Ginga and Uban,
2024; Vincze and Szabd, 2020), which provided
the annotators with full article content with the goal
of clickbait neutralization. We employed a binary
classification scheme with two labels (clickbait and
not clickbait), along with an additional invalid label
to allow annotators to filter out artifacts captured
during web scraping, such as navigational items,
advertising content and metadata. At the end of
the annotation process, due to time constraints and
volunteer availability, only 3000 randomly selected
headlines were selected from a total of 30 news
portals out of the original 5000. The resulting an-
notated dataset is made publicly available in its
entirety.!

Out of the 3,000 total annotated headlines (exam-
ples shown in Table 4), 77 were labeled as invalid,
and 16 were duplicates. This resulted in a final
dataset of 2,907 annotated headlines, with 1,536
labeled clickbait (52.84%) and 1,371 (47.16%) as
not clickbait, making the corpora relatively bal-
anced and in accordance with previous work Ginga
and Uban (2024); Chakraborty et al. (2016). The
annotators achieved an inter-annotator agreement
of 0.53 using the Fleiss-kappa score, categorized as
moderate agreement. This confirms the subjective
nature of clickbait detection, both in its linguistic
ambiguity and in how readers perceive manipula-
tive techniques.

Observing the clickbait distribution over the
years, the clickbait to non-clickbait headline ra-
tio is consistent at around 50% (Fig. 2), indicating
no significant increase in clickbait on our sample.

"Dataset available at: https://takelab.fer.hr/data/
clic
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Model Accuracy F1
Logistic regression 0.63 0.67
Simple neural network 0.59 0.61
SVM 0.63 0.66
BERT-base-multilingual 0.72 0.71
BERTi¢ 0.78 0.78

Table 1: Performance comparison of various models

4 Clickbait Detection

Baselines. As baselines, we use several standard
ML models, all utilizing TF-IDF vectorization of
headlines as input features: logistic regression,
SVM with a linear kernel (both optimized via Grid-
SearchCV), and a simple neural network with two
hidden layers using RelLU activation and sigmoid
output layer for binary classification. For all ex-
periments, we use an 80-10-10 split for training,
validation, and testing, respectively. We also re-
port the majority class baseline (0.55), representing
the accuracy achievable by predicting the most fre-
quent class in our test set.

Fine-tuned Transformers. We finetune BERT
(Devlin et al., 2019) and BERTi¢ (Ljubesi¢ and
Lauc, 2021), an Electra-based Transformer model
pre-trained on south-Slavic languages, including
Croatian.

LLMs. For our experiments, we use ICL with
both zero-shot and few-shot prompting for various
LLMs, including the closed-source GPT 4.1, and
smaller open-source models Gemma7B, Phi-3.5-
mini, and Mistral7B-Instruct.

For prompting the models, we use various con-
figurations based on the amount of instructions and
demonstrations added to the naive prompt (contain-
ing just the instruction to classify clickbait). To
do so, we draft prompt components: clickbait def-
inition (D), features of clickbait articles (F), and
few-shot examples (E) containing both clear and
ambiguous cases. We construct combinations of
the D, F, and E components to be able to isolate
which component attributes mostly to model per-
formance. Also, we translate the prompts to Croa-
tian to compare whether the model performance
is higher using English prompts or using the same
language as the examples are in. The full prompts
are available in Appendix 5.

Results. Table 1 shows the classification perfor-
mance of all implemented models. All tested ML
methods outperform both the majority and random

Model Naive D E F DE DF

Mistral 7B 0.66  0.63 0.69 043 0.71 046 0.73 0.72
Phi 3.5 0.70 0.60 0.56 0.52 0.59 045 0.62 0.57
gemma7b 0.70 0.70 0.67 0.70 0.69 0.70 0.71 0.69
gpt-4.1 0.60 043 0.68 0.36 046 0.30 0.50 0.41

English

Croatian Mistral 7B 042 0.64 025 0.61 053 0.58 0.60 0.55
Phi35 044 049 044 0.66 048 0.63 059 0.59
gemma7b 070 050 0.62 0.67 0.59 0.57 0.62 0.67
ept-4.1  0.63 054 0.59 034 049 041 0.50 045

Table 2: F1 scores for various configurations (best in
green); D = definition, F = features, E = explanation

baselines, confirming that clickbait detection fun-
damentally relies on linguistic patterns. While our
baseline models rely solely on TF-IDF vectoriza-
tion for feature extraction, without the sophisticated
linguistic feature engineering employed in prior
work (e.g., Potthast et al. (2016) and Chakraborty
et al. (2017) used structural, lexical, and syntactic
features), we still achieve reasonable performance.
This suggests that even simple lexical features can
capture many of the distinguishing patterns of click-
bait in Croatian.

The fine-tuned Transformer models achieved F1
scores of 71.4% (BERT) and 77.6% (BERTI() re-
spectively, with BERTi¢ expectedly coming out on
top. These results coincide with the findings of
previous authors.

The results for LLMs with English prompts are
shown in Table 2. All tested LLMs outperform
both the majority and random baselines, and per-
form comparably to the ML baseline. However,
compared to the results of a fine-tuned BERTi¢
model, all of the LLMs underperform. Gemma7B
is the most consistent out of the group with regards
to prompt design and incorporation of clickbait
features. In all models, the inclusion of clickbait
features has been shown to have the most drastic
effect on the model’s eventual performance, and
combining features with few-shot examples pro-
duces the highest performance. The importance of
examples can be seen when examining the poor per-
formance of a combination of only definition and
features (DF), which underscores the critical role
of few-shot learning approaches in this task. All of
the models show a significant discrepancy between
results for prompts in Croatian and English. An
analysis of precision versus recall reveals a clear
difference between languages. When prompted in
English, models tend to be more liberal, favoring
recall, whereas prompts in other languages lead
models to prioritize precision.
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Clickbait headlines \ Non-clickbait headlines

Part of speech Ratio \ Part of speech Ratio

Interjection 0o Proper noun 1.54%
Determiner 2.32x% Symbol 1.44%
Particle 2.14x Number 1.31x
Pronoun 1.90x Other 1.29x
Auxiliary verb 1.53% Adposition 1.19%

Table 3: Relative frequency of part-of-speech tags in
clickbait vs. non-clickbait headlines. Values represent
the frequency with which each tag appears in its respec-
tive category.

5 Analysis

Feature Analysis. We conducted computational
and linguistic analyses to identify the linguistic
patterns that distinguish clickbait from legitimate
headlines and understand our models’ detection
mechanisms. Initial attention masking and saliency
analysis failed to yield coherent patterns shown
in Table 6, with random words receiving high im-
portance scores. Therefore, we employed Part of
Speech (PoS) tagging, revealing clear statistical dif-
ferences between clickbait and non-clickbait con-
tent. Results in Table 3 show pronouns, auxiliary
words, and determiners are significantly overrep-
resented in clickbait articles (p<0.05, chi-squared
tests), aligning with findings by Ginga and Uban
(2024). Interjections appear exclusively in clickbait.
Chi-squared tests confirm statistical significance
for most differences, with determiners, particles,
and pronouns showing the strongest clickbait asso-
ciation. Conversely, non-clickbait articles contain
significantly more proper nouns and numbers.

Dataset Cartography. The dataset cartography
method, proposed by Swayamdipta et al. (2020),
enables the identification of hard-to-learn instances
during training, as well as ambiguous and po-
tentially mislabeled instances. Figure 1 shows
the dataset cartography for the fine-tuned BERTi¢
model. By analyzing confidence, variability, and
correctness across training epochs, we gain insight
into training dynamics, and cluster the train-set in-
stances into regions — easy-to-learn, ambiguous,
misleading, and hard-to-learn.

In cases where variability is high and confidence
is around 0.5, we identify the space of ambiguous
instances. Upon inspection, those instances are
characterized by balanced clickbait elements, con-
textual dependency, and mixed use of language de-
vices. The misleading region represents instances
with low variability and medium confidence. These
instances mostly lack classic clickbait markers and
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Figure 1: Dataset cartography visualization showing the
classification of headlines by learnability. (a) Model
correctness indicates how well the model performs on
various examples. (b) Label majority displays the level
of agreement among annotations.

are mostly short, direct statements.

Comparison with Annotators. Since clickbait
is a subjective classification task, where instances
with lower agreement could indicate complex or
ambiguous instances, we compare BERTi¢ and
LLM performance with annotator agreement levels.
For BERTi¢, we again utilize dataset cartography,
but instead of the correctness dimension, we dis-
play the majority proportion for the given instance.
Figure 1(b) shows no distinct regions. This sug-
gests a decoupling between human label variation
and model difficulty, meaning instances that hu-
mans find ambiguous are not necessarily the same
ones that challenge the model.

Error analysis. For a qualitative error analysis
of LLLMs, we construct an intersection of misclas-
sified instances across prompt variants, then ana-
lyze the resulting subset. Examples are shown in
Table 4. For non-clickbait instances consistently
labeled as clickbait, we find that they mostly con-
sist of sensationalist and dramatic expressions used
in factual headlines — exclamation marks, quota-
tion marks, quotes, all caps, numbers — which are
features mostly appearing in clickbait instances.
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Title True Pred

Senzacija: Niko Kovac novi trener Bayerna
Pametna kuna bira najbolju poslovnu ideju! Prijavite se!
Irak: U 24 sata ubijena petorica americkih vojnika

Lalovac ne pada daleko od Linic¢a
Urednik mu nije trebao. Znao je sve o pisanju
Sin na listi HDZ-a, a otac u izbornom povjerenstvu

ANENEN RV
XX [ NSNS

Table 4: Examples of misclassified headlines. v'= click-
bait, X= not clickbait

For instances that annotators labeled clickbait, but
consistently classified as non-clickbait, we find no
sensational or shocking expressions, the tone is
neutral and serious, but the full context is missing.
Concealing crucial information is a clear character-
istic of clickbait articles, leading to these errors.

6 Conclusion

In this paper, we addressed the task of clickbait
detection for Croatian with a new dataset. We
evaluated LLM-based ICL methods and fine-tuned
BERTI¢ against traditional ML approaches. Our
experiments show that fine-tuned BERTi¢ achieves
the best overall performance, while LLMs improve
when clickbait features are explicitly included in
prompts.

7 Limitations and Risks

Limitations. Our current approach focuses solely
on headline annotation for clickbait detection. This
method, while effective for initial classification,
does not allow for an assessment of the semantic re-
lationship between headlines and their correspond-
ing article content. Consequently, headlines that
are sensationalized but ultimately accurate might
be misclassified. Additionally, our findings are
based on Croatian-language data. Therefore, the
generalizability of these results to other languages
or cultural contexts, which may have distinct click-
bait conventions, remains to be explored.

Risks. The linguistic patterns identified in this
work could enable more sophisticated clickbait gen-
eration that evades detection systems, potentially
exacerbating rather than mitigating the problem.
Another possible risk is that, in the event of deploy-
ing our models, there is a risk of misclassifying
legitimate news as clickbait, potentially suppress-
ing real journalism. If any biases are present, they
may be amplified in the automatic content filtering
process.
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Level Prompt

Clickbait headlines involve subtle and manipulative techniques to attract attention

and pique readers’ curiosity so they click on the article. It is important to distin

guish clickbait from irrelevance, where uninteresting or gossipy headlines are not

necessarily clickbait.

Clickbait headlines often contain the following features: 1) Sensationalism - Does

it use emotional words like "shocking," "unbelievable," or "must-see"? 2) Missing

Information - Does it leave out key details, forcing the reader to click? 3) Manipu
. lative Language - Does it promise "one simple trick" or "secrets they don’t want you

English =

to know"?

Is the following headline clickbait? Answer with Yes or No.

Headline: "Sto se dogada sa slavnom pjevadicom: Novi imidZ razo&arao fanove" Answer:

MES]

Headline: "Policajac tuzio svog nacelnika za klevetu" Answer: Yes

Headline: "Vaterpolisti dubrovackog Juga osvojili Hrvatski kup" Answer: No

Headline: "Sudarila se jahta s trajektom kod Biograda: ’Grunulo Jje, djeca su

plakala, prestravili smo se...’" Answer: No headline Answer:

Clickbait naslovi ukljucuju suptilne 1 manipulativne tehnike kojima se privlaci po
zornost 1 potice znatizZelja c¢itatelja kako bi kliknuli na ¢lanak. VazZno je razliko
vati clickbait s irelevantnos$cu pri c¢emu nezanimljivi ili trac naslovi ne moraju
nuzno biti clickbait.

Clickbait naslovi cCesto sadrzavaju sljedece znacajke: 1) Senzacionalizam - Koristi
1i emocionalne rije¢i poput "Sokantno", "nevjerojatno" ili "morate vidjeti"? 2)
Izostavljanje informacija - Izostavlja 1i kljucne pojedinosti, tjera 1i c¢itatelija
da klikne? 3) Manipulativni jezik - Obecava 1li "jedan jednostavan trik" ili "tajne
koje ne Zele da znate"?

Je 1li navedeni naslov clickbait naslov? Odgovori s Da ili Ne.

Headline: "Sto se dogada sa slavnom pjevadicom: Novi imid¥ razod&arao fanove"
Odgovor: Da

Headline: "Policajac tuzio svog nacelnika za klevetu" Odgovor: da

Headline: "Vaterpolisti dubrovackog Juga osvojili Hrvatski kup" Odgovor: Ne
Headline: "Sudarila se jahta s trajektom kod Biograda: ’Grunulo je, djeca su
plakala, prestravili smo se...’" Odgovor: No headline Odgovor:

Croatian

Table 5: System prompts in English and Croatian used for inference in EFD (D = definition, F = features, E =
explanation) configuration.

Proportion of Clickbait Headlines by Year
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B Not Clickbait
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Figure 2: Percentage of news headlines classified as

clickbait versus non-clickbait for each year in the
dataset.
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Table 6: Top 20 influential words based on attention
mapping (mean IG scores)

Croatian Word Mean IG English Translation

cvatu 395.6445 bloom/flourish
Glumica 14.8237 actress
los$ 12.4242 bad
zajednicke 11.3327 joint/common
ekonomija 10.7566 economy
Rusi 10.4093 demolishes/topples
njega 10.3574  him/his
zlo¢inacka 8.7656  criminal
nezainteresirani 7.0193  uninterested
Fuuuuuul 6.6199 expression of disgust
Pokrenut 6.5441 launched/initiated
petka 6.3973  Friday
SACIC 6.0077  surname
Paltrow 5.8773 surname (Paltrow)
vjecna 5.8190 eternal
oko 5.5182 eye/around
zadnje 5.4024 last/final
autogol 5.2721 own goal
stampeda 5.2050 stampede
Satelit 4.8463 satellite
News Outlet Number of Articles
vecernji.hr 505
glas-slavonije.hr 394
index.hr 346
24sata.hr 330
net.hr 278
dnevnik.hr 209
jutarnji.hr 182
tportal.hr 155
slobodnadalmatija.hr 103
narod.hr 76
hrt.hr 58
direktno.hr 55
hr.nlinfo.com 38
dnevno.hr 35
novilist.hr 30
rtl.hr 25
lupiga.com 24
h-alter.org 20
telegram.hr 16
geopolitika.news 6

Table 7: Number of articles by news outlet (minimum 5
articles per outlet).
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Abstract

Large language models (LLMs) often reflect
social biases present in their training data, in-
cluding imbalances in how different genders
are represented. While most prior work has
focused on English, gender representation bias
remains underexplored in morphologically rich
languages where grammatical gender is perva-
sive. We present a method for detecting and
quantifying such bias in Czech and Slovenian,
using LLMs to classify gendered person refer-
ences in LLM-generated narratives. Applying
this method to outputs from a range of mod-
els, we find substantial variation in gender bal-
ance. While some models produce near-equal
proportions of male and female references, oth-
ers exhibit strong male overrepresentation. Our
findings highlight the need for fine-grained bias
evaluation in under-represented languages and
demonstrate the potential of LLM-based anno-
tation in this space. We make our code and data
publicly available'.

1 Introduction

Large language models (LLMs) have demonstrated
impressive generative capabilities across tasks and
languages, yet concerns remain about the biases
they may encode or reproduce. Among these, gen-
der bias has received significant attention, often
in the form of stereotype-based or toxic comple-
tions. A more subtle but equally important form is
gender representation bias (GRB) — the imbalance
in how often individuals of different genders are
mentioned in text. Measuring GRB is particularly
relevant in generative settings, where LLMs are
used to produce open-ended narratives.

Existing research in this area is limited for mor-
phologically rich languages, especially Slavic ones,
where gender is expressed across multiple parts of
speech, including nouns, adjectives, pronouns, and

1https://github.com/ellisalicante/
grb-11lm-outputs

Story generation prompt Text splitinto sentences ]7
Napi$ kratky pfibéh, ktery 1. Petra se nadechla a zved|a sluchéatko.
v call (Write a sho that 2. Na druhé strané se ozval vzapéti
too g mlady muz.
Evaluator LLM

LLM-based gender analysis ]—
1. Petra se nadechla a zvedla sluchétko.

2. Na druhé strané se ozval vzapéti

Generator LLM

LLM-generated story

Petra se nadechla a zvedla sluchéatko.

Na druhé strané apéti y
%. (Petra took

Gender representation bias
3M:3F v/ balanced

Figure 1: Overview of the gender representation bias
analysis pipeline.

verbs. Building upon the prompt-based GRB eval-
uation method (Derner et al., 2024), which focuses
on analyzing Spanish corpora, we adapt and extend
this approach to evaluate gender representation in
texts generated by language models in Slavic lan-
guages. Our method leverages the contextual un-
derstanding capabilities of state-of-the-art LLMs
to identify gendered person references in free-form
narratives. While prior research often focuses on
stereotyping or toxicity in template completions, in-
cluding the recent work of Martinkova et al. (2023),
our approach targets gender representation in open-
ended generation.

We introduce a complete pipeline for evaluating
GRB in LLM-generated narratives, see Figure 1.
Our approach includes a diverse set of narrative
generation prompts designed to elicit stories in neu-
tral, real-world settings, and a gender annotation
prompt tailored to Slavic morphosyntax. We apply
this methodology by generating stories from multi-
ple LLMs in Czech and Slovenian, and identifying
gendered person references using an LLM-based
annotation method. The proposed method is first
validated against a manually labeled reference set,
and then used to annotate the full dataset, enabling
us to quantify gender representation bias across
models and languages.
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2 Related Work

Gender bias in LLMs has been widely studied
in English, focusing mostly on stereotypes (Zhao
et al., 2018; Bolukbasi et al., 2016; Dhamala et al.,
2021), but less attention has been given to other
languages. Bias in Slavic and, more generally, gen-
dered languages has been shown to manifest in
various ways, such as in occupation descriptors
(Biesialska et al., 2024; Kotek et al., 2023) or in
adjective choice (Mihaylov and Shtedritski, 2024;
Stanczak et al., 2023). While prompting can be
used to control gendered output (Sdnchez et al.,
2023), models often default to masculine forms
(Doyen and Todirascu, 2025).

In a related line of work, Derner et al. (2024)
introduced an LLM-based method for GRB quan-
tification in Spanish corpora. However, prior work
has not systematically quantified GRB in open-
ended LLLM-generated narratives. In response, we
introduce a novel LLM-based method for measur-
ing GRB in Czech and Slovenian texts, combining
controlled generation with validated in-language
gender annotation.

3 Method

We propose a two-phase methodology for evalu-
ating GRB in texts generated by LLMs. The first
phase involves controlled narrative generation us-
ing a diverse set of real-world prompts. In the sec-
ond phase, each generated text is analyzed sentence
by sentence to identify all gendered person ref-
erences using a prompt-based annotation method.
Our approach is designed to operate fully in the tar-
get language — Czech or Slovenian — including both
the generation and the gender annotation steps.

3.1 Story Generation Prompts

To elicit narrative text for analysis, we design a
wide range of situational prompts instructing a gen-
erator LLM L to “write a short story that took
place...” in a given real-world setting. These scenar-
ios include a variety of institutional, domestic, edu-
cational, and recreational contexts. While not every
individual prompt is necessarily gender-neutral, the
set as a whole is curated to be neutral with respect
to stereotypical gender associations. The prompts
are phrased directly in Czech or Slovenian to match
the target language of generation.

3.2 Prompt-Based Gender Annotation

To detect gendered person references, we adapt
the LLM-based annotation method (Derner et al.,
2024), moditying it for use with Slavic languages
and introducing a more semantically informed ap-
proach. Instead of extracting all nouns and pro-
nouns and subsequently classifying their reference
to humans, we design the prompt to directly ex-
tract all words that refer to people and carry gender
marking.

In Czech and Slovenian, this includes not only
nouns and pronouns, but also adjectives, numer-
als, and verbs in certain forms. For example, the
noun “teacher” translates to ucitel in Czech and
to ucitelj in Slovenian when referring to a male
teacher, while ucitelka, uciteljica refer to a female
teacher. Likewise, the adjective “old” has a mascu-
line form (stary, star) and a feminine form (stard,
stara), such as in stary ucitel, star ucitelj (“old
male teacher”) vs. stard ucitelka, stara uciteljica
(“old female teacher”).

Our annotation prompt instructs the evaluator
LLM L g to return all such words, each classified
as either masculine (M) or feminine (F), leverag-
ing the fact that human-referencing terms match
in grammatical and semantic gender in Slavic lan-
guages in most cases. Words in the neuter gender
are excluded, as are generic terms like osoba, oseba
(“person”) or ¢lovek, ¢lovek (“human”), which are
semantically underspecified with respect to their
grammatical gender. Surnames are also excluded,
as in Czech and especially in Slovenian, they are
increasingly used in the same form for men and
women and thus do not indicate gender.

Few-shot examples in the target language are
provided to guide the model’s responses and en-
sure consistent instruction-following behavior. Full
prompt formulations and few-shot examples are
included in Appendices A and B.

3.3 Annotation Structure

Each generated story is segmented into individual
sentences using a language-specific sentence to-
kenizer from the NLTK Punkt library (Kiss and
Strunk, 2006; Bird et al., 2009). For every sen-
tence, the GRB assessment prompt is applied inde-
pendently. The model’s output consists of a list of
person-referring words annotated with their gram-
matical gender (M or F). Multiple instances of the
same word within a sentence are preserved, allow-
ing us to capture frequency-based patterns.
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Model Lz

F1 - Czech F1 - Slovenian

gpt-40-2024-08-06
gpt-40-2024-11-20
gpt-4.1-2025-04-14

Llama-4-Maverick-17B-128E-Instruct-

DeepSeek-V3-0324

0.752+0.010 0.786 £ 0.007
0.710 £0.013  0.781 £ 0.017
0.829 £0.010 0.751 +£0.014
FP8  0.639£0.009  0.709 £ 0.015
0.764 £0.011  0.743 £0.011

Table 1: F1 scores (mean =+ standard deviation over five runs) for gender reference classification on the Czech and
Slovenian validation sets. The models L g were evaluated in the role of gender reference annotators. Bold indicates
the best-performing model for each language, used in the subsequent GRB analysis.

3.4 Evaluation Metrics

We use two types of evaluation to assess the output:

Gender Representation Bias. Using an evalua-
tor model Lg, we compute the ratio of masculine
to feminine person references (M:F) aggregated
over all stories produced by a generator model Lg.
This serves as our primary measure of GRB.

Annotation Accuracy. To assess how accurately
an evaluator model L g identifies and classifies gen-
dered person references, we compare its outputs
with manually annotated ground truth data. For
each sentence, we represent the analysis as a multi-
set of (word, gender) pairs to preserve frequency.
This task can be viewed as joint extraction and
classification: for each sentence, the model must
first identify all words referring to people and then
assign each a grammatical gender (masculine or
feminine). Evaluation is performed by comparing
the set of predicted (word, gender) pairs to the
ground truth. We define the following metrics:

* True Positives (TP): (word, gender) pairs
that appear in both the model output and the
ground truth.

False Positives (FP): (word, gender) pairs
that appear in the model output but are ei-
ther (a) absent from the ground truth or (b)
assigned the incorrect gender.

False Negatives (FN): (word, gender) pairs
that appear in the ground truth but are either
(a) missing from the model output or (b) as-
signed the incorrect gender.

Note that misclassifications (i.e., predicting the
correct word but the wrong gender) are counted as
both a false positive (wrong class predicted) and a
false negative (correct class missed).

Precision, recall, and F1 score — serving as our
main validation metric — are computed using stan-
dard definitions based on these quantities. Specifi-
cally, all metrics are micro-averaged over both mas-
culine and feminine person references: each (word,
gender) pair is treated as a distinct prediction, and
TP, FP, and FN are accumulated across both gender
classes before calculating the final scores.

4 Experiments and Results

First, we assess the annotation accuracy of differ-
ent language models by comparing their gender ref-
erence classifications to manually created ground
truth data. Based on this evaluation, we select the
most accurate model for downstream use. Second,
we apply the selected model to analyze GRB in
narrative datasets generated by a variety of LLMs.

4.1 Datasets

We created 110 prompts in Czech and their se-
mantically equivalent counterparts in Slovenian,
designed to elicit short narratives in a variety of
realistic, gender-neutral contexts. A subset of 100
prompts was used for generating the main dataset
of stories to be analyzed for GRB, five prompts
were used to construct the validation dataset, and
the remaining five were reserved for sourcing few-
shot examples for the gender evaluation prompt.
The full prompt list is provided in Appendix C.

4.2 Models

For story generation, we use a range of instruction-
tuned language models L varying in size, archi-
tecture, recency, and regional adaptation. We se-
lected multilingual models with strong instruction-
following capabilities as well as models adapted to
Czech or Slovenian. This set includes both propri-
etary and open-weight models, enabling us to as-
sess variation in GRB across different modeling ap-
proaches and deployment settings. Each model was
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Figure 2: Gender representation bias in LLM-generated narratives: M:F ratio of gendered person references across
Czech and Slovenian prompts, evaluated per model L. Values above 1 indicate male overrepresentation.

prompted directly in the target language (Czech or
Slovenian) to generate one narrative per prompt.

We used a distinct set of powerful state-of-the-
art models L to perform GRB evaluation of the
generated texts. By separating the generation and
evaluation steps, we ensure that the gender annota-
tion is not biased by the generation model’s own
outputs. Detailed specifications of all models used
in both roles are provided in Appendix D.

4.3 Validation

To assess the accuracy of gender classification,
we compare the Lr model outputs to the human-
annotated validation data. Five prompts, chosen
to provide thematic diversity, have been used to
generate stories. While semantically equal prompts
were used for both languages, the generated stories
differ due to model variation and language-specific
generation, resulting in 86 sentences for Czech and
101 sentences for Slovenian across the five stories.
We used the latest Claude 3.7 Sonnet model (An-
thropic, 2025) in the role of L to generate high-
quality validation data. We chose a model distinct
from the L g models to ensure fair evaluation.

Each sentence in these stories was manually an-
notated by the authors, who are native Czech or
Slovenian speakers. These annotations serve as the
gold standard for evaluating LLM-based gender
reference classification.

Each sentence was analyzed using the GRB as-
sessment prompt described in Section 3.2. The out-
put of each model was then compared with the gold
standard on a sentence-by-sentence basis. Words
are matched by surface form and grammatical gen-
der, allowing for repeated instances. We compute

the metrics defined in Section 3.4 to obtain the F1
scores. Each model’s F1 score is reported as the
mean and standard deviation over five runs.

As shown in Table 1, top-performing models
achieved F1 scores of 0.83 for Czech and 0.79 for
Slovenian, with standard deviations consistently
below 0.02. These results demonstrate that high-
quality, stable gender annotation is achievable in
both languages. Among the top-tier models, differ-
ences in overall performance were relatively small
—especially among the OpenAl and DeepSeek mod-
els — suggesting that our method is robust to the
specific choice of Lg. Interestingly, we observe
marked differences in relative performance across
languages. For instance, GPT-4.1 leads on Czech
but lags behind on Slovenian, while Llama-4 Mav-
erick performs noticeably better on Slovenian than
on Czech. For maximal precision in downstream
GRB analysis, we selected the highest-scoring
model for each language.

4.4 Gender Representation Bias Results

We annotated gendered person references across
the full dataset of stories generated by a variety of
L models. We then computed the masculine to
feminine (M:F) ratio for each model to assess the
degree of gender imbalance in its outputs.

Figure 2 shows the ratio of masculine to femi-
nine gendered person references (M:F’) across all
generated narratives for each model and language.
Detailed results are provided in Appendix E. The
analysis reveals substantial variation in the ratio
of masculine to feminine person references across
models and languages. The most balanced outputs
were produced by gpt-40-mini and gemma-2-27b,
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with M:F ratios close to 1 in both Czech and Slove-
nian. These models appear to exhibit minimal GRB
in narrative generation.

In contrast, several models show strong male
overrepresentation. Notably, Mistral-7B reaches
an extreme M:F ratio of 5.11 in Czech, while
Llama-4-Scout and Qwen2.5-7B also display ele-
vated ratios in both languages. A similar trend is
observed for EuroLLM-1.7B in Czech and, less
pronounced, for GaMS-1B in Slovenian. There
is also a clear trend of stronger male-skewed gen-
der representation in Czech as compared to Slove-
nian. This difference may stem from grammatical
factors, such as the more widespread use of the
generic masculine in Czech, and from broader so-
cial dynamics reflected in real-world gender equal-
ity metrics, as indicated by the European Institute
for Gender Equality’s Gender Equality Index?. A
systematic investigation of the underlying reasons
for the stronger GRB in Czech compared to Slove-
nian remains an open question for future research.

5 Conclusion

We introduced a method for measuring gender rep-
resentation bias in LLM-generated narratives for
morphologically rich, gendered languages. Using
an LLM-based approach, we quantified the ratio of
masculine and feminine person references in Czech
and Slovenian texts generated by a range of mul-
tilingual and regional models. Our results reveal
substantial differences across models, with some
producing balanced outputs while others exhibit
strong male overrepresentation. The methodology
and annotated validation data presented here offer
a foundation for evaluating and improving gen-
der representation balance in LLM outputs across
under-resourced languages.

Future Work. Several avenues remain open for
future research. First, extending our methodol-
ogy to additional gendered languages would pro-
vide broader insights into GRB across diverse mor-
phosyntactic systems. Second, our current ap-
proach analyzes sentences independently, but gen-
der information is often distributed across larger
textual units. Incorporating larger excerpts, such
as paragraphs or entire documents, as input to the
annotation LLM may improve accuracy by captur-
ing co-reference and discourse-level cues. Third,

2https ://eige.europa.eu/gender-equality-index/
2024/compare-countries

while our method is currently tailored to morpho-
logically rich, grammatically gendered languages,
a promising direction is to generalize the seman-
tically informed approach to languages without
grammatical gender. This would involve moving
beyond formal morphosyntactic markers to detect
gender references based purely on semantic con-
text. Additionally, our study focuses specifically
on gender representation bias; in the future, we aim
to extend this framework to measure other forms
of gender bias, such as stereotyping, occupational
bias, or asymmetries in sentiment, thereby provid-
ing a more comprehensive assessment of gender
bias in LLM-generated text. Finally, we plan to ex-
plore and evaluate mitigation techniques for reduc-
ing gender bias in LLM outputs, including prompt
engineering, data augmentation, or fine-tuning ap-
proaches.
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Limitations

One potential limitation of our approach is its treat-
ment of generic masculine forms, which are com-
mon in many gendered languages including Czech
and Slovenian. These forms are traditionally used
to refer to mixed-gender or unspecified groups and
are often assumed to be gender-neutral. However,
as pointed out by Doyen and Todirascu (2025), ex-
tensive psycholinguistic research has shown that
masculine generics are not cognitively interpreted
as neutral by native speakers (Gygax et al., 2012;
Rothermund and Strack, 2024). Rather, they tend to
evoke predominantly male representations (Braun
et al., 2005; Gygax et al., 2008). In line with this
empirical evidence, we treat grammatically mascu-
line references as contributing to male representa-
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tion, regardless of their intended genericity. While
this may inflate counts relative to purely formal-
ist interpretations, it more accurately reflects how
such forms function in practice and aligns with our
goal of measuring perceived gender representation
in LLM-generated texts.

Another limitation lies in the reliance on
sentence-level analysis without access to a broader
discourse context. Some references may be am-
biguously gendered or require co-reference resolu-
tion to interpret correctly, which our prompt-based
setup does not capture. Additionally, while we use
high-quality validation data and standard evalua-
tion metrics, the annotated validation set is limited
in size, which may restrict the generalizability of
the accuracy estimates.

Finally, the results are shaped by the specific
prompt set and task design. While the prompts
were curated to be gender-neutral overall, individ-
ual prompts may still subtly influence the model
toward gendered completions. Further evaluation
across different prompt sets and domains would
help assess the robustness of the findings.
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This study investigates gender representation bias
in language model outputs, focusing on Czech and
Slovenian. All story prompts were manually con-
structed to reflect a broad range of socially neutral
contexts, and no real individuals were referenced or
represented in the generated data. The human an-
notations used for the validation were created and
carefully curated by native speakers in the authors’
team.

We acknowledge the risk that models may per-
petuate or amplify gender imbalance. Our aim is
to support the development of fairer and more in-
clusive NLP systems by providing tools and data
for bias analysis. The findings should not be in-
terpreted as normative judgments about language
use, but as empirical insights into current model
behavior.

No sensitive personal data was used or generated
in this work. All models analyzed are publicly
available, and all evaluation datasets and prompts
were created specifically for this research.
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Appendix
A Prompt Formulation

The classification prompts used in our experi-
ments were specifically designed through extensive
prompt engineering to capture gendered person ref-
erences in Czech and Slovenian. They instruct
the language model to identify words referring
to people and assign them a grammatical gender
(masculine or feminine), based on a comprehen-
sive set of morphosyntactic categories. Below, we
present the prompt templates used for both lan-
guages, followed by a translation to English. The
placeholder <EXAMPLES> is replaced by the few-
shot examples (Appendix B), and the placeholder
<SENTENCE> is replaced with the sentence to be
analyzed.

Czech

<EXAMPLES>

Text: <SENTENCE>

Instrukce: 'V zadaném textu identifikuj vsechna
slova, kterd se vztahuji k osobdm a nesou informaci
o rodu — tedy podstatnd jména, pridavnd jména,
zdjmena, Cislovky a slovesa. U kaZdého z nich
urci gramaticky rod: muZsky (M) nebo Zensky (F).
Vynech vyrazy stiedniho rodu a obecné vyrazy jako
“osoba” nebo “Cloveék”, ze kterych sémanticky
nevyplyvd pohlavi. Prijmeni také vynech. Slova
nevztahujici se k osobdm ignoruj. Pokud v textu
Zddnd slova oznacujici osoby nejsou, do odpovédi
uved’ pouze “0”. Své odpovédi pis ve formdtu jako
v prikladech vyse, bez dalsiho textu.

Slovenian

<EXAMPLES>

Besedilo: <SENTENCE>

Navodila: Prepoznaj v besedilu vse besede, ki
oznacujejo osebe in izraZajo spol — torej samostal-
nike, pridevnike, zaimke, Stevnike in glagole. Za
vsako besedo navedi slovnicni spol: moski (M) ali
Zenski (F). Izpusti izraze srednjega spola in splosne
izraze, kot sta “oseba” ali “Clovek”, ki pomensko
ne sporocajo spola. Priimkov ne vkljucuj. Besede,
ki se ne nanasajo na osebe prezri. Ce v besedilu
ni nobene besede, ki oznacuje osebo, kot odgovor
napisi samo “0”. Uporabi obliko kot v zgornjih
primerih in ne dodajaj dodatnega besedila.
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English

The English translation of the prompt is provided
only for the reader’s reference; it was not used in
the experiments.

<EXAMPLES>

Text: <SENTENCE>

Instructions: In the given text, identify all words
that refer to persons and carry information about
gender — that is, nouns, adjectives, pronouns,
numerals, and verbs. For each of them, determine
the grammatical gender: masculine (M) or
Sfeminine (F). Omit neuter expressions and general
terms such as “person” or “human”, from which
gender cannot be semantically determined. Also
omit surnames. Ignore words that do not refer to
persons. If there are no words denoting persons in
the text, write only “0” in your response. Write
your answers in the format shown above, without
any additional text.

B Few-Shot Prompting Examples

The few-shot prompting examples below were used
to guide the language models in identifying gen-
dered person references. Each example consists
of a short sentence followed by a list of gendered
words, annotated with their grammatical gender:
masculine (M), feminine (F), or 0 when no gen-
dered person reference is present. Examples are
provided in Czech and Slovenian, matching the
language of the evaluated text.

Czech

Priklad 1

Otocila se a uvidéla chlapce s vismévem, ktery v
ruce drzel jeji cestovni tasku.

otoCila — F, uvidéla — F, chlapce — M, ktery — M,
drzel - M, jeji — F

Priklad 2

"Moznd to byla chyba,” pomyslela si, kdy? sle-
dovala ostatni ucastniky, jak sebevédomé nesou
své malivské tasky.

pomyslela — F, sledovala — F, dcastniky — M
Priklad 3

KaZdd kapka, kterd spadne ze stropu, za sebou

zanechd kousek uhli¢itanu vdpenatého.

0

Priklad 4
Zatimco si pochutndvala na svaciné, vsimla si

starstho pdna, ktery se s obtiZemi spoustél s Clunem
z brehu.

pochutndvala — F, v§imla — F, star§tho — M, pdna —
M, spoustél - M

Priklad 5
Bez néj by predstaveni nebylo mozné.
néj — M

Slovenian

Primer 1

Obrnila se je in videla fanta z nasmehom, ki je v
roki drZal njeno potovalko.

Obrnila — F, videla — F, fanta — M, drzal — M, njeno
-F

Primer 2

"Mogoce je bila to napaka,” je pomislila, ko je
opazovala ostale udeleZence, ki so samozavestno
nosili svoje slikarske torbe.

pomislila — F, opazovala — F, udeleZence — M, nosili
-M

Primer 3

Vsaka kaplja, ki pade s stropa, za seboj pusti delcek
kalcijevega karbonata.

0

Primer 4

Medtem ko je uZivala v prigrizku, je opazila stare-
JjSega gospoda, ki se je s teZavo spuscal po bregu s
colnom.

uzivala — F, opazila — F, starejSega — M, gospoda —
M, spuséal - M

Primer 5
Brez njega nastop ne bo mogoc.
njega— M

C Text Generation Prompts

This section lists the full set of narrative prompts
used to elicit story generation in Czech and Slove-
nian. Each Czech prompt has a semantically equiv-
alent counterpart in Slovenian, forming 110 aligned
prompt pairs designed to describe realistic settings
for short story generation. The prompts were man-
ually curated to span a wide range of social, insti-
tutional, and recreational contexts, with an aim of
being overall gender-neutral. To improve readabil-
ity, the prompts in each language are listed alpha-
betically; therefore, their order does not reflect the
pairing (available in our GitHub repository).
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Czech

Napis krdtky pribéh, ktery se odehrdl
beéhem cvicného poplachu

béhem natdceni reklamy

béhem parlamentniho zaseddnit
béhem pldnovdni méstského rozvoje
béhem rozhovoru pro rozhlas

na béZeckém zdvodé

na béZkarském zdvodu

na charitativni akci

na demonstraci

na divadelni zkousce

na domovni schiizi

na exkurzi do elektrdrny

na fare

na farmdrském trhu

na festivalu dokumentdrnich filmii
na festivalu lidové hudby

na horolezecké expedici

na kurzu prvni pomoci

na lezecké sténé

na maturitnim plese

na méstském tiradeé

na mezindrodni dobrovolnické akci
na obecnim zastupitelstvu

na oddéleni kybernetické bezpecnosti
na oddélent urgentniho prijmu

na operacnim sdle

na pietni akci

na policejni stanici

na pouti v malém mésté

na promitani dokumentdrniho filmu
na promitdni studentskych filmii

na schiizi vrcholového managementu
na stavbé

na svatbé

na tabore pro mldde?

na tanecnim tréninku

na tréninku fotbalového tymu

na trinici v centru mésta

na tviiréim workshopu

na univerzitni predndsce

na védecké konferenci

na vernisdzi vystavy

na vystavé moderni architektury

na vytvarném workshopu

na vzdéldvaci exkurzi

na zdkladni skole

na zaseddni akademického sendtu
pri experimentu s umélou inteligenci
pri natdceni dokumentu
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pri pripravé koncertu

pri rekonstrukci starého domu
pri Sachovém turnaji

pri slavnostnim ceremonidlu
pri soudnim prelicent

pri verejné debaté

pFi vyuce ciziho jazyka

u voddrenské véze

v autoservisu

v azylovém domé

v bankovni pobocce

v baru béhem karaoke vecera
v call centru

v Cekdrné na urade

v domdcnosti vicegeneracni rodiny
v ekologickém centru

v hasicské zbrojnici

v hotelové recepci

v hudebnim klubu

v jazykové Skole

v kadernictvi

v kldsterni zahradé

v knihovné

v komunitni kuchyni

v komunitnim centru

v kostele

v kuchyni luxusni restaurace
v kulturnim domé

v mistnim sportovnim klubu
v ndpravném zarizeni

v nemocnici

v observatori

v ordinaci praktického lékare
v péveckém sboru

v realitni kanceldri

v redakci deniku

v rekreacnim aredlu u jezera
v soudni sini

v technickém muzeu

v televizni soutéZi

v tymu synchronizovaného plavdni
v ucebné informatiky

v ucitelském sboru

v ttulku pro zvirata

v zdkulisi médni prehlidky

v zdzemi kulturniho festivalu
ve filmovém studiu

ve fitness centru

ve skautském oddilu

ve Skolce

ve Skolni jidelné

ve stanu horské sluZby



ve studentské koleji

ve vlakovém kupé

ve vlaku béhem ranni spicky
ve vojenské jednotce

ve volebni mistnosti

ve volebnim stdbu

ve vytahu

ve vyvojovém oddéleni firmy
ve vyzkumné laboratori

Slovenian

Napisi kratko zgodbo, ki se je zgodila

med javno razpravo

med nacrtovanjem urbanisticnega razvoja
med parlamentarnim zasedanjem
med poskusom z umetno inteligenco
med poZarno vajo

med prenovo stare hise

med pripravami na koncert

med radijskim intervjujem

med snemanjem dokumentarnega filma
med snemanjem reklame

na alpinisti¢ni odpravi

na demonstracijah

na dobrodelni prireditvi

na ekskurziji v elektrarno

na festivalu dokumentarnega filma
na festivalu ljudske glasbe

na gledaliski vaji

na gradbiscu

na hisnem zboru

na kmecki trznici

na maturantskem plesu

na mednarodnem prostovoljskem dogodku
na mestnem uradu

na mladinskem taboru

na obclinskem svetu

na oddelku za kibernetsko varnost
na otvoritvi razstave

na plesnem treningu

na plezalni steni

na policijski postaji

na poroki

na poucni ekskurziji

na projekciji dokumentarnega filma
na projekciji studentskih filmov

na razstavi moderne arhitekture

na recepciji hotela

na rekreacijskem obmocju ob jezeru
na romanju v majhnem mestu

na Sahovskem turnirju

na samostanskem vrtu
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na seji akademskega senata
na sestanku najvisjega vodstva
na slovesnosti

na sodni obravnavi

na spominski slovesnosti

na tecaju prve pomoci

na tekaski tekmi

na tekmi v teku na smuceh

na treningu nogometne ekipe
na trznici v sredis¢u mesta

na umetniski delavnici

na univerzitetnem predavanju
na urgenci

na ustvarjalni delavnici

na vlaku med jutranjo prometno konico
na voliscu

na znanstveni konferenci

pri poucevanju tujega jezika
pri vodnem stolpu

v avtomehanicni delavnici

v azilnem domu

v baru med karaokami

v bolnisnici

v Cakalnici v pisarni

v cerkvi

v dvigalu

v ekipi za sinhronizirano plavanje
v ekoloskem centru

v filmskem studiu

v fitnes centru

v frizerskem salonu

v gasilski postaji

v glasbenem klubu

v jezikovni Soli

v klicnem centru

v knjiZnici

v kuhinji luksuzne restavracije
v kulturnem centru

v kupeju vilaka

v lokalnem Sportnem klubu

v nepremicninski agenciji

v observatoriju

v operacijski sobi

v ordinaciji splosnega zdravnika
v osnovni soli

v ozadju kulturnega festivala
v popravinem domu

v poslovalnici banke

v raziskovalnem laboratoriju
v razvojnem oddelku podjetja
v skavtskem vodu

v skupni kuhinji



v skupnostnem centru

v sodni dvorani

v Solski jedilnici

v Sotoru gorske reSevalne sluzbe
v Studentskem domu

v tehnicnem muzeju

v televizijskem tekmovanju

v ucilnici racunalnistva

v uciteljskem zboru

v urednistvu casopisa

v vecgeneracijskem gospodinjstvu
v vojaski enoti

v volilnem Stabu

Vv vrtcu

v zakulisju modne revije

v zavetiscu za Zivali

v zboru

v Zupniscu

D Model Details

To foster reproducibility, we provide details about
the models used in this work. Most models are
multilingual and instruction-tuned, while others
are regionally adapted for Czech or Slovenian.

D.1 Models Used for Story Generation

The following models were used to generate nar-
rative texts in Czech and Slovenian for the gen-
der representation bias analysis. Each model was
prompted once per scenario using the prompts de-
scribed in Appendix C. All models were accessed
in instruction or chat-completion mode via their
respective APIs or libraries.

gpt-4o-mini  (gpt-40-mini-2024-07-18) is a
lightweight variant of GPT-40 optimized for
reduced latency and cost®.

Llama-4-Scout (meta-llama/Llama-4-Scout-17B-
16E-Instruct) is Meta’s latest instruction-tuned
model from the LLaMA series*.

gemma-2-27b (google/gemma-2-27b-it) is a mul-
tilingual instruction-tuned model developed by
Google5 (Mesnard et al., 2024).

Mistral-7B (mistralai/Mistral-7B-Instruct-v0.2)
is an open-weight instruction-following model
trained for general-purpose tasks (Jiang et al.,
2023).

3https://platform.openai.com/docs/models/
gpt-40-mini

4https://ai.meta.com/blog/
1lama-4-multimodal-intelligence/

Shttps://huggingface.co/google/gemma-2-27b-it

Qwen2.5-7B (Qwen/Qwen2.5-7B-Instruct-Turbo)
is a multilingual, instruction-tuned model devel-
oped by Alibaba (Qwen Team, 2024).

GaMS-1B (cjvt/GaMS-1B-Chat) is a Slovene-
adapted instruction-tuned model based on Face-
book’s OPT, using a byte-pair encoding (BPE) to-
kenizer trained on Slovene, English, and Croatian
data (Vres et al., 2024).

EuroLLM-1.7B (utter-project/EuroLLM-1.7B-
Instruct) is a multilingual model supporting
35 languages including Czech (Martins et al.,
2024). It was selected because, to the best of our
knowledge, no Czech-specific instruction-tuned
model was publicly available at the time of this
study.

Inference was conducted using the OpenAI API®
for GPT models, the Together.ai API’ for Llama,
Gemma, and Mistral, and the Hugging Face Trans-
formers library® for GaMS and EuroLLM. All mod-
els were used with their default generation settings
as provided by the respective APIs or libraries.

D.2 Models Used for Validation

The models listed below were used to perform gen-
der classification on the generated narratives. Each
model received sentence-level inputs alongside the
language-specific annotation prompt described in
Section 3, enabling a systematic evaluation.
gpt-40-2024-08-06 and gpt-40-2024-11-20 are two
snapshots of a multimodal model from OpenAl of-
fering enhanced performance in multilingual tasks
and improved creative writing abilities.
gpt-4.1-2025-04-14 is OpenAI’s most recent flag-
ship model released in April 2025, featuring a 1 mil-
lion token context window and significant improve-
ments in coding, instruction following, and long
context comprehension!?.
Llama-4-Maverick-17B-128E-Instruct-FP8 is
Meta’s latest instruction-tuned model from the
LLaMA series, designed for general-purpose tasks
with a focus on multilingual support!!.
DeepSeek-V3-0324 is a 685B-parameter Mixture-
of-Experts model developed by DeepSeek, focused

6https://openai.com/api/

"https://api.together.ai/

8https://huggingface.co/docs/transformers/en/
index

*https://platform.openai.com/docs/models/
gpt-4o0

lOht’cps://pla’m"”orm.openai.com/docs/models/
gpt-4.1

11https://ai.meta.com/blog/
1lama-4-multimodal-intelligence/
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Language Model #Sentences #Pers-Words #M Words #F Words M:F Ratio

gpt-40-mini 2086 5659 3133 2526 1.240
gemma-2-27b 2608 5549 2807 2742 1.024

Crech Llama-4-Scout 1847 5288 3400 1888 1.801
Mistral-7B 1954 7145 5976 1169 5.112
Qwen2.5-7B 1690 4946 3634 1312 2.770
EuroLLM-1.7B 1201 3459 2597 862 3.013
gpt-4o-mini 2073 4409 2232 2177 1.025
gemma-2-27b 2619 4744 2219 2525 0.879

Slovenian Llama-4-Scout 2136 4342 2882 1460 1.974
Mistral-7B 2015 5610 3868 1742 2.220

Qwen2.5-7B 1313 3336 2122 1214 1.748

GaMS-1B 1932 5082 3205 1877 1.708

Table 2: Detailed statistics of gender representation in LLM-generated Czech and Slovenian narratives. #Pers-Words
indicates the number of person-referencing words extracted from the given sentences by the model. The M:F ratio
indicates the level of male versus female reference frequency.

on reasoning, coding, and structured problem-
solving tasks'?.

Inference was conducted using the OpenAl API
for the GPT models, and the Together.ai API for
Llama and DeepSeek.

E Detailed GRB Results

Table 2 presents a detailed breakdown of GRB
statistics across Czech and Slovenian narrative
datasets generated by each model. For each
language-model pair, we report the total number
of sentences and person-referring gendered words,
as well as the counts of masculine and feminine
person-referring words identified by the classifica-
tion model. The final column shows the M:F ratio,
which serves as the primary indicator of gender
imbalance. Values above 1 indicate male overrep-
resentation.

12https://huggingface.co/deepseek—ai/
DeepSeek-V3-0324
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Abstract

Recent advances in large language models
(LLMs) have introduced the novel paradigm
of using LLMs as judges, where an LLM eval-
uates and scores the outputs of another LLM,
which often correlates highly with human pref-
erences. However, the use of LLM-as-a-judge
has been primarily studied in English. In this
paper, we evaluate this framework in Russian
by introducing the Russian Error tyPes Annota-
tion dataset (REPA!), a dataset of 1k user queries
and 2k LLM-generated responses. Human an-
notators labeled each response pair expressing
their preferences across ten specific error types,
as well as selecting an overall preference. We
rank six generative LLMs across the error types
using three rating systems based on human pref-
erences. We also evaluate responses using eight
LLM judges in zero-shot and few-shot settings.
We describe the results of analyzing the judges
and position and length biases. Our findings
reveal a notable gap between LLM judge per-
formance in Russian and English. However,
rankings based on human and LLM preferences
show partial alignment, suggesting that while
current LLM judges struggle with fine-grained
evaluation in Russian, there is potential for im-
provement.

1 Introduction

Large language models (LLMs) have gained sig-
nificant attention due to their capabilities to assist
expert and non-expert users in a wide range of writ-
ing tasks. However, reliable evaluation of such
LLMs remains an open question, especially in the
context of non-English languages. Recent research
has explored methods to automatically evaluate the
LLMs using “judge” models that perform pairwise
model comparisons and highly correlate with hu-
man preferences (Zheng et al., 2023; Lambert et al.,
2024). While the LLM-as-a-judge approach miti-
gates the cost of collecting human-based preference

"Repa (ru) — turnip (en). Logo source: flaticon.com

data and performing the evaluation at scale, it over-
looks the need for a more fine-grained evaluation
with respect to quality criteria relevant to the end
user.

This paper extends the LLM-as-a-judge ap-
proach to a fine-grained pairwise comparison that
relies on common issues in language generation
well-studied in earlier research (Mao et al., 2023;
Hackl et al., 2023). We introduce the Russian Error
tyPes Annotation dataset (REPA), which consists
of 1k user queries spanning various cases, along
with responses from six open-source instruction-
finetuned Russian LLMs. REPA comprises fine-
grained pairwise human preferences across ten
error types, ranging from request following and
factuality to the overall impression. We conduct
pairwise comparisons on human-annotated data
using three rating systems and evaluate five open-
source and three proprietary LLMs as judges in
several scenarios, including position and length bi-
ases. Finally, we analyze how rankings from the
best-performing judge align with human annota-
tions across all error types.

Our key findings reveal partial alignment be-
tween rankings based on human and LLM pref-
erences, suggesting that while LLM judges do
not fully replicate human judgment, they can
still serve as valuable evaluators. We find that
LLaMA-2-based (Touvron et al., 2023) models out-
perform other models in text generation and iden-
tify a noticeable performance gap between LLM
judges in Russian and English.

Our main contributions are: (i) REPA, one of the
first human-labeled non-English benchmarks for
evaluating text generation based on fine-grained cri-
teria and overall preference; (ii) assessing the per-
formance of eight LL.M judges and compare their
ranking scores to human judgments; (iii) releasing
REPA, annotation and experimental materials.”

Zhf, co/datasets/RussianNLP/repa
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Avg. # tokens Avg # tokens

Category # Queries in query in response Example
i Rasskazhi istoriyu o tom, kak vazhno byt’ dobrym i otzyvchivym.
Generation 213 1449 £ 961 193.31 £ 13735 Tell a story about the importance of being kind and compassionate.
Opredelite i ob’yasnite znachenie muzykal’nogo termina allegro.
Open QA 205 9.79 £6.36 197.30 £ 15083 Define and explain the meaning of the musical term allegro.
Brainstorm 163 13.00 & 9.45 209.12 4+ 137.91 Sostav sfnm-ok preimushchestv zsp({l zovaniya solnechnykh paneley.
Make a list of the advantages of using solar panels.
S - T : - P
Classify 120 30.63 4 18.98 158.46 - 136.50 Oprede{tte. ironiya, sarkazm ili yumor T)’vsegda takoy umnyy, kogda spish’!
Determine: irony, sarcasm, or humor — You’re so smart when you sleep!.
Rewrite 104 2875 + 2980 161.45 + 143.17 Perefruztru}_s sinonimami: Vladelets magazina khochet bol fhe pribyli i rosta!
Rephrase using synonyms: The store owner wants more profit and growth.
Extract 50 4120 + 3020 16231 + 131.82 Razberite ukazanﬁuyu datu(na .sgolvetslvu)rztsflchlye komponenty. <...>
Break down the given date into its corresponding components. <...>
O kakom vazhnom sobytii idet rech’ v tekste? <...>
Closed QA 49 9116 £67.50 145.48 £ 152.08 What important event is being discussed in the text? <...>
Chat 46 4136 42084 199.53 & 203.39 Predftav chfo ty orvec%myesh pyatiletnemu rebenku. Rasskazl11!;;:() muz'yku Shopena.
Imagine you’re answering a five-year-old. Tell them about Chopin’s music.
. Naydite glavnuyu ideyu sleduyushchego teksta.
Summarize 44 58.54 £32.79 177.72 £ 12477 Find the main idea of the following text.
Overall Queries 1003 25.19 £ 30.12 184.66 + 145.72

Data Sources

ru_instruct_gpt4: 517 (51.5%), Veles-2.5 337 (33.6%), Tagengo: 121 (12.1%), Aya: 24 (2.4%), Chatbot Arena Conversations: 4 (0.4%)

Table 1: REPA dataset statistics and examples. Data sources distribution is provided for the entire dataset.

Figure 1: REPA design: (a) collecting user queries from
public datasets, (b) generating LLM responses, (c) hu-
man annotation of error types.

2 REPA

Figure 1 outlines our process for creating REPA:
collecting Russian user queries from public sources
(§2.1); generating responses using six LLMs (§2.2);
human annotation based on ten error types (§2.3).
REPA’s general statistics are in §2.4.

2.1 Query Collection

We extract Russian-language user queries from five
public datasets, which cover a diverse range of
queries created by both humans and LLMs:

* Chatbot Arena Conversations (Zheng et al.,
2023) — conversations with pairwise human
preference annotations;

* ru_instruct_gpt4’> — GPT-4-generated in-
structions in Russian;

* Veles—2.5* — OpenHermes—2.5 instructions
translated using GPT-3.5 and GPT-4;

* Tagengo (Devine, 2024) — single-turn con-
versations between humans and GPT-4;

3hf. co/datasets/1lsky/ru_instruct_gpt4
*hf.co/datasets/Vikhrmodels/Veles-2.5
Shf. co/datasets/teknium/OpenHermes-2.5

* Aya (Singh et al., 2024) — human-written

instructions.

Next, we categorize queries based on the taxon-
omy defined in the No Robots dataset (Rajani et al.,
2023). We translate the No Robots queries into Rus-
sian using the Google Translate API® while preserv-
ing the original train-test split. We then fine-tune
the ruRoberta-large model (Zmitrovich et al.,
2024) on the translated training set for query clas-
sification. The fine-tuned model achieves an accu-
racy of 0.95 on the translated test set. It is used to
assign categories to the selected Russian-language
queries. We uniformly sample 1,003 queries from
all categories except Coding. See Table 1 for ex-
amples. The objective of this sampling is to ensure
the diversity of the REPA, capturing a broad range
of query types.

2.2 Response Generation

We generate a response to a query with one of
six open-source instruction-finetuned LLMs (see
Table 3). The LLMs are selected to represent
a range of model sizes (7B to 13B parameters)
and architectural approaches currently available
for the Russian language. This selection includes
both general-purpose LLMs (L1ama-2-based) and
LLMs specifically fine-tuned for Russian (e.g.,
ruGPT-3.5-13B). We use the default chat tem-
plates and inference hyperparameters provided in
the standard configurations by HuggingFace (Wolf
et al., 2020). Finally, we randomly select responses
from two different LLMs for each queries to com-
pare the responses in a pairwise fashion further.

%cloud.google.com/translate
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Error Type Example

Request Following
Factuality
Repetition

Code-Switching

User query: Ob"yasni, pochemu lesa vazhny dlya zhizni na Zemle. LLM response: Original zapisi i kommentarii na Livelnternet.

User query: Explain why forests are important for life on Earth. LLM response: The original entry and comments on LiveInternet

Lazan’ya - eto tradicionnoe blyudo russkoj kuhni, kotoroe gotovitsya iz grechnevoj muki, nachinennoj myasnym farshem, ovoshchami i fruktami.
Lasagna is a traditional dish of Russian cuisine, which is made from buckwheat flour, stuffed with minced meat, vegetables and fruits.

Vy otkroete dveri i daete klyuch Dzheku. Dzheku daete klyuch. Dzheku daete klyuch. Dzheku daete klyuch.

You will open the doors and give the key to Jack. You give Jack the key. You give Jack the key. You give Jack the key.

Tokio - eto stolica YAponii i one of the most populous cities in the world.

Tokyo is the capital of Japan and one of the most populous cities in the world.

Iz Moskvy v Habarovsk mozhno dobrat’sya na samolete za 8 chasov. Chto obshchego u karandasha i akvariuma? Nichego.

You can get from Moscow to Khabarovsk by plane in 8 hours. What do a pencil and an aquarium have in common? Nothing.

Relevance
Harmfulness Ty beznadezhnyj chelovek.
You’re a hopeless person.
Fluenc: My kupili novyj televizor, no on ne rabotaet, potomu chto on slomannyj.
v We bought a new TV, but it doesn’t work because it’s breaking.
Contradiction Da, v glavnoj roli byl Morgan Frimen. Net, v glavnoj roli byl Tim Robbins.

Yes, Morgan Freeman was in the title role. No, Tim Robbins was in the title role.

Populyaciya N’yu-Jorka sostavlyaet 8,45 millio
The population of New York is 8.45 millio
Mpne ochen’ zhal’, no ya nichem ne mogu vam pomoch’.

Sudden Interruption

Table 2: Illustrative examples of error types in LLM responses.

Refusal I’m sorry, but I can’t help you.
Model License Source
LLMs used to generate responses
Llama2-7b
Llama2-7b-chat Llama Touvron et al. (2023)
Llama2-13b-chat
Mistral-7B Apache-2.0  Jiang et al. (2023)
Mistral-7B-Saiga CC-BY-4.0 N/A
ruGPT-3.5-13B MIT N/A
LLMs used as judges
Qwen2.5-3B-Instruct
Qwen2.5-7B-Instruct Apache-2.0 Yang et al. (2024)

Qwen2.5-14B-Instruct

T T-Lite-it-1.0
T-Pro-it-1.0
GigaChat Lite
GigaChat Pro

GigaChat Max

Private N/A

Table 3: The LLMs used for generating responses (top)
and for evaluation as judges (bottom).

2.3 Error Annotation

Error Types Each response pair is labeled ac-
cording to ten potential error types and an aggre-
gated overall criterion. The selection of these types
is loosely inspired by the prior work of Dou et al.
(2022); Hosking et al. (2024); Ye et al. (2024) and
reflects common undesirable behaviors in LLM
outputs. The error types are designed to assess
LMs from multiple angles. They address practical
issues such as Request Following, avoiding Rep-
etition, maintaining language Fluency, and pre-
venting Code-Switching to languages other than
Russian. They also cover broader concerns like
potential Harmfulness and ensuring Factuality.
Additionally, they focus on typical Al-generated
text issues such as logical Contradictions, irrele-
vant information (Relevance), unexpected Refusal

to provide an answer, and Sudden Interruptions.
Additionally, we include a more subjective Over-
all criterion, where annotators select the response
they prefer the most. This is most similar to the
standard coarse pairwise judgment. The illustrative
examples of each error type are shown in Table 2;
the full list of error types and their descriptions can
be found in Table 4.

Annotation Process Three in-house annotators
who are native speakers of Russian are responsi-
ble for labeling the data. Each annotator is pre-
sented with a query and two responses from differ-
ent LLMs and is tasked with determining which
response performs better for a specific error type,
as well as which response is better overall. To mit-
igate potential bias, annotators are not informed
about which LLM generated each response. Anno-
tators are warned about potentially upseting infor-
mation in LLM generated responses. The average
pay rate is $8/hour, which exceeds the minimum
hourly wage in Russia.

For each query and its two LLM responses, an-
notators must evaluate the responses for each error
type and select one of the four labels: (i) Response
A is better; (i1) Response B is better; (iii) Both are
good; (iv) Both are bad. Each dataset instance is
annotated independently by all annotators. The fi-
nal label is determined by majority vote, meaning
the label assigned by two or more annotators is
chosen. If all annotators provide different labels,
those instances are excluded from further experi-
ments. Annotation consistency, based on majority
voting, is achieved in 95% or more of cases across
the ten error types and the Overall evaluation cri-
teria. Table 4 shows majority vote ratios per error
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Error Type Description MV
Request Following Which response better follows the user’s request? 91.5
Factuality Which response is more truthful? 89.3
Repetition Which response contains fewer repetitions (e.g., same phrases or ideas)? 96.5
Code-Switching Which response contains less code-switching? 95.6
Relevance Which response has less redundant information? 90.4
Harmfulness Which response is less harmful or less likely to cause offense? 100
Fluency Which response is more natural and fluent? 96.2
Contradiction Which response contradicts itself less? 100
Sudden Interruption  Is a response suddenly interrupted? 98.9
Refusal If the request is reasonable, which response does not refuse to answer? 100
Overall Which response is best? 89.0

Table 4: Error types and their descriptions. MV stands for the percentage of cases where a majority vote label is
assigned (e.g. at least two of the annotators agreed on the same label).

category. Appendix A presents annotation guide-
lines. The screenshot of the annotation interface is
in Appendix B.

2.4 General Statistics

We summarize the REPA’s general statistics by cat-
egory, source, query, and response length in Ta-
ble 1. Queries vary significantly in length across
categories from as few as approx. 9-15 tokens in
categories like Generation and Open QA, to over
90 tokens in Closed QA. Responses also vary, with
average lengths ranging from approx. 145 tokens
in Closed QA to over 209 tokens in Brainstorm.

3 Experimental Evaluation

Error Type Elo Bradley-Terry Glicko2 Borda Rule
Llama2-7b-chat
Llama2-7b-chat

Llama2-7b-chat

Llama2-13b-chat
Llama2-13b-chat
Llama2-7b-chat
Mistral-78 ruGPT-3.5-138
Mistral-78 Llama2-7b-chat
Mistral-7B-Saiga Mistral-7B
Mistral-7B-Saiga ruGPT-3.5-13B

Llama2-13b-chat
Llama2-13b-chat
Llama2-7b-chat
Mistral-7B-Saiga Mistral-7B-Saiga
Mistral-7B-Saiga Mistral-7B-Saiga
Mistral-78 Mistral-7B-Saiga
Fluency ruGPT-3.5-138 ruGPT-3.5-138

Contradiction Mistral-7B-Saiga Mistral-7B-Saiga Mistral-7B-Saiga Mistral-7B-Saiga
Sudden Interruption Llama2-13b-chat  Llama2-7b-chat  Llama2-13b-chat  Llama2-13b-chat
Refusal Mistral-7B-Saiga ruGPT-3.5-138 ruGPT-3.5-138 ruGPT-3.5-138

Llama2-13b-chat
Llama2-13b-chat
Llama2-7b-chat

Request Following
Factuality
Repetition
Code-Switching
Relevance
Harmfulness

Overall Llama2-13b-chat  Llama2-7b-chat Llama2-7b-chat Llama2-7b-chat

Table 5: Top-performing models per error type across
different ranking methods.

First, we rank text generation LLMs using three
scoring metrics based on human preference (§3.1).
Next, we evaluate the LLMs in side-by-side com-
parisons within the LLM-as-a-judge framework
and investigate the presence of length and posi-
tion biases (§3.2). Finally, we select the best-
performing judge LLM and use it to rank models
based on its preference (§3.3).

3.1 LLM Ranking from Human Preferences

Method Following ChatBotArena (Chiang et al.,
2024), we construct an LLM ranking using pair-
wise comparison approaches based on Elo (Elo,
1966), Bradley-Terry (Bradley and Terry, 1952),
and Glicko-2 (Glickman, 2012) ranking scores.
The initial Elo rating is set to 1000. The Bradley-
Terry algorithm is run for 50 iterations. The pa-
rameters  and ¢ for the Glicko-2 algorithm are set
to 1500 and 350, respectively. Each ranking score
is computed and averaged over 1000 bootstrapped
samples to mitigate bias from the order of pairwise
comparisons following the implementation in Chat-
BotArena. We exclusively use human-labeled data
for this experiment, where the samples are anno-
tated using a majority vote rule. We use Borda
rule (Colombo et al., 2022; Rofin et al., 2023) to
aggregate the three rankings obtained.

Results Table 5 presents the model with the
highest rank for each error type based on three
ranking approaches.  Llama2-13b-chat and
Llama2-7b-chat dominate most error types across
all rating systems, consistently outperforming other
models. Mistral-7B-Saiga and Mistral-7B
achieve top rankings specifically for Contradic-
tion and Harmfulness, while ruGPT-3.5-13B ex-
cels in Fluency and Code-switching. Overall,
Llama-2-based LLMs achieve the highest ratings,
with larger models generally showing stronger per-
formance across various error types. The differ-
ences across ranking methods (Elo, Bradley-Terry,
Glicko2) further highlight how different evaluation
criteria can favor different LLMs. The aggregated
ranking according to the Borda rule is dominated
by Mistral-7B-Saiga in four out of ten error cat-
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egories, while L1ama2-7b-chat is selected as the
overall best model.

3.2 LLM-as-a-Judge

Method We explore the ability of LLMs to per-
form side-by-side comparisons focusing on ten er-
ror types and overall judgment. Our test bed con-
sists of 20 highly consistent queries per error type.
Consistent queries are those that received unani-
mous annotation across all error types, meaning all
three human annotators assigned identical labels.

For the experiment, we design three distinct
prompts incorporating detailed annotation guide-
lines (see Figure 4, Figure 5 in Appendix C). These
prompts instruct the LLM to perform annotations
in a way that is aligned with human annotations.
Given data instances consisting of a query, response
A, and response B, the LLM assigns one of four
labels: (i) Response A is better; (ii) Response B is
better; (iii) Both are good; (iv) Both are bad. The
LLM is prompted in a chain-of-thought fashion
(Wei et al., 2022): first, it is asked to reason and
compare the two responses and then to assign a la-
bel. We conduct experiments in both zero-shot and
few-shot settings; in the few-shot setting, one anno-
tated example is provided in the prompt, whereas
the zero-shot setting includes no demonstration ex-
ample. Each error type is labeled independently.
The primary evaluation metric is the Macro F1
score. Table 3 lists the LLMs used as judges. The
selection of LLM judges combines open-source
and proprietary LLLMs that support Russian and do
not overlap with the selection of the text generation
LLMs.

Results In the zero-shot setting (Table 6),
T-Pro-it-1.0 and GigaChat Max demonstrate
the highest performance across most error types.
T-Pro-it-1.0 performs best in Request Follow-
ing and Relevance, while GigaChat Max leads in
Factuality and Repetition. The Qwen2.5 series gen-
erally performs less than other LLM judges across
most error types. The Contradiction error type
is the most challenging for all LLM judges. F1
Macro scores for Contradiction remain extremely
low across the board, with even the best-performing
model, GigaChat Max, achieving only 5.5%. The
low standard deviation values across metrics in-
dicate that performance is stable and consistent
across different prompts.

In the few-shot setting (Table 6), the perfor-
mance of all LLM judges improves across most

error types compared to the zero-shot setting.
The most significant gains are observed in Re-
quest Following, Factuality, and Relevance, where
T-Pro-it-1.0 and GigaChat Max continue to out-
perform other LLM judges. The Qwen2.5 series
exhibits noticeable improvements, especially in Re-
quest Following and Factuality, though it still lags
behind the top-performing models. The results
show low F1 Macro scores on such error types as
Harmfulness, Fluency, Contradiction, and Refusal
for all LLM judges. This may be due to the lack
of detail in the prompt. Given the description of
the types of errors provided, the models fail to per-
form well. Evaluating judge LLM performance in
Russian reveals significant disparities compared to
prior results in English. Low scores in Fluency and
Harmfulness across all evaluations— with the best
F1 Macro scores reaching only 13.6 and 10.2 re-
spectively, fall far behind similar evaluations in En-
glish, where LLM judges demonstrate near-perfect
performance (Ye et al., 2024).

Biases in LLM Judges Recent studies have dis-
covered several sources of bias that hinder LLM
judge performance, including position bias and
length bias (Zheng et al., 2023; Shi et al., 2024) as
well as self-preference bias (Wataoka et al., 2024).
Position Bias An LLM judge is considered posi-
tion consistent if it consistently prefers the same
response, even when the positions of the responses
are swapped. If the LLM changes its prefer-
ence based on the positions, it exhibits a posi-
tion bias. To evaluate this, we measure how
often each LLM changes its prediction when
the answers are swapped in the zero-shot set-
ting across all error types. Table 7 shows that
different LLMs exhibit varying levels of posi-
tion bias. T-Pro-it-1.0 and GigaChat Max
generally show lower position bias when com-
pared to other LLM judges. Smaller LLMs such
as Qwen2.5-3B-Instruct, T-Lite-it-1.0, and
GigaChat Lite exhibit higher sensitivity to input
order; the fraction of predictions that change often
approaches chance levels, averaging around 50%.
Position bias varies across error types. For in-
stance, Code-Switching and Fluency exhibit higher
sensitivity in most LLM judges (up to 61% and 56%
by T-Lite-it-1.0, respectively). At the same
time, Request Following and Contradiction are rel-
atively less affected (with the lowest scores of 27%
and 25% by T-Pro-it-1.0, respectively). This
suggests that certain error types are inherently more
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Qwen2.5-3B- Qwen2.5-7B-  Qwen2.5-14B- o - . GigaChat GigaChat GigaChat
Instruct Instruct Instruct T-Lite-it-1.0 T-Pro-it-1.0 Lite Pro Max
Zero-shot Evaluation
Request Following 23.1 +£32 246 +15 377 +42 27.6 £0.7 479 + 3.1 27.0 +£24 299 +17.6 446 £1.9
Factuality 29.8 23 373+ 1.0 36.6 3.6 38.1+1.2 51.6 +£0.7 343 +85 419 +£57 52.3 +5.6
Repetition 16.8 2.8 144 +£22 20.7 £ 1.1 141 +13 31.8 £5.0 174 £ 42 19.3 £35 41.0 + 1.8
Code-Switching 94 +04 10.0 +13 12.3 +2.0 11.54+33 19.6 +43 11.8 +0.7 12.8 +23 20.1 +£1.8
Relevance 272 +2.1 259 +6.0 30.6 45 28.1 3.6 453 +22 28.0 £ 6.5 375 +45 439 £ 1.1
Harmfulness 3.1 +04 12406 54418 0.7 +02 72406 52415 6.2 +08 9.5 +2.6
Fluency 75+08 42+ 1.1 7.6+ 14 38+ 16 87+15 7.7 +40 8.5+36 11.2 £ 1.8
Contradiction 12+1.1 1.54+09 1.2 +04 0.8 +03 1.6 £ 06 34410 394138 5.5+0.6
Sudden Interruption 23.0 £45 242 +35 28.5 +£2.0 237 £3.7 40.7 4 3.9 222 +67 28.1 £ 7.1 354 £35
Refusal 0.9 +04 1.5+ 04 1.6 £ 0.7 0.2 +02 23405 59 +17 3.0+09 49 +09
Overall 309 £32 37.5+49 332 +34 39.6 £ 1.9 422 409 33.74+19 475 +1.7 438 £22
Few-shot Evaluation, # shots = 1

Request Following 19.0 +5.7 25.0 £ 0.6 36.5 +£58 28.5+5.0 452 +2.0 22.1 £33 29.1 +7.8 49.2 + 6.7
Factuality 204 £+ 4.1 31.1 £38 45.6 + 2.6 40.1 +52 555413 29.8 £2.1 4384178 56.3 +4.1
Repetition 13.5+45 10.2 +2.9 20.6 +1.3 14.6 £ 0.8 257+ 1.8 6.7 +£0.8 203 +£5.2 34.6 + 6.4
Code-Switching 11.1 +£36 9.0+25 11.1 +1.8 9.74+03 18.5+3.0 112417 10.8 35 19.7 £ 1.9
Relevance 19.1 £5.6 204 +15 29.1 +2.9 26.2 +2.0 46.8 +4.2 247+ 1.0 35.6 £ 5.1 49.0 4.9
Harmfulness 12403 3.0+21 24409 0.6 +0.6 33415 7.6 £2.9 4.7+ 1.1 10.2 £ 25
Fluency 57 +24 52+28 102 +1.7 6.1 +£08 8.7+05 94 +24 8.8+ 1.6 13.6 + 1.1
Contradiction 1.6 £1.7 1.34+05 1.8 +07 1.0+03 2.04+09 4.7 +08 8.5 + 6.0 52413
Sudden Interruption 16.1 £3.2 19.0 £ 14 34.1 +47 212 +18 46.1 + 4.1 22.1 +34 26.6 £1.9 425 +21
Refusal 1.1 £07 0.8 +12 1.0+ 04 1.8 +£07 1.9+02 4.0+ 1.1 39404 44 +1.1
Overall 163 £27 249 £ 112 353 £24 35.8 £3.0 47.1 £ 0.6 27.6 £30 439 +112 488+ 14

Table 6: The average F1 Macro metric for zero-shot and few-shot experiments. The best score for each error type is

bolded.

challenging for models to evaluate consistently. Ad-
ditionally, the Overall scores are much lower, indi-
cating that LLM judges perform more consistently
when comparing responses from a generic perspec-
tive but become less consistent when evaluating
fine-grained differences.

Length Bias LLM judges often prefer longer re-
sponses, perceiving them as more detailed or com-
prehensive even if their quality is inferior. We
examine how frequently LLMs select the longer
response from the two provided options. Ta-
ble 7 shows that GigaChat Lite exhibits the
strongest length bias, consistently favoring longer
answers across almost all error types in both zero-
shot and few-shot configurations. In contrast, the
T-Lite-it-1.0 and GigaChat Max models dis-
play a relatively lower length bias, with scores con-
sistently below 40%.

The results also vary depending on the error type.
For Request Following, most models show a moder-
ate length bias, with values ranging from 34.71% to
53.23%. The Relevance error type shows the high-
est length bias overall, with the GigaChat Lite
model reaching up to 56.82%. According to the
Overall scores, the GigaChat Lite model demon-
strated the highest length bias, while the GigaChat
Max and T-Lite-it-1.0 models show the lowest
bias. Once again, we observe that in the Overall
evaluation, the scores tend to be lower than in the

fine-grained evaluations.

Self-Preference Bias Another critical bias ob-
served in LLM judges is self-preference bias,
where models tend to favor their own generated
responses over others. The quantitative analy-
sis of L1lama2-13b-chat used as a judge demon-
strates this phenomenon with particular clarity: the
model selected its own responses in 41.6% of pair-
wise comparisons, exceeding chance-level expec-
tations. Notably, only 23.5% of these self-selected
responses aligned with human judgment bench-
marks, while the majority (76.5%) represented er-
roneous preferences for objectively inferior outputs.
These results emphasize the necessity of control-
ling for self-preference effects when employing
LLM judges, particularly when assessing models
architecturally similar to the judge itself.

3.3 LLM Ranking from LLM Preferences

Method Based on experimental results (§3.2),
we identify GigaChat Max as the best-performing
LLM judge. We use it to rank text generation mod-
els, following the setup in §3.1. Pairwise compar-
isons are conducted on all queries and response
pairs in REPA using three different prompts, intro-
duced above. The final rankings are derived from
Elo, Bradley-Terry, and Glicko-2 scores and aggre-
gated using Borda rule.
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Qwen2.5-3B- Qwen2.5-7B- Qwen2.5-14B- .. . GigaChat GigaChat GigaChat
Instruct Instruct Instruct Tite-it-1.0 T-pro-it-1.0 Lite Pro Max
Position Bias
Request Following 39.6 38.9 433 49.3 27.2 519 46.3 29.4
Factuality 452 35.0 42.0 48.2 35.7 48.5 45.7 35.2
Repetition 41.9 47.6 42.6 53.9 25.7 46.5 44.6 29.6
Code-Switching 44.4 48.3 41.7 61.1 23.5 50.4 42.6 324
Relevance 42.6 48.3 36.9 52.8 27.8 49.3 41.5 29.1
Harmfulness 41.1 48.7 33.3 54.1 24.4 53.9 433 333
Fluency 46.9 44.6 38.2 55.7 31.3 53.2 42.0 26.5
Contradiction 46.3 43.0 42.0 47.2 25.4 51.7 39.1 33.0
Sudden Interruption 394 47.4 42.8 53.5 28.3 51.3 40.7 28.0
Refusal 444 40.7 42.8 47.0 28.2 53.3 39.6 333
Overall 36.9 26.5 28.9 32.8 194 50.0 38.7 22.0
Length Bias

Request Following 45.8 434 41.8 43.7 34.7 53.2 46.5 37.6
Factuality 48.1 36.9 41.9 449 29.2 53.8 44.1 29.6
Repetition 48.0 48.3 533 43.0 30.6 54.4 40.6 26.5
Code-Switching 432 454 472 46.7 28.9 56.2 427 324
Relevance 45.1 40.5 47.3 42.1 264 56.8 44.6 30.7
Harmfulness 52.6 41.5 42.0 42.2 29.2 56.3 46.3 35.6
Fluency 45.1 43.7 46.8 44.0 32.6 535 46.1 30.6
Contradiction 50.5 39.6 50.7 40.8 26.0 53.1 439 27.1
Sudden Interruption 39.3 40.7 46.8 40.6 324 50.8 47.6 344
Refusal 45.3 42.8 45.7 44.5 37.4 51.0 49.0 37.8
Overall 40.4 34.2 37.5 37.9 34.2 51.5 51.1 355

Table 7: Position and length biases in LLM judges for zero-shot setting. For position bias: percentage of cases
where prediction changed after swapping response positions. For length bias: percentage of cases in which the
longer response is preferred. The best value for each error type is bolded.

Results The rankings based on predictions of
GigaChat Max are presented in Table 8. The fi-
nal prediction was determined by majority vote
across three different prompts are consistent. The
results show that L1ama2-13b-chat is selected as
the top LM in all error categories except Relevance,
in Relevance, the GigaChat Max model favors
Mistral-7B-Saiga. These results are partially
in line with the ranking based on human prefer-
ence in Table 5, where L1ama2-13b-chat achieves
top positions in 3 out of 10 error categories ac-
cording to Elo and Glicko-2, and ranks Overall
in the top position according to Elo. Similarly,
Mistral-7B-Saiga is favored for Relevance by
Glicko-2. This indicates that, although GigaChat
Max does not achieve perfect scores as an LLM
judge, its performance is not entirely without merit.
The model ranking based on its preference exhibits
similarity to the ranking based on human prefer-
ence, making it a practical tool for evaluating text
generation models.

Both rankings from human and LLM prefer-
ences favor general L1ama-2-based models over
language-specific LLMs, showing that there is still
room for improvement in the context of Russian
language generation evaluation.

Error Type Elo Glicko2 Borda Rule

Llama2-13b-chat
Llama2-13b-chat
Llama2-13b-chat Llama2-7b-chat Llama2-13b-chat
Llama2-13b-chat Llama2-13b-chat Mistral-7B-Saiga Llama2-13b-chat
Mistral-7B-Saiga Mistral-7B-Saiga Mistral-7B-Saiga Mistral-7B-Saiga
Llama2-13b-chat  Llama2-13b-chat  Llama2-13b-chat  Llama2-13b-chat
Fluency Llama2-13b-chat ~ Llama2-13b-chat  Llama2-13b-chat  Llama2-13b-chat
Contradiction Llama2-13b-chat ~ Llama2-13b-chat  Llama2-13b-chat  Llama2-13b-chat
Sudden Interruption Llama2-13b-chat Llama2-13b-chat Llama2-13b-chat Llama2-13b-chat
Refusal Llama2-13b-chat Llama2-13b-chat Llama2-13b-chat Llama2-13b-chat

Bradley-Terry

Llama2-13b-chat
Llama2-13b-chat

Llama2-13b-chat
Llama2-13b-chat

Llama2-13b-chat
Llama2-13b-chat
Llama2-13b-chat

Request Following
Factuality
Repetition
Code-Switching
Relevance
Harmfulness

Overall Llama2-13b-chat  Llama2-13b-chat  Llama2-13b-chat  Llama2-13b-chat

Table 8: Top-performing models per error type across
different ranking methods based on GigaChat Max pref-
erences.

4 Related Work

Fine-grained Evaluation of Machine-generated
Texts Recent work demonstrates a shift towards
nuanced methods for more reliable LL.M perfor-
mance assessment, moving beyond aggregate pair-
wise judgments. Scarecrow (Dou et al., 2022) and
TGEA (Ge et al., 2022) provide error-annotated
datasets for the diagnostic evaluation of generated
text, covering a diverse range of linguistic and
knowledge-based error types. These datasets reveal
nuanced quality gaps in generative LM outputs, in-
cluding issues with commonsense reasoning and
coherence. MISMATCH (Murugesan et al., 2023)
models human judgments based on 13 fine-grained
mismatch error types, building on prior approaches
to error detection.
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Hosking et al. (2024) critically analyzes the use
of high-level human preference scores for evalu-
ating LLMs, showing that these scores can under-
represent crucial aspects such as factuality and may
be influenced by biases, including the assertive-
ness of the generated output. Their work highlights
that surface-level factors may contribute more to
human preference than is desirable. FLASK (Ye
et al., 2024) defines 12 skills relevant to LLM align-
ment and examines the ability of LLM judges to
evaluate these skills, finding that fine-grained eval-
uation correlates better with human judgment.

Beyond focusing on identifying broad categories

of errors or evaluation criteria, another line of re-
search focuses on designing instance-wise, individ-
ually tailored evaluation criteria. Prometheus (Kim
et al., 2023) and BiGGen Bench (Kim et al., 2024a)
start with a set of manually defined criteria for each
instance of the dataset, expanded further by GPT-4.
TICK (Cook et al., 2024) extends this approach
by generating all evaluation criteria through LLM
prompting. In this regard, REPA provides an an-
notated test bench for evaluating text generation
across diverse criteria, loosely inspired by Hosking
et al. (2024); Ye et al. (2024).
LLM-as-a-Judge Evaluation Using LLMs as
judges has emerged as a scalable and cost-effective
alternative to human evaluation for assessing Al
model outputs (Gu et al., 2025). This approach
leverages LLMs’ reasoning and judgment capabili-
ties to approximate human-like assessments, partic-
ularly in tasks such as text quality, relevance, and
alignment with user preferences. LLMs-as-judges
can be categorized into several types, including
generic LLM judges (Mao et al., 2023; Hackl et al.,
2023) (e.g., GPT-4), which are versatile but may
lack precision for domain-specific tasks; fine-tuned
LLM judges (Kim et al., 2024b; Lee et al., 2024;
Wang et al., 2023; Zhu et al., 2023) (e.g., PandalLM,
Prometheus, Judgelm etc.), which are specifically
adapted to evaluation tasks or human preference
data for improved accuracy on general or specific
tasks. The open-source LLM judges offer trans-
parency and customization but may lag behind
proprietary models in performance. Gureja et al.
(2024) make one of the first attempts to evaluate
reward LLMs in multilingual settings, including
Russian, but do not explore fine-grained evalua-
tion criteria. Their findings reveal a significant
performance gap between English and non-English
languages. Our work builds on these findings by
providing a more detailed analysis for Russian.

Evaluating Russian LMs’ Russian LMs have ad-
vanced rapidly, with benchmarks developed to as-
sess their performance in general language under-
standing (Shavrina et al., 2020), zero-shot and few-
shot classification (Taktasheva et al., 2022), and
natural language generation (Fenogenova et al.,
2024). This work builds on these efforts, focusing
on the LL.M-as-a-judge approach and its efficiency
in evaluating Russian LMs.

5 Conclusion

This work introduces REPA, one of the first non-
English benchmarks for evaluating LLM judge per-
formance according to ten diverse fine-grained cri-
teria. REPA includes 1k user queries, categorized
into nine types, and responses from six LLMs.
Each data instance consists of a query and two
LLM responses manually annotated to determine
which response is better according to the ten er-
ror types and the overall impression. We define
error types that range from language issues and typ-
ical problems found in LLM responses to broader
concerns, such as factuality and harmfulness. We
explore the ability of eight LLM judges to perform
similar annotations and their potential limitations,
such as position, length and self-preference biases.
Finally, we derive rankings for text-generation
LLMs based on human and LLLM judge judgments.
Our key empirical results show that the perfor-
mance of LLM judges is far from perfect, leading
to model rankings that are only partially aligned
with human preferences.

Our future work directions include: (1) conduct-
ing ablation studies on the effect of query source
(human-written or LLM-generated) and query cate-
gory on LLM judge performance; (2) testing LLM
judges trained in English with REPA and explor-
ing their potential pitfalls; (3) exploring different
prompting strategies for LLM judges to enhance
performance; and (4) investigating the explanations
for choices provided by LLM judges.

Licensing Information The user queries from
five datasets are under the original datasets’ license.
The generated responses are subject to the under-
lying instruction-finetuned LLLMs’ licensing terms
(Table 3). The human labels according are available
under the MIT license.
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Limitations

Error Types Classification The classification
based on error types has several limitations, as we
derived these error types based on the current state
of several open models — we can not be certain that
these errors will persist as these models evolve, nor
can we generalize that they will remain relevant for
other open and private models. Nevertheless, this
classification remains intuitive and interpretable,
providing a clear and structured understanding of
models’ challenges during generation. It can serve
as a form of sanity check and assess frequent fun-
damental problematic cases.

LLMs-as-a-Judges LILMs-as-a-judges, whether
proprietary or open-source, present numerous limi-
tations that must be carefully considered. These in-
clude issues of transparency, security, version con-
trol, cost (particularly for proprietary LLMs, such
as those in the GigaChat family or OpenAI models),
and alignment with evaluation tasks. The internal
mechanisms, decision-making processes, and train-
ing data of proprietary models are not transparent,
making it difficult to understand how judgments are
derived. Both proprietary and open-source judges
can inadvertently amplify biases present in their
training data and positional and length biases. For
example, a judge might penalize outputs that devi-
ate from mainstream norms or favor responses that
align with dominant cultural or social values. The
adoption of LL.Ms-as-a-judges is a promising di-
rection for Al evaluation, but challenges (e.g. bias,
transparency, and domain-specific performance)
underscore the necessity for ongoing research and
development to enhance their reliability and appli-
cability.

Ethical Consideration

Human Annotation Human votes often rely on
subjective judgments, which can lead to cognitive
biases or emotional strain during the annotation
process. To address this, our error classification
framework guides human evaluators to focus on
specific generation issues. This creates a more
structured, reliable, and objective evaluation pro-
cess than approaches used in the LMSYS arena,

where users rate entire generated texts without clear
criteria. Additionally, we establish clear annotation
guidelines, ensure fair compensation for annotators,
and encourage overlap among them to improve con-
sistency. By maintaining a high level of agreement
among annotators, we enhance the trustworthiness
of the evaluation process and the human assess-
ments involved.

Data Bias The dataset created for error anno-
tation is based on query data from various open-
source collections that aim to mitigate Russian bi-
ases in data. However, this data is from the Internet,
mainly including the most frequent types of con-
versations and intents between models and humans.
Despite efforts to filter and categorize this informa-
tion, as well as the introduction of the special error
type “Harmfulness”, we recognize that the dataset
may not cover all practical and ethical cases and
domains. The research primarily focused on anno-
tating error types and common generation issues in
models.

Use of Al-assistants We use Grammarly’ to cor-
rect grammar, spelling, phrasing, and style errors
in our paper. Therefore, specific text segments can
be detected as machine-generated, machine-edited,
or human-generated & machine-edited.
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A Annotation Guidelines

Which chatbot performed better?

Annotation Guidelines

As part of this task, you will be shown:
* A user query in Russian addressed to a chatbot
* The responses of two different chatbots to the corresponding query.

Chatbots may make various types of errors. The types of errors are listed in the table below. You
will be asked to indicate which chatbot performed better for each type of error. There are four
possible annotation options (you must choose exactly one):

* “A is better” — chatbot A performed better

* “B is better” — chatbot B performed better

* “Both are good” — both chatbots performed well
* “Both are bad” — both chatbots performed poorly

The number of errors does not matter; if at least one error is made, the chatbot is considered to
have performed poorly on the task.

You also need to indicate which response, in your opinion, was better based on overall impression.
This is a subjective assessment, without any strict rules; rely on your own preferences.

If you notice an error that is not listed in the table, leave a comment and describe the error you
noticed.

Figure 2: Annotation guidelines for response evaluation. The English translation is made for illustration purposes.

147



B Annotation Interface

/

A\

Which chatbot performed better?

User Query

Chatbot A Response

Request Following *

Ais better B is better
Repetition *

Ais better B is better
Relevance "

Ais better B is better
Fluency *

A is better B is better

Sudden Interruption *

Ais better B is better
Overall *
Ais better B is better

Both are good

Both are good

Both are good

Both are good

Both are good

Both are good

Refuse

Both are bad

Both are bad

Both are bad

Both are bad

Both are bad

Both are bad

Chatbot B Response

Chatbot

Lesponse

Factuality *

Ais better B is better
Code-Switching *

Ais better B is better
Harmfulness *

A is better B is better
Contradiction *

A is better B is better
Refusal *

A is better B is better

Both are good

Both are good

Both are good

Both are good

Both are good

Both are bad

Both are bad

Both are bad

Both are bad

Both are bad

Guidelines

/

Figure 3: Screenshot of side-by-side human annotation. The English translation is made for illustration purposes.
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1
2
3

Prompts for LLM Judges

nnon

prompt_1 =

You will receive a user query and responses from two different language models.

The task is to determine which model performed better according to the specified
error type.

4 A description of the error type will be provided.

W =

You can only choose one of four evaluation options:

'A is better', 'B is better', 'Both are good', 'Both are bad'.

Any other evaluation option is not allowed.

Remember that the presence of at least one error means the model performed poorly

Provide a justification for your decision before selecting the label.
The response format should be: <Justification> Label: <label>.

Error type: {error_type_description[error_typel}
Query: {query}

First model's response: {model_output_1}

Second model's response: {model_output_2}

nnn

nnon

prompt_2 =

You will analyze the responses of two language models to a given user query.

The main goal is to determine which response performed better, considering the
specified error type.

4 A description of the error category will be provided.

16

18
19
20

21

W N =

18

20

For evaluation, you must choose one of the following options:

'A is better', 'B is better', 'Both are good', 'Both are bad'.

The label must be unambiguous: only one of the proposed options.

Keep in mind: if a model makes at least one error in the specified category, it
receives a 'bad' rating.

Provide a short and clear justification for your choice.

The response should be structured as follows: <Justification> Label: <label>.

Recommendations:

1. When labeling, follow the provided error description.
2. Any identified inconsistencies, shortcomings, or flaws should be reflected in
the justification.

Error type: {error_type_description[error_typel}
Query: {query}

First model's response: {model_output_17}

Second model's response: {model_output_2}

nnn

nnon

prompt_3 =

You will be provided with a user query and responses from two chatbots.

The task is to determine which response performs better within the specified
error type, the description of which will be provided.

Choose one of the four possible evaluation options:

1. '"A is better': the first response is better.

2. 'B is better': the second response is better.
3. 'Both are good': both responses are error-free.
4. 'Both are bad': both responses contain errors.

Remember: the choice must strictly be one of the specified options.

Any presence of an error in response automatically lowers its rating to "bad".
Explain why you made your choice in a concise and clear manner.

Your result should be presented as: <Justification> Label: <label>.

Error type: {error_type_description[error_typel}
Query: {query}

First model's response: {model_output_1}

Second model's response: {model_output_2}

nonon

Figure 4: Prompts used for LLM labeling. The English translation is made for illustration purposes.
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I error_type_description = {

"request_following”: "Request Following: The model's response is not related to
the query. If the model does not even attempt to answer the user's query, it
is marked as performing poorly on this error type.",

)

3 "factuality”: "Factuality: The response contains inaccuracies, false facts, or
incorrect conclusions."”,

4 "repetition”: "Repetition: The bot's response contains repeated words, sentences,

or paragraphs.”,

5 "code_switching”: "Code-Switching: The chatbot's response contains unexpected
switching between languages.”,

6 "relevance”: "Relevance: The response contains redundant information (fluff).",

7 "harmfulness”: "Harmfulness: The bot's response may offend the user, contains

harmful content, profanity, calls for illegal actions, suicide, instructions
for creating harmful substances, etc.”,

8 "fluency”: "Fluency: The response contains critical grammatical errors that may
hinder text comprehension.”,

9 "contradiction”: "Contradiction: One part of the chatbot's response contradicts
another.",

10 "sudden_interruption”: "Sudden Interruption: The chatbot's response was abruptly
cut off.",

11 "refusal”: "Refusal: The chatbot's response contains an explicit refusal or
inability to fulfill the user's request.”,

12 "overall”: "Overall: Indicate which response was better based on overall

impression. This is a subjective evaluation without strict rules; rely on
personal preferences.”

13 3}

Figure 5: Error type descriptions used for LLM prompts. The English translation is made for illustration purposes.
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Fine-Tuned Transformers for Detection and Classification of Persuasion
Techniques in Slavic Languages
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Abstract

This paper details a system developed for the
SlavicNLP 2025 Shared Task on the Detection
and Classification of Persuasion Techniques
in Texts for Slavic Languages. The shared
task comprises two subtasks: binary detection
of persuasive content within text fragments
and multi-class, multi-label identification of
specific persuasion techniques at the token
level. Our primary approach for both subtasks
involved fine-tuning pre-trained multilingual
Transformer models. The resulting systems
reached F1 score of 0.92 in paragraph-level de-
tection (ranked third on average). We present
our system architecture, data handling, training
procedures, and official results, alongside areas
for future improvement.

1 Introduction

Persuasion techniques, ranging from loaded lan-
guage to false dilemmas, play a central role in
propaganda and manipulation. Automatically
identifying such techniques is therefore a criti-
cal step towards trustworthy media ecosystems.
However, recent surveys highlight the scarcity of
Slavic-language resources for such tasks. The Slav-
icNLP 2025 shared task (Piskorski et al., 2025)
addresses this gap with two subtasks: binary de-
tection of persuasive paragraphs (Subtask 1) and
fine-grained multi-label span classification (Sub-
task 2).

Reliable persuasion detection is demanding due
to the subtlety of persuasive language, the poten-
tial for multiple techniques co-occurring within
a single fragment, and the inherent difficulty in
distinguishing legitimate argumentation from ma-
nipulative rhetoric. Transformers (Vaswani et al.,
2023) have been applied in recent work on propa-
ganda and manipulation detection in multilingual
settings (Solopova et al., 2024), and our system
builds on this trend. For Subtask 1, we fine-tuned
a Transformer for sequence classification to make
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binary predictions at the paragraph level. We en-
hanced this approach by incorporating a small cor-
pus of additionally manually labelled data. For
the more granular Subtask 2, we fine-tuned Trans-
former models for token classification. The fol-
lowing sections outline our system implementation,
performance analysis and methodological insights.

2 Data

The shared task included texts from parliamentary
debates and social media posts across five Slavic
languages, employing an extended version of the
SemEval 2023 Task 3 persuasion technique taxon-
omy, which includes 25 fine-grained techniques
across 6 main categories. Each instance is thus a
paragraph with one or more persuasion spans anno-
tated using the taxonomy. A notable characteristic
of the dataset was the imbalance in label distribu-
tion, with techniques such as ’Loaded Language’,
’Name Calling / Labeling’, and ’Repetition’ being
significantly more prevalent than others like ’Ap-
peal to Pity’.

For Subtask 1, we used SemEval 2023 data
(Piskorski et al., 2023) and augmented the dataset
with additional 2821 sentences from 260 texts from
Russian state-sponsored and opposition news chan-
nels, annotated in-house by four volunteers. Over-
all inter-annotator agreement (average pairwise Co-
hen’s Kappa) was 0.60, Fleiss’ Kappa was 0.62.
Cosine similarity of means with the shared task’s
dataset was 0.85, using ‘all-MiniLM-L6-v2* Sen-
tence Transformers model and Wasserstein Dis-
tance on first PCA dimension was 0.38, indicating
an extension of the original domain. The dataset is
available at request.

Technical details. Training subset included the
shared task’s training data and SemEval 2023 data,
validation subset included the trial part of the
shared task’s data. No additional preprocessing
was done. In the Subtask 2, labels were aligned
with the tokenized output using the IOB tagging

Proceedings of the 10th Workshop on Slavic Natural Language Processing (Slavic NLP 2025), pages 151-156
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scheme.

3 Models

Our submitted systems for both subtasks were fine-
tuned multilingual Transformer models. We have
also trained traditional machine learning models
as baselines and experimented with LLM prompt
engineering.

3.1 Subtask 1.

To determine the presence or absence of any per-
suasion technique within a given text fragment,
we implemented a binary sequence classification
approach. As a baseline, we implemented SVM
(Cortes and Vapnik, 1995) and XGBoost (Chen and
Guestrin, 2016) on TF-IDF.

For fine-tuning, we have considered two strate-
gies. The most straightforward approach is to label
a binary classifier on the target label. A more spe-
cific strategy involved training 25 distinct binary
classifiers, one for each persuasion technique. The
final label was then inferred if at least one of the
individual classifiers yielded a positive prediction.
Both strategies can be extended by training
language-specific models; however, we opted not
to pursue this direction, due to the limited number
of training samples per language. Our primary
approach was a single multilingual model. As base
models, we experimented with FacebookAl/xIm-
roberta-base (Conneau et al., 2020), sentence-
transformers/paraphrase-multilingual-MiniLM-
L12-v2 (Reimers and Gurevych, 2019), google-
bert/bert-base-multilingual-cased (Devlin et al.,
2018), intfloat/multilingual-e5-small (Wang
et al., 2024). Based on the performance com-
parison on the validation set, we initially chose
intfloat/multilingual-e5-small and that was the
base models for the solution submitted within the
deadline, but after correction to the data selection
code, we switched to using FacebookAl/xIm-
roberta-base (see 1). As a result of data selection
adjustment, we corrected the drop in performance
for Russian language that was observed on the
official test set. See comparison of results in Table
4.

Models were trained using the Hugging Face
Trainer API. Learning rate was set in the range of
2e-5 to Se-5, batch sizes of 16 or 32, and training
for 3 to 5 epochs. An early stopping was used to
prevent overfitting. Model training was conducted
using Google Colaboratory, NVIDIA T4 GPUs.

3.2 Subtask 2.

For the task of identifying the exact spans and types
of specific persuasion techniques, we adopted a to-
ken classification framework, using the same base
models as in Subtask 1. Concerning the training
regimen: learning rates of 2e-5, a batch size of 4
(due to the higher memory demands of token classi-
fication), and training for up to 15 epochs. Weight
decay (e.g., 0.01) was applied as a regularization
technique. AdamW (Loshchilov and Hutter, 2019)
optimizer was used, with a linear learning rate de-
cay schedule.

4 Results
4.1 Subtask 1.

The model generalises well to unseen languages
(see Table 2). The surprising result was low per-
formance for Russian, which we attribute to a data
selection error, which we corrected after the offi-
cial competition deadline (see the comparison of
results in Table 4). Automated label quality checks
by cleanlab' library also suggested that potential
label noise or inconsistencies in the training data
might have impacted model learning (32% of the
data affected).

4.2 Subtask 2.

The token classification approach for identifying
specific techniques proved challenging. Initial ex-
periments with google-bert/bert-base-multilingual-
cased and FacebookAl/xIm-roberta-base on sub-
sets of the data yielded overall F1 scores (micro-
averaged across all technique classes) in the lower
range (e.g., 0.02 to 0.06). These preliminary fig-
ures underscore the difficulty of precise token-level
multi-label classification across imbalanced classes.
The final official test results were provided by the
organisers (?). As one can see, token-level scores
are considerably lower, owing to strict span bound-
aries and severe label imbalance.

S Experiments

The following results were obtained after the of-
ficial submission and are not part of our primary
system.

5.1 Subtask 1.

Per-technique binary classifiers. The strategy of
training individual binary classifiers per technique

"https://github.com/cleanlab/cleanlab
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Model Type Base Model Extra Data Strategy F1 Score
Traditional ML TF-IDF + SVM No Single full text classifier 0.53
Traditional ML TF-IDF + XGBoost No Single full text classifier 0.59
Transformer e5-small No Single full text classifier 0.79
Transformer e5-small Yes Single full text classifier 0.76
Transformer xlm-roberta-base No Single full text classifier 0.77
Transformer xlm-roberta-base Yes Single full text classifier 0.82
Transformer bert-base-multilingual-cased No Single full text classifier 0.80
Transformer bert-base-multilingual-cased  Yes Single full text classifier 0.80
Transformer MiniLM-L12-v2 No Single full text classifier 0.78
Transformer MiniLM-L12-v2 Yes Single full text classifier 0.76
LLM Claude Sonnet 3.7 No Zero-shot 0.74
LLM Claude Sonnet 3.7 No Few-shot 0.82
LLM GPT-40 No Zero-shot 0.83
LLM GPT-40 No Few-shot 0.83
LLM Gemini 1.5 Pro No Zero-shot 0.79
LLM Gemini 1.5 Pro No Few-shot 0.65

Table 1: Subtask 1. Validation set F1 scores of different model types, base models, and strategies. (Results after

data selection correction.)

Language F1 (test)
Bulgarian 0.87
Croatian 0.92
Polish 0.90
Russian 0.83
Slovene 0.85

Table 2: Subtask 1. Official evaluation F1 scores on the
test set, by language.

Language Macro F1 Micro F1
Bulgarian 0.1850 0.1983
Croatian 0.2772 0.2709
Polish 0.2111 0.2015
Russian 0.1289 0.2126
Slovene 0.1131 0.1786

Table 3: Subtask 2. Official evaluation macro and micro
F1 scores on the test set, by language.

yielded varying F1 scores depending on the specific
technique, the hardest to predict being *Appeal to
Pity’ at 0.71 and the simplest being Consequential
Oversimplification at 0.87, with the average of 0.81.
However, combining the results achieved only 0.64
on the final prediction task, dependening on the
probability threshold (0.95 appeared optimal).
Traditional machine learning models, while com-
putationally efficient, generally underperformed
compared to fine-tuned Transformers, yielding F1
scores in the 0.67-0.73 range. 5-fold stratified

Language Before After
Overall 0.80 0.84
bg (Bulgarian)  0.75 0.80
pl (Polish) 0.90 0.90
ru (Russian) 0.49 0.72
si (Slovenian) 0.88 0.78

Table 4: Subtask 1 validation set F1 scores before and
after data selection adjustment.

cross-validation with hyperparameter grid-search,
using scikit-learn (Pedregosa et al., 2011) package.
TF-IDF is the only scenario where we applied text
preprocessing: filtering by stop-words and part of
speech, then lemmatising using spaCy (Honnibal
et al., 2020).

We have also evaluated proprietary LLMs,
namely Anthropic Claude Sonnet 3.7, OpenAl GPT
40 and Google Gemini 1.5 Pro. As demonstrated
in Table 1, traditional machine learning models per-
formed modestly, with F1 scores ranging from 0.53
(TF-IDF + SVM) to 0.59 (TF-IDF + XGBoost).
Transformer-based models showed strong perfor-
mance, achieving up to 0.82 with ‘xIm-roberta-
base‘ and extra data, and stable scores around
0.76-0.80 across other multilingual models and set-
tings. Among LLMs, OpenAI’s GPT-40 achieved
the highest F1 score (0.83) consistently in both
zero-shot and few-shot setups. Claude Sonnet 3.7
and Gemini 1.5 Pro also performed well, though
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Gemini showed a notable drop in few-shot prompt-
ing (0.65). Overall, LLMs outperformed traditional
models, and few-shot prompting often provided
gains, except in the case of Gemini.

For the few-shot setup, examples were chosen
randomly. A possible modification is to find the
semantically closest text to the one being evaluated.
The LiteLLM Python package > was used to benefit
from a uniform prompting interface. The prompts
included the the hierarchical list of available ma-
nipulation techniques. We have also experimented
with providing short explanations of each method
and examples, based on the taxonomy description
paper, but that did not improve the results. The
temperature was set to 0; measuring the influence
of this parameter is a prospective research question.

5.2 Subtask 2.

As can be seen in Table 5, all three LLMs (Claude
Sonnet 3.7, GPT-40, and Gemini 1.5 Pro) achieved
near-identical micro F1 scores around 0.97-0.98 in
zero-shot setup (likely due to the majority class of
’Q’), but their macro scores remained much lower
at 0.49, indicating uneven performance across
classes. This suggests strong overall accuracy
but challenges with class imbalance or underrepre-
sented labels.

After the end of the test phase, we experimented
with a two-step approach where the first token
classification model detects spans that contain any
persuasion techniques (so the classes are O, I-
MANIPULATION, B-MANIPULATION). Then,
the second model, multi-label classification, pre-
dicts the label for each span. Preliminary experi-
ments show that this approach improves precision,
but recall drops drastically. As such, we will con-
tinue the investigation.

LLM F1 (micro / macro)
Claude Sonnet 3.7 0.97/0.49
GPT-40 0.97/0.49
Gemini 1.5 Pro 0.98/0.49

Table 5: Micro and macro F1 scores of LLMs under
zero-shot setup on the validation set.

6 Discussion

The detection and classification of persuasion tech-
niques present a formidable challenge. Our fine-
tuned Transformer-based systems achieved promis-

“https://www.litellm.ai/

ing results, especially for the binary detection sub-
task. The token classification approach for fine-
grained classification, while offering detailed local-
isation, faced greater hurdles due to task complex-
ity and data characteristics.

The high Subtask 1 scores confirm that
paragraph-level propaganda cues are well captured
by multilingual Transformers. Conversely, the poor
Subtask 2 performance can be attributed to: (i) ex-
treme class imbalance; (i1) sparsity of token-level
signal; (iii) subtle boundary definitions (Loaded
Language vs. Name Calling), with models strug-
gling to predict less frequent persuasion techniques.

Using fine-tuned Transformer models instead of
large generative LLMs like GPT-4 for the Slavic-
NLP 2025 shared task—especially in detecting and
classifying propaganda techniques—offers several
practical and methodological advantages. LLMs
like GPT-4 are generative, making them less re-
liable for consistent classification, especially for
span-level tasks, where subtle variations can lead
to inconsistent labels. Transformer classifiers, on
the contrary, offer repeatable predictions, which
is essential for creating transparent and auditable
models, especially in sensitive domains like media
manipulation detection.

Fine-tuned Transformers (base or distilled) can
be efficiently deployed on modest hardware, sup-
porting large-scale processing needs. In many prac-
tical applications (e.g., media monitoring systems),
the goal is to aggregate manipulation indicators
across sources or time, and flag patterns or early
warnings of coordinated propaganda. LLMs are
less suited to this, as their cost limits scalability.
Choosing simpler models is both more environmen-
tally friendly and more accessible for independent
media outlets, NGOs and activists.

Furthermore, LLM inference often requires API
calls to external servers, introducing privacy con-
cerns and dependency on proprietary infrastructure.
LLMs often depend on cloud access (e.g., OpenAl
API), making them unsuitable for privacy-sensitive
or legally regulated contexts (like NGO deploy-
ments in authoritarian environments). For sensi-
tive data (e.g., monitoring fringe political channels,
Telegram groups), local deployment is a must.

Recent academic research increasingly demon-
strates that Large Language Models (LLMs), de-
spite often being presented as neutral information
processors, can exhibit strong political biases (Peng
et al., 2025). These biases can manifest in various
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ways, from favoring certain political ideologies and
figures to framing information in a skewed manner,
potentially influencing user perception and pub-
lic discourse. Propaganda detection is politically
sensitive, whereas LLMs might reflect systemic bi-
ases, especially when applied to Slavic languages
or contentious geopolitical contexts.

Nevertheless, LLMs offer impressive generalisa-
tion in few-shot setups, and for evaluating implicit
bias, rhetorical coherence, or generating explana-
tions, they shine. Therefore, for end-to-end user-
facing applications, we recommend using the best
of both worlds: Transformers for fast detection,
aggregated statistics and preliminary analysis, and
LLM:s for human-facing explanations or validation.

In the future, we plan to conduct a thorough man-
ual review of model errors on a validation set to
gain deeper insights into misclassification patterns
across different techniques and languages, and
leverage LLMs more extensively for targeted data
augmentation, particularly for underrepresented
techniques and complex cases. For practical appli-
cations, such as tools for media literacy or content
moderation aids, it is crucial to evaluate models
for potential biases learned from the training data.
Such biases could lead to disproportionate flagging
of content from certain demographic groups or a
failure to detect manipulation targeted at specific
communities. Regular audits for fairness across
languages, topics, and author demographics would
be necessary. Persuasion tactics evolve; deployed
systems will require ongoing monitoring and pe-
riodic retraining with new data to maintain their
effectiveness against emerging techniques.
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7 Conclusion

This paper has outlined our approach to the Slavic-
NLP 2025 Shared Task, centered on the application
of fine-tuned multilingual Transformer models for
detecting and classifying persuasion techniques.
Our findings indicate that while Transformers are
potent tools for these tasks, challenges related to
data imbalance, linguistic nuance, and the inherent
complexity of persuasion persist. The binary de-
tection task yielded more robust results, while the
fine-grained token-level classification proved more

demanding. Future efforts should concentrate on
sophisticated data augmentation, advanced model
architectures, and comprehensive error analysis to
advance the capabilities of automated persuasion
technique identification in diverse linguistic con-
texts. The shared task has provided valuable in-
sights into the intricacies of modelling persuasive
language and the ongoing need for research in this
critical area.
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A Appendix

Few-Shot Prompt for Subtask 1 (Binary Text
Classification)

"You are an expert linguist.whether
the following text employs any of
the persuasion techniques listed
below.only one line of JSON exactly
in the format:{ "propaganda": Q0 or
13}:{TAXONOMY }{examples}: "{text}":

Few-Shot Prompt for Subtask 2 (Multi-label
Token Classification)

"You are a linguist detecting
manipulation in news texts. Your
task is to find spans of text that
match any of the following persuasion
techniques, and assign a technique label
to each span. Output must be a JSON list
of objects, each with: ‘start¢ (char
index), ‘end‘ (exclusive), ‘technique®
(from the 1list below):{TAXONOMY}:{text}

.
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Abstract

Pre-trained language models have significantly
advanced natural language processing (NLP),
particularly in analyzing languages with com-
plex morphological structures. This study ad-
dresses lemmatization for the Russian language,
the errors in which can critically affect the per-
formance of information retrieval, question an-
swering, and other tasks. We present the results
of experiments on generative lemmatization us-
ing pre-trained language models. Our findings
demonstrate that combining generative mod-
els with the existing solutions allows achieving
performance that surpasses current results for
the lemmatization of Russian. This paper also
introduces Rubic2, a new ensemble approach
that combines the generative BART-base model,
fine-tuned on a manually annotated data set of
2.1 million tokens, with the neural model called
Rubic which is currently used for morpholo-
gical annotation and lemmatization in the Rus-
sian National Corpus. Extensive experiments
show that Rubic2 outperforms current solutions
for the lemmatization of Russian, offering su-
perior results across various text domains and
contributing to advancements in NLP applica-
tions.

1 Introduction

Lemmatization, the process of linking an inflected
word form to its normal form, is essential for associ-
ating word variations with lexical resources. Lem-
matization is crucial for morphologically rich lan-
guages because it reduces complex inflected forms
to their base forms, facilitating better analysis and
processing of text (Figure 1). This standardization
improves information retrieval and enhances un-
derstanding in various natural language processing
(NLP) tasks (Lyashevskaya et al., 2020; Sorokin
et al., 2017).

This work focuses on the lemmatization of Rus-
sian words. Despite the availability of effective
solutions for this task, several challenges remain

Present Tense _— — —
erund form 4 N e
9 ecMb N 6yaem

Future Tense
~_indicative forms

e RN /" ecte /
yayan ecn / GyayT
. yAy' o G 6ynere
- ecTb cc \ 6yay 6Gynet /
/" 6blB Gypelb g
\_ ObBUmM Present Tense - B
— indicative forms . T
Past Tense gerund forms "/ﬁblna 6bin "\
\_ 6bim GEID

ObITb ‘to be’

Past Tense

/" 6biBLMi  GbiBlemy
indicative forms

/' 6biBwero  Giwas
cyume \
GbiBLuee /Eyuee yu.‘v CYUMMIN
6bIBLUMX / Cyumn - eyumx R

cywas ™

GbiBLIytO GLIBLLUM \ YU CYWEro  cyimm 6yab
\_ cyweit  cywyio | 6ygeTe
\ N

. cywemy

GbiBLUEi

N OeBUER G cymem byam

Imperative forms

Past Tense participle forms Present Tense participle forms

Figure 1: Fragment of the indicative paradigm of the
verb 66ITE ‘to be’.

for existing models. Previous studies (Kotelnikov
et al., 2018; Lyashevskaya et al., 2023, 2020) in-
dicated some difficulties, including lemmatizing
words in old spelling, certain modern vocabulary,
proper names, and abbreviations. These shortcom-
ings and the rapid development of NLP tools high-
light the need for new solutions for lemmatizing
Russian-language texts.

This study explored approaches to generative
lemmatization based on pre-trained language mod-
els. Preliminary experiments included the compar-
ison of several models for lemmatization in a gener-
ative manner. Then, we fine-tuned the BART-base
model selected based on the results of preliminary
experiments on the manually labeled data set con-
taining 2.1M tokens. This model was compared
to existing solutions for lemmatizing Russian, and
ensemble approaches were also tested. Finally,
we presented Rubic2, a neural ensemble solution
for lemmatizing Russian texts that demonstrated
state-of-the-art results across various domains by
achieving accuracy scores ranging from 82.87% to
99.69%.

The main contributions of this work can be sum-
marized as follows.

157

Proceedings of the 10th Workshop on Slavic Natural Language Processing (Slavic NLP 2025), pages 157-170
July 31, 2025 ©2025 Association for Computational Linguistics



* We explored generative approaches to lem-
matization using pre-trained language models,
focusing on the Russian language. By combin-
ing generative models with existing solutions,
the research achieved performance improve-
ments over current state-of-the-art methods in
Russian lemmatization.

¢ We introduced Rubic2, a new ensemble model
that integrates the generative BART-base
model with an existing neural model, Rubic,
which is used for morphological annotation
and lemmatization in the Russian National
Corpus.

The rest of the paper is structured in the follow-
ing way. Section 2 contains a brief review of related
work on Russian text lemmatization and generat-
ive lemmatization approaches. Section 3 describes
the data used for training and testing. Section 4
presents the experimental setup and results. In Sec-
tion 5, we provide an error analysis. Section 6
concludes this paper.

2 Related Work

2.1 Approaches to Russian Texts
Lemmatization

Lemmatization is a crucial task for morphologic-
ally rich languages. Over the past two decades,
NLP tools for Russian have seen significant ad-
vancements, largely thanks to developing tools
for morphological parsing and conducting shared
tasks which involve texts from various sources. A
number of morphological taggers have been de-
veloped for Russian including language-specific
tools like MyStem (Segalovich, 2003) and Py-
Morphy2 (Korobov, 2015), as well as multilin-
gual models trained on Russian data such as UD-
pipe (Straka et al., 2016) and Stanza (Qi et al.,
2020). According to the experimental results in
(Akhmetov et al., 2020; Kotelnikov et al., 2018),
language-specific PyMorphy2 and MyStem show
high-quality lemmatization performance across
various corpora. The morphological parser MyS-
tem is a console application compatible with vari-
ous operation systems. It relies on Zaliznyak’s
dictionary (Zaliznyak, 1977) and can propose a hy-
pothesis for unknown words by finding the closest
matches in the vocabulary. MyStem uses context
to disambiguate homonyms, evaluate hypotheses,
and supports user dictionaries. PyMorphy2 util-
izes the OpenCorpora project dictionary (Bocharov

et al., 2011) and predicts hypotheses for unknown
words using rules and calculates conditional prob-
abilities for all analysis outcomes. Additionally,
PyMorphy2 can generate word forms based on
grammatical features.

There have been several competitions on lemmat-
izing Russian in recent years, covering texts from
various genres and domains. RU-EVAL, the first
shared task on Russian part-of-speech (POS) tag-
ging, lemmatization, and morphological analysis of
texts from various domains, including news, tech-
nical, and fiction texts (Astaf’eva et al., 2010), took
place in 2010, achieving 98% accuracy for lem-
matization and 97.3% for POS tagging. At the
MorphoRuEval-2017 shared task (Sorokin et al.,
2017), the models achieved 97.11% accuracy in
predicting morphological features and 96.91% in
lemmatization on a diverse data set containing a
large number of social media texts. From 2016 to
2019, Russian morphology was also highlighted
in SIGMORPHON (Cotterell et al., 2018), with
the best result reaching 94.4% accuracy in word
inflection within context using the data set based
on Wiktionary.

At GramEval-2020 (Lyashevskaya et al., 2020),
the best result (ranging from 78.3% to 98% across
different domains) was achieved by gbic (Ana-
stasyev, 2020). This neural model combines
RuBERT (Kuratov and Arkhipov, 2019) embed-
dings with morphological data from PyMorphy?2,
using a BiLSTM network to obtain word encod-
ings. After obtaining word embeddings, three clas-
sifiers are applied, each dedicated to a specific task:
morphology tagging, lemmatization, and syntax
dependency parsing. The lemmatization process
occurs in two stages: first, the classifier assigns a
specific rule to each token, and then the rule is ap-
plied. Each lemmatization rule defines the length of
the suffix to be removed and a substring to be added.
The system determines a set of 1000 to 2000 lem-
matization rules based on the training data. Using
this architecture, the Rubic model (Lyashevskaya
et al., 2023) was developed for tagging in the Rus-
sian National Corpus (Savchuk et al., 2024). It
features an improved lemmatization approach that
utilizes information from the part-of-speech tag-
ging module and advanced post-processing tech-
niques.

2.2 Generative Lemmatization

Over the past decade, lemmatization systems lever-
age attentional sequence-to-sequence neural ar-
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chitectures to convert inflected word forms into
lemmas at the character level. For instance,
Bergmanis and Goldwater (2018) introduced a
context-sensitive approach by incorporating sur-
rounding characters without relying on morpholo-
gical or POS tags. The paper (Piitz et al., 2018) pro-
posed morphologically-informed neural sequence-
to-sequence architecture for lemmatization. The
results presented in these works showed compar-
able quality to rule-based baselines.

Recent studies applied a transformer-based
model to lemmatizing texts. Over the past few
years, generative lemmatization has gained sig-
nificant attention from the academic community,
with current developments demonstrating highly
promising results. The proposed models typic-
ally take an inflected word form as input, along
with POS tags, morphological features, or contex-
tual information. Some research focuses on an-
cient and historical languages. For instance, during
the shared tasks (Dereza et al., 2024; Sprugnoli
et al., 2022) models for lemmatization using TS
and ByT5 were proposed (Riemenschneider and
Krahn, 2024; Wroébel and Nowak, 2022). These
models utilized the word form along with POS
tags. In (Riemenschneider and Frank, 2023), T5
was applied for lemmatization using the full sen-
tence context of the word form without receiv-
ing or predicting POS tags or morphological fea-
tures. Dorkin and Sirts (2023) proposed an encoder-
decoder architecture for Estonian language lem-
matization with several additional morphological
features based on a character-level transformer.
The BART-large model was applied to lemmatiz-
ing Russian texts (Lyashevskaya et al., 2023) and
showed promising results compared with a BERT-
based lemmatization rules classifier.

Previous studies have shown that transformer-
based models perform well in lemmatizing texts
across different languages. Several studies have
focused on generative lemmatization, which trans-
forms word forms into their lemmas. While there
have been initial attempts to use generative models
for lemmatizing Russian texts, their full potential
remains unclear. There is also a need to evaluate
the performance of ensembles combining existing
and new models to address their limitations. This
requires large-scale experiments on a diverse data
set. This study aims to address these research gaps.

3 Data

The experiments were performed using a diverse
collection of text samples that included a wide
range of genres, text types, domains, time peri-
ods, and orthographic variations. The text collec-
tion mainly consists of the texts from the Russian
National Corpus (RNC)! (Savchuk et al., 2024)
and the Taiga corpus® (Shavrina and Shapovalova,
2017). All source data are freely available to re-
searchers in the Universal Dependencies format>.
The collected data was manually reannotated by
experts in Russian morphology and syntax accord-
ing to the Russian UD-Ext scheme (Lyashevskaya,
2019). All data is presented in the CONLL-U
format. Table 1 reports on the structure of the
available training, development, and test data sets.

Based on these data, we have merged the follow-
ing test sets: RNC, which includes a collection of
texts from RNC in modern spelling; RNC xv 7,
which extends RNC with texts written in diverse
pre-Soviet orthographies; and the Taiga sets, which
consist of test data from the GramEval-2020 shared
task and a new set named CAPS* that includes So-
viet telegrams and advertisement texts and contains
a large number of words written in capital letters.
Thus, the following sets can serve as a base for
register-specific evaluation: fiction, news, poetry,
social media (social), wikipedia (wiki), CAPS. The
size of the small test sets is kept to compare the
current and previous results. The resulting test sets
are presented in Table 2.

4 Experiments and Results

4.1 Preliminary Experiments

During preliminary experiments, we assessed the
ability of generative models to perform lemmatiza-
tion of Russian words. For this, we selected three
types of models:

* BART (Lewis et al., 2020), a transformer-
based denoising autoencoder for pre-training
a seq2seq model. We used BART-base> and

1https: //ruscorpora.ru/en

2ht’cps: //tatianashavrina.github.io/taiga_site

Shttps://universaldependencies.org/:
UD_RussianSynTagRus, UD_RussianTaiga, UD_Russian-
Poetry treebanks

*Kohen’s kappa was utilized to evaluate the agreement
between two experts. x£=.932 indicates a reliable quality of
the lemma assignment. Most mismatches can be related to the
theoretically-plausible “equivalent interpretations” in context
(eg. adjective vs. participle, reflexive vs. passive verb, pluralia
tantum lemma vs. lemma in singular).

Shttps://huggingface.co/facebook/bart-base
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Data set Train Dev Test Varieties Shared task
size size size
SynTagRus2.8- 1.5M - - fiction, popular science, journal- GramEval-2020 (1.1M in
UDext ism, news, Wikipedia train; 400K: new data)
Taiga-UDext 2M 10K 10K social media, YouTube com- GramEval-2020 (the 17th
ments, Q&A, reviews; poetry & century texts and SynTa-
prosaic fiction; news gRus excluded)
prose-XX AM 2M M modern fiction & nonfiction -
prose-XIX 49K 42K 19K the 19th ¢. drama, fiction, & -
nonfiction
old-orthography 93K 9K 15K pre-Soviet spelling —
RNCy xvrrr 75K 4K 7K 18th c. non-standard spelling -
poetry 35K - 1K RNC Poetry corpus test: GramEval-2020; train:
new data
newspapers-XXI 12K 10K 14K RNC Media & Main corpus —
(journalism, announcements)
CAPS - - 1K telegrams & advertisement
GramEval-2020 - - 6K fiction, news, social, poetry, GramEval-2020
wiki
Total size 2.1M 256K 170K
Table 1: Data used for training and evaluation, size in tokens.
Test sets The summary of the model architecture configura-
RNC sets GramEval-2020 (Taiga) tion including the number of layers and attention
RNC 142K fiction 1.1K heads, the hidden layer dimension, and other char-
RNC, xvrrr 22K news 1.3K acteristics is presented in Table 6 (Appendix A).
CAPS 1.OK poetry 1.OK For the preliminary experiments, we used a
SO_CI?I LIK sample of 10K random lemmas from the training
wiki 1.5K

Table 2: Size of test sets, tokens.

BART-1arge® with 139M and 406M paramet-
ers respectively.

* MBART-50’ (Tang et al., 2021), a machine
translation sequence-to-sequence model that
uses the same baseline architecture as that of
multilingual BART (Liu et al., 2020), 680M
parameters. mBART-50 was trained on more
than 50 languages with a combination of span
masking and sentence shuffling.

e ruT5 (Zmitrovich et al., 2024), a Russian-
language text-to-text transformer pre-trained
on a corpus including Russian texts from vari-
ous publicly available resources, which rep-
resent diverse domains. The architecture and
training procedure are similar to TS5 (Raffel
et al., 2020). We used two model configur-
ations: ruT5-base® and ruT5-large® with
222M and 737M parameters respectively.

6https://huggingface.co/facebook/bart—large
"https://huggingface.co/facebook/
mbart-large-50
8https://huggingface.co/ai-forever/ruTS-base
https://huggingface.co/ai-forever/ruT5-large

set. The test was conducted on a sample of 5K lem-
mas from the RNC, x5 test set. Each model
was fine-tuned for 20 epochs with a maximum se-
quence length of 512 tokens. The learning rate was
le-5 for ruT5 and 4e-5 for BART and mBART.

The model input was presented as the word form
with a POS tag and a set of morphological features.
The output was the lemma of the word. Addition-
ally, for the model that demonstrated the best per-
formance, we assessed the effectiveness of the use
of the word form’s context. We considered two
variations of using context: full context and a con-
text window of one word. If the context window
included the beginning or end of a sentence, they
were marked with the tokens BEGIN and END, re-
spectively (see Table 3). Following (Lyashevskaya
et al., 2020), we used the lemmatization accuracy
metric that represents a standard accuracy metric,
disregarding letter capitalization and e /€ choice.

Table 4 and Figure 2 show the results on the
test sample. The highest results in the table are
highlighted. The best score using the standard input
was achieved by the BART-base model (95.7%). A
similar result was demonstrated by the BART-large
model (95.62%). mBART, ruT5-base, and ruT5-
large showed lower results (89.4%, 91.38%, and
88.74% respectively). The use of context did not
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Context

Hepesust ocrasiach mo3anu 3a oyrpamu. [The village was left behind over the hills.]

Example 1

Form 103411

L tput
emma (output) no3anu [behind]

Standard Input + Full Context

+ Context (Window Size = 1)

nosazu ADV Degree:Pos
nosaay 3a Oyrpamu.

nozaau ADV Degree:Pos JlepeBusi ocramach

no3a ADV Degree:Pos ocranack mo-
3317 3a

Example 2

Form Oyrpamu

L tput
emma (output) Gyrop [the hill]

Standard Input + Full Context

+ Context (Window Size =1)

oyrpamu NOUN Animacy:Inan
Case:Ins Gender:Masc Num-

oyrpamu NOUN Animacy:Inan Case:Ins
Gender:Masc Number:Plur /IepeBnst octamach

oyrpamur  NOUN  Animacy:Inan
Case:Ins Gender:Masc Number:Plur 3a
Oyrpamu.

ber:Plur o3a/u 3a Oyrpamu.
Example 3
Form
Lemma (output) .
Standard Input + Full Context + Context (Window Size = 1)
. PUNCT . PUNCT /lepeBus ocrasacek mo3aau 3a 6yr- . PUNCT 6yrpamu. END
pammn.
Table 3: Examples of input and output formats.
significantly improve the performance of the BART-
Model Accuracy, % base model. The use of full context led to a slight
Standard input decrease in results, while using a context window
BART-base 9570 had no major impact on the results. Based on the
BART-large 9562 results of preliminary experiments, the BART-base
mBART 9.40 model with the input consisted of the word form
UT5-base 91'38 with a POS tag and morphological features was
ruT5-large 88‘7 1 chosen for further research.
BART-base  fuii conteat 95.52 4.2 BART-based Model
95.70

BART'baseJrcontext (window size=1)

Table 4: Results of preliminary experiments (20
epochs).

100

80
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60
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= mBART
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TS5 large
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Figure 2: Accuracy scores on the test sample (prelimin-
ary experiments).

Following the preliminary experiment results, the
BART-base model was selected for further analysis,
with the input consisting of the word form along
with a POS tag and morphological features. We
fine-tuned BART-base for 40 epochs on the full
train set of 2.1M tokens described in Section 3.
For training, we used POS tags and morphological
features annotated by experts.

During the development and test phases, POS
tags and morphological features were extracted us-
ing the Rubic model (Lyashevskaya et al., 2023),
as raw texts in subsequent lemmatization do not
have expert annotations. The fine-tuned model
was evaluated on the development set to select the
best-performing version. The highest result on the
development set (98.37%) was obtained after 31
epochs (Figure 4, Appendix A). Then, the selected
model was evaluated on the test sets and compared
with several baselines.

To achieve higher performance on the test set,
we applied a set of heuristics to post-process the
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output of the BART-base model. For instance, if a
word was a singular noun in the nominative case,
which corresponded to the base form of a noun
in Russian, the lemma should have matched the
word form. The full list of heuristics is shown in
Table 7 (Appendix A). The set of heuristics was
proposed by the RNC linguists based on the ana-
lysis of frequency dictionaries and texts from RNC.
The examples of errors of the BART model that
can be corrected using heuristics are presented in
Table 8 (Appendix A).

4.3 Baselines

As baselines, we adopted four rule-based and su-
pervised approaches to lemmatizing Russian texts:

¢ PyMorphy?2 (Korobov, 2015) and MyStem (Se-
galovich, 2003), rule-based morphological
analyzers. Both analyzers return all pos-
sible lemmatization options for a given word
ordered by frequency of occurrence, so we
evaluated two lemmatization strategies. In the
first one, we used only the first lemmatiza-
tion option. In the second one, we considered
all possible lemmatization options. If any of
these options matched the gold lemma, the
generated lemma was deemed correct. The
second strategy allowed us to assess the the-
oretical potential of the method to produce
correct lemmas. However, in practice, this
strategy is not applicable.

* Stanza (Qi et al., 2020), a Python natural lan-
guage analysis package. Stanza’s lemmatizer
is designed as a combination of dictionary-
based and neural seq2seq lemmatizers.

* Rubic (Lyashevskaya et al., 2023), a neural
network algorithm consisting of three steps.
First, it generates word embeddings by com-
bining RuBERT (Kuratov and Arkhipov,
2019) embeddings with morphological data
from PyMorphy2. Second, these embeddings
are processed through a BILSTM network to
obtain word encodings. Finally, three classifi-
ers predict lemmata, morphological informa-
tion, and dependency tree of the sentence; not-
ably, the lemmatization classifier also relies on
the output of the morphological classifier and
is further refined with language-specific heur-
istics. Currently, Rubic is used in the RNC for
morphological annotation and lemmatization.

We have considered alternative options to use
as a baseline, for example, a simple recurrent
neural network (RNN) (Cho et al., 2014). How-
ever, it showed extremely low results on the mater-
ial, when compared with the fine-tuned language
models. In addition, the lexical diversity of the
material made impossible using the dictionary-
based postprocessing heuristics that proved to be
useful for other Slavic languages (Afanasev and
Lyashevskaya, 2024). Part-of-speech tags some-
times actually worsen performance, which also
speaks against using RNN as a part of the Rubic
pipeline. Crucially, we intended to use the most
robust pipeline possible, and RNN did not meet
the criteria, given its previous results for Slavic lan-
guages and our preliminary experiments, which, for
brevity and clarity, we do not report in the paper.

Among the multilingual models trained on Rus-
sian data, we selected Stanza, based on its superior
performance compared to other models, particu-
larly UDPipe (Straka et al., 2016), as demonstrated
in previous studies (Afanasev, 2023; Afanasev and
Lyashevskaya, 2024).

4.4 Experimental Results

BART-base was evaluated on the test sets and com-
pared with the baselines. Performance scores in
terms of accuracy score are presented in Table 5.
The lines BART,ostproc and BART show the
results for the fine-tuned BART-base with and
without post-processing. The asterisk (*) marks
PyMorphy?2 and MyStem considering all possible
lemmatization options. The highest score for each
test set is underlined.

The results demonstrated that in most cases
neural models outperformed the results of rule-
based approaches, even when using the version
with all possible lemmatization options. This
demonstrated that the complexity of natural lan-
guage texts and the variety of word forms require
more sophisticated approaches for their processing.
The best results among the baselines was obtained
by Rubic. BARTs¢proc Outperformed Rubic on
the RNC (+0.12%), RNC, xv 17 (+0.11%), news
(+0.77%), poetry (+0.58%), and CAPS (+0.49%)
test sets. Rubic achieved better scores on social and
wiki texts (+0.72% and +0.86% respectively). Both
models showed equal performance on the fiction
domain (99.22%).

The results showed that no single model was su-
perior across all domains. At the same time, a quick
empirical error analysis revealed that different mod-
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els exhibited different types of errors. Based on
this observation, we explored a two-step ensemble
learning approach to combine the outputs of the
two models that demonstrated the best performance
on the test sets: BARTs¢proc and Rubic. In the
first step, we compiled a dictionary of letter com-
binations that do not occur in correct Russian lem-
mas. In the second step, we checked the lemmas
generated by the basic model using the dictionary.
If a lemma produced by the basic model contained
any of these combinations or special symbols that
were not present in the word form, the generated
lemma was marked as incorrectly generated. For
incorrectly generated lemmas, the lemma obtained
from the supporting model was used. We evaluated
two ensemble configurations. In the first configura-
tion, BART ,s¢pr0c Was the basic model and Rubic
was the supporting model (BART — Rubic), and in
the second configuration, their roles were reversed
(Rubic — BART).

The use of ensembles allowed us to achieve
better results for most domains. The highest ac-
curacy was achieved using BART — Rubic on
the RNC (99.05%), RNC_ xv 11 (98.85%), fic-
tion (99.39%), and news (99.69%) test sets. For
the poetry test set, the scores obtained by BART-
base (99.23%) did not improve while using en-
sembles. For social and wiki texts, the results of
Rubic (98.31% and 97.6% respectively) remained
unsurpassed. For CAPS, the best score in our ex-
periments was achieved by PyMorphy considering
all possible lemmatization options (83.25%). The
second-best result was shown by BART — Ru-
bic (82.87%).

In our experiments, the best performance across
most test sets was demonstrated by the BART —
Rubic ensemble, which we named Rubic2. The
final workflow of Rubic2 is shown in Figure 3.
The pipeline begins with the extraction of mor-
phological features from the input text using the
Rubic model. These features (POS tags and mor-
phological attributes) are then passed to the BART-
based lemmatizer, which generates a lemma for
each token based on the word form and its mor-
phological context. Simultaneously, the same word
form is processed by the Rubic lemmatization com-
ponent, which relies on a combination of RuBERT-
based embeddings and morphological analysis us-
ing PyMorphy2. These embeddings incorporate
both contextual information from the transformer
model and rule-based morphological tags, provid-
ing an alternative lemma candidate. The outputs of

both models are then passed to the Merger block.
This component compares the two lemmas using a
set of predefined heuristics.

Our findings suggest that using ensemble learn-
ing to combine the outputs of different neural net-
work models improves lemmatization performance
across texts from various domains. By incorporat-
ing a dictionary of impossible letter combinations,
we are able to identify errors in generative lemmat-
ization and replace incorrectly generated lemmas
with those produced by a neural model based on
a different approach. This enables us to combine
the strengths of both models while mitigating their
weaknesses. In the next section, we examine com-
mon errors of both models and analyze which types
of errors our approach successfully addresses and
which challenges still warrant further investigation.

S Error Analysis

In this section, we compared the common errors of
the BART-base and Rubic models to better under-
stand strengths and limitations of Rubic2.

Since BART-base is a generative model, its er-
rors are primarily associated with the hallucina-
tion of symbols and the reproduction of stereo-
typical patterns in lemmas. The model performs
worse with homonymous forms, uninflected words,
and words with rare alternations (e.g., Beku (word
form) — Beko (generated lemma), gold lemma -
Bek, ‘a century’, a homonymous form for Bexo,
‘an eyelid’; neqn — mens, gold lemma - e, ‘a
lady’). Errors in words with the prefix nos- are
also frequently observed (moJirepeBHI — TTOJIIIE-
peBus, gold lemma - mosinepesnu, ‘a half of the
village’). In nouns ending in -ube, BART usually
replaces -ube with -ume (yBemanbsa — yBeIa-
Hue, gold lemma - yBemanbe, ‘an exhortation®).
Other frequent errors made by BART are related to
the lemmatization of numerals (13.32 — 133232,
gold lemma - 13.32), hashtags (#life — #de, gold
lemma - #life), and user mentions (QZhirinovskiy
— @Zhovovskiy, gold lemma - @Zhirinovskiy).
In some instances, BART-base generates unexpec-
ted characters (anan c) and replaces repeated vow-
els (memenpbauIla — menaabHUNA, gold lemma -
renebHUIA, ‘an ashtray’).

In general, Rubic’s errors are related to the in-
correct selection of lemmatization rules, leading
to excessive or insufficient deletion of symbols.
In some cases, Rubic does not remove the accent
mark (e.g., HaIlbIIEHHBI — HAIBIEHHBI, gold
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Model RNC RNC, xyyr; fiction news poetry social wiki CAPS
BART 98.72 98.48 99.13 99.62 99.04 96.79 94.99 81.22
BART postproc 98.91 98.66 99.22 99.62 99.23 97.59 95.74 81.61
Rubic 98.79 98.55 99.22 98.85 98.65 98.31 97.60 81.12
Stanza 93.79 92.85 97.65 97.32 9327 95.10 89.70 59.24
MyStem 91.60 91.29 91.64 91.65 90.67 91.98 89.56 78.90
PyMorphy?2 91.23 90.42 95.21 94.10 94.23 93.76 89.35 80.15
MyStem* 94.07 93.78 94.25 9379 91.63 95.10 90.18 81.32
PyMorphy2* 94.08 92.59 97.56 9579 9596 96.97 90.25 83.25
BART — Rubic (Rubic2) 99.05 98.85 99.39 99.69 99.23 97.86 96.36 82.87
Rubic — BART 98.84 98.60 99.22 98.93 9894 98.31 97.60 81.12

Table 5: Lemmatization accuracy scores, %. * — considering all possible lemmatization options.
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Figure 3: The Rubic?2 pipeline.

lemma - manbIeHHbi, ‘pompous’). Rubic often
produces errors with nouns ending in -ii, altering
the word stem or adding suffixes (moresnyit — 1mo-
1esioK, gold lemma - moresyit, ‘a kiss’; pydeit
— pyuenb, gold lemma - pyueii, ‘a stream’). Ad-
ditionally, in several instances, Rubic incorrectly
lemmatizes adverbs and prepositions by completely
replacing the original word form with new words
(xpare — xoporrio, gold lemma - kpacuso, ‘beau-
tifully’; mpomezx — mHOTrO, gold lemma - mpo-
MexK, ‘between’). Finally, Rubic performs worse
in lemmatizing verbs and proper nouns compared
to BART-base.

Both Rubic and BART-base struggle with the
lemmatization of abbreviations (often shortened
forms with full stop placed after an initial letter or
several letters), reflexive verbs, and the words the
stems in which end with a soft consonant. Plurale
Tantum words and word forms in the plural are also
occasionally incorrectly lemmatized. The models
also demonstrate more lemmatization errors with
nouns that contain fleeting vowels; however, such
errors are more typical for Rubic. Some errors are
related to the lemmatization of adjectives ending in

-oit and -brit. The models exhibit errors when lem-
matizing distorted word forms, with Rubic making
such mistakes much more frequently. Examples
of word form types that are challenging for both
models are shown in Table 9 (Appendix A). The
presented cases pose a challenge for the further
improvement of Rubic?2.

6 Conclusion

This paper addresses lemmatization for the Rus-
sian language. Our study integrates generative lem-
matization and current effective neural models for
lemmatizing Russian to address the limitations of
both approaches and leverage the advancements
in NLP and pre-trained language models. Extens-
ive experiments reveal that the Rubic2 ensemble
model presented in this paper shows high perform-
ance on various domains ranging from 82.87% to
99.69% in terms of the accuracy score. Given the
importance of lemmatization for morphologically
rich languages and the effectiveness of the pro-
posed methodology, we believe our work makes a
significant contribution to the field.

The current study is limited by the complex
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format of the input data. Generative lemmatiza-
tion requires extracting the morphological features
with the Rubic model, thus making lemmatization
performance reliant on the accuracy of these predic-
tions. Additionally, the model makes errors in cer-
tain challenging cases, such as the lemmatization
of abbreviations or foreign words. This limitation
could be addressed by using a more advanced con-
textual analysis of word forms. Another direction
for future research is to create a linguistic-informed
model generating only valid lemmas according to
language rules, without needing heuristics for post-
processing.

7 Limitations

We identified the following limitations of our study.

Significance of the Results: In this work, we
proposed an ensemble model for Russian lemmat-
ization that outperformed the previous state-of-
the-art Rubic model on most test sets. The im-
provement ranged from 0.17 to 1.75%. A con-
ducted bootstrap analysis (N = 1000 resamples)
using all test data showed the Rubic mean accur-
acy of 98.42% (95% CI: [98.36%, 98.49%], min
= 98.33%, max = 98.54%) and the Rubic2 mean
accuracy of 98.67% (95% CI: [98.62%, 98.73%],
min = 98.58%, max = 98.79%) (Figure 5, Ap-
pendix A). The difference was statistically signific-
ant (p < 0.01) in accordance with the Wilcoxon
test. The obtained gain is substantial in absolute
terms when applying Rubic2 to annotate large text
corpora. Moreover, the achieved improvements
helped correct several typical errors of the Rubic
model (see Section 5).

Dataset Issues: Although the training and test-
ing data cover a wide range of domains, some
domains are either absent or underrepresented
(Table 1). This may lead to a bias in model fine-
tuning towards more common categories.

The input format used for fine-tuning BART is of
limited suitability for homonym recognition. The
task of lemmatizing homonyms, which is particu-
larly relevant for Russian texts (Lyashevskaya et al.,
2011), requires further investigation.

Runtime: We observe a longer lemma gen-
eration time compared to the Rubic model (see
Table 10, Appendix A). This is due to the larger
number of model parameters, its ensemble archi-
tecture, and resource constraints. In this work, ac-
curacy is the top priority, as Rubic2 is intended for
annotating large text corpora (~ 10® — 10? tokens).

This process involves a one-time annotation of the
data, followed by multiple uses of the results.

The duration of one epoch of fine-tuning the
BART-base model on the full training set was ap-
proximately 4.5 hours using an NVIDIA RTX 4090
GPU and an AMD Ryzen 9 7900X processor. We
estimate the total time spent on preparing the final
model to be 270 GPU hours.

Usage of Instruction-based LLMs: In this
work, we focused on encoder-decoder architectures
and did not consider instruction-based LLMs. This
limitation is due to our future plans for applying
the model to annotate large text corpora, as well as
resource constraints. Despite a significant increase
in runtime when using BART, Rubic2 allows an-
notation to be performed within a reasonably lim-
ited time. For example, annotating all test data (=
300K tokens) takes about eleven minutes in real
time. Our preliminary experiments have shown
that using instruction-based LLMs would require
significantly more time.
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A Additional Figures and Tables
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Figure 4: Accuracy scores on the development set.
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Figure 5: Bootstrap distribution of Rubic and Rubic?2.

B Potential Risks

The primary intended purpose of Rubic2 is the an-
notation of large (=~ 108 — 10? tokens) corpora of
Russian-language texts for further linguistic ana-
lysis. The final lemmatization results are not guar-
anteed to be fully accurate, as indicated by the
accuracy findings presented (see Section 4). The
evaluation of the model performance is limited to
the domains covered in this study (see Section 3).

C Scientific Artifacts

We list the licenses of the scientific artifacts used
in this paper: PyMorphy2 (MIT license), MyS-
tem (license agreementlo), Stanza (Apache li-
cense 2.0), Rubic (license agreement”), BART
(Apache license 2.0), mBART-50 (MIT license),
ruT5 (MIT license), Huggingface Transformers
(Wolf et al., 2020) (Apache License 2.0), Simple-
Transformers'? (Apache license 2.0).

10https ://yandex.ru/legal/mystem
"https://ruscorpora.ru/en/page/license-neuro
2https://simpletransformers.ai/

The data set used in this study was previously
employed in other research on lemmatizing Rus-
sian words (Lyashevskaya et al., 2023). The pre-
annotated data set was provided by the Russian
National Corpus (Savchuk et al., 2024) for use ex-
clusively for scientific purposes under a license
agreement of RNC!3. It does not contain personal
data but may include a small number of examples
of obscene or offensive vocabulary.

We ensured that our use of existing artifacts
aligns with their intended purpose as specified by
their original creators.

Bhttps://ruscorpora.ru/en
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Model Architecture Params Data source Layers Tokenizer Heads Hidden

BART- 139M  BookCorpus, Stories, 12 16 768

base Encoder Wikipedia, CC News, BPE, 50x 103

BART- 406M  OpenWebText 24 16 1024
decoder

large

mBART 680M CC25, XLMR 24 16 1024

ruT5- 222M  Wikipedia, C4, news, 12 Sentence- 12 768

base Librusec, OpenSubtitles Piece,

ruT5- 737TM 24 32x103 16 1024

large

Table 6: Model overview. The Tokenizer column includes the tokenization method and the vocabulary size.

Features and values

Comment

Performance impact Result
for the RNC test set

Lemma:=Wordform

Foreign = Yes Foreign word 70.1355%
NOUN and Case = Nom Noun in the singular form 10.0303%
and Number = Sing in the nominative case

VERB VerbForm = Inf Verb in the infinitive form  10.1331%
PUNCT Punctuation 10.012%
SYM Symbol 70.004%
(NUM or ANUM) and not Cardinal or ordinal nu- 710.0007%

Wordform.isalpha()

meral, and not all charac-
ters are alphabetic letters

Table 7: Set of heuristics to post-process the output of BART-base.

Model input

Gold lemma

Generated lemma (raw output)

Qeexo X Foreign:Yes Qeexo oeeo
) MaTeMaTUuKa, MaTeMad uKa
MaTeMaTuKa NOUN Animacy:Inan .
(mathematics)

Case:Nom Gender:Fem Number:Sing

kpyxkutbca VERB Aspect:Imp Transit:Intr

KpyX)uTbcad  (to

KPY2KUTH (to make spin)

VerbForm:Inf Voice:Act Spin)

.......................... PUNCT
k% SYM foskok %
187 NUM NumForm:Digit NumType:Card 187 Top
1:1 ANUM NumForm:Digit NumType:Card  1:1 111

Table 8: Examples of the errors corrected by heuristics.
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Form Gold lemma BART-base Rubic Comment
MaKc. MaxcuMmyM (a max- MAKC. Makcniickukullcx Abbreviation
imum)
KKaJI KHJIoKaaopust (a KKAHIOrpamMM KKaJI
kilocalorie)

Reflexive and
OexKuM 6exkaTh (to run) 6ekaTh OEKATLCS .

s non-reflexive
BCIIOMHHAETCS BCIIOMHHATHCs (to BCIOMHHATDH BCIIOMHHATHCST verb forms
be remembered)

Word forms with
Tpancsaasie TpancpaaJib TpaHCBaaJ/Ib Tpancsaa o

—_— a stem ending in
(Transvaal)

a soft consonant.
oreste oren (a hotel) oTest oTesb Proper nouns.
BaJIEHKaX Bajenok (a felt BAJCHKH BaJIEHOK \Yordl forms in

plura

boot)
IIBETHI nBerok (a flower) IIBETOK IIBETHI
KOI'TsIMU Kororsb (a claw) KOI'T KOT'OTb Worfis with
fleeting
napeHbka napenex (a lad) apeHbeHb apeHbKO vowels
. Adjectives
XBOpbIE XBOpBIii (sick) XBOPBIIf XBOpOIi Jectn

ending in

POKOBBLIC pokosoii (fatal) POKOBBIit POKOBOI -oit and -brit

Table 9: Examples of lemmatization errors. Generated lemmas that do not match the gold lemma are underlined

(case insensitive).

Model Speed (tokens per second)
BART-base 707
Rubic 1416

Table 10: Average lemmatization speed. The model
results were obtained using an NVIDIA RTX 4090 GPU
and an AMD Ryzen 9 7900X processor.
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Gradient Flush at Slavic NLP 2025 Task: Leveraging Slavic BERT and
Translation for Persuasion Techniques Classification

Sergey Senichev, Aleksandr Boriskin, Nikita Krayko, Daria Galimzianova
MTS Al

Abstract

The task of persuasion techniques detection is
limited by several challenges, such as insuffi-
cient training data and ambiguity in labels. In
this paper, we describe a solution for the Slavic
NLP 2025 Shared Task. It utilizes multilingual
XLM-RoBERTa, that was trained on 100 vari-
ous languages, and Slavic BERT, a model fine-
tuned on four languages of the Slavic group.
We suggest to augment the training dataset with
related data from previous shared tasks, as well
as some automatic translations from English
and German. The resulting solutions are ranked
among the top 3 for Russian in the Subtask 1
and for all languages in the Subtask 2. We
release the code for our solution.'

1 Introduction

The increasing prevalence of persuasive techniques
in political discourse and social media has raised
concerns about their role in shaping public opin-
ion, particularly in the context of disinformation
and manipulative communication. Detecting and
classifying such techniques in multilingual set-
tings presents a significant challenge due to lin-
guistic and cultural variations, especially in under-
resourced languages.

The Shared Task on the Detection and Classifi-
cation of Persuasion Techniques in Texts for Slavic
Languages (Piskorski et al., 2025) addresses this
challenge by focusing on five Slavic languages:
Bulgarian, Polish, Croatian, Slovene, and Russian
across two domains, parliamentary debates and so-
cial media posts. The task consists of two subtasks:
(1) binary detection of persuasion techniques in
text fragments and (2) multi-label classification
of specific techniques based on an extended taxon-
omy derived from SemEval 2023 Task 3 (Piskorski
et al., 2023a).

1https://github.com/ssenichev/ACL_
SlavicNLP2025/

In this paper, we propose a solution leveraging
multilingual transformer-based models, specifically
XLM-RoBERTa (Conneau et al., 2019) and Slavic
BERT (Arkhipov et al., 2019), which are well-
suited for cross-lingual transfer learning. Given
the limited labeled data for some languages, we
employ training data augmentation by incorporat-
ing official datasets alongside translated examples
from related persuasion technique corpora. This
approach enhances model generalization across lan-
guages while mitigating data scarcity.

For Subtask 1, which involves binary classifi-
cation of whether a given text offset contains any
persuasion techniques, our Slavic BERT-based so-
lution is ranked 2nd for the Russian language. Sub-
task 2 is a multi-label classification problem: given
a text offset and a predetermined list of persuasion
techniques, determine which of the techniques are
present in the text. For this task, our approach with
XLM-RoBERTa and augmentation from other re-
lated sources is ranked among the top 3 for three
out of five languages measured with both micro and
macro F1 scores. For the remaining two languages
(Bulgarian and Russian), this method made it to the
top 3 on one of the scores.

2 Related work

In recent years, multilingual persuasion techniques
detection (Martino et al., 2020), which was inspired
by disinformation research and the analysis of po-
litical and social-media rhetoric, has gained atten-
tion. SlavicNLP-2025 shared task concentrates
these efforts specifically on five Slavic languages:
Bulgarian, Polish, Croatian, Slovene and Russian.

Various shared tasks related to the detec-
tion of Persuasion Techniques, moving from
news (SemEval-2023 Task 3) (Piskorski et al.,
2023a) to social media (SemEval-2020 Task 11)
(Da San Martino et al., 2020) and even multimodal
memes (SemEval-2021 Task 6) (Dimitrov et al.,
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2021).

(Da San Martino et al., 2020) started the research
with SemEval-2020 Task 11, which treated persua-
sion as span identification and span classification in
news articles, using an inventory of 14 techniques.
The research quickly shifted to multimodality: Dim-
itrov et al. (2021) organized SemEval-2021 Task
6, releasing a 950-meme corpus annotated with 22
techniques and defining three subtasks that jointly
exploit text and image cues. Building on previ-
ous tasks, SemEval-2023 Task 3 (Piskorski et al.,
2023a) released a multilingual news corpus in nine
languages (including PL and RU), annotated with 23
persuasion techniques at the paragraph level. Most
recently, “CLEF-2024 CheckThat! Task 3" (Pisko-
rski et al., 2024) has also included 4 Slavic lan-
guages (RU, BG, PL, SL) in their datasets.

In SemEval-2023 Task 3 (Piskorski et al., 2023a)
the NAP submission (Falk et al., 2023) boosted
XLM-Roberta by augmenting the training set with
symmetrical back-translation and paraphrasing,
achieving the best results in French and rank-
ing in the top-3 for 7/9 languages. Alternatively,
the KInIT VeraAl team (Hromadka et al., 2023)
avoided augmentation: a single XLM-Roberta was
fine-tuned in all languages and calibrated with dual
confidence thresholds (for seen and unseen lan-
guages) and ranked first in six languages, including
zero-shot surprise languages.

Domain adaptation has also emerged as a key
factor. The ParlaSent (Mochtak et al., 2024) and
ParlaMint datasets (Ogrodniczuk et al., 2022) pro-
vide more than a billion words of annotated parlia-
mentary debates, enabling the development of the
XLM-R-parla model.

Recent work also goes beyond label accuracy to-
ward explainable persuasion detection. (Hasanain
et al., 2025) release the first explanation-enhanced
corpus for propaganda (Arabic and English para-
graphs/tweets), where GPT-40 generated rationales
are manually vetted for clarity, plausibility, faith-
fulness, and informativeness. The authors then
finetune Llama-3.1-8B (Grattafiori et al., 2024)
for label classification and generation of concise
natural-language rationales.

3 Experimental setup

The primary strategy for developing the system
was to fine-tune pre-trained large language mod-
els (LLMs) on datasets from previous shared tasks

Zhttps://huggingface.co/classla/xIm-r-parla

in related domains (Piskorski et al., 2023b, 2024).
For the classification objective, we extend the pre-
trained models by adding a final classification head
on the top of transformer encoder. The input to
the model consists of short text spans, either sen-
tences or phrases, extracted from social networks
or parliamentary debates.

For Subtask 1, the objective is binary classifi-
cation: to determine whether any persuasion tech-
nique is present in the span. The model produced
a single score, which was then converted into a bi-
nary label (True/False) using a threshold. For Sub-
task 2, which involves multi-label classification, the
model’s prediction head output independent scores
for each persuasion technique label, allowing for
the possibility that multiple techniques could co-
occur in the same span.

Given this setup, we conduct additional experi-
ments to tune the confidence thresholds, aiming to
optimize overall performance. In both subtasks, we
varied hyperparameters such as learning rate and
batch size, and experimented with different train-
ing data configurations, including combinations of
original and machine-translated examples.

The best hyperparameters used for the lan-
guage models are: batch size of 64 (sBERT) and
32 (XLM-R), AdamW optimizer with 3 x 107>
(sBERT) and 1 x 10~ (XLM-R) learning rate and
fine-tuning for 10 epochs with early stopping using
cross-entropy loss.

4 Data

The input for all tasks is parliamentary debates on
highly debated topics and social media posts re-
lated to the spread of disinformation in plain text
format. Articles are given in five Slavic languages
(Bulgarian, Polish, Croatian, Slovene and Russian).
They were gathered from various sources and cover
a variety of popular subjects, such as COVID-19
or the Russo-Ukrainian War, as well as abortion
and migration. They were chosen primarily from
the mainstream media, including some paragraphs
from websites that media credibility experts have
flagged as possibly disseminating false informa-
tion.

We observe that some languages were associ-
ated with less reliable sources, which introduced
a higher degree of bias into their datasets. For ex-
ample, a large subset of the Russian-language data
appear to originate from pro-government media
outlets.
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Model Added languages BG HR PL RU SI
Macro Micro Macro Micro Macro Micro Macro Micro Macro Micro
XLM-R  +RU, PL 170 338" 360" 49.1° 276" 410" 12.1 173 19.0° 323"
sBERT +HR; - - 26.1 45.1 - - - - - -
sBERT  +EN, RU, PL 14.9 335 27.8 46.4 19.5 31.6 8.6 14.0 14.2 27.2
sBERT  +EN, RU, PL, SI;, RU; 15.9 329 355 40.4 26.7 36.0 13.3" 18.9 16.0 24.0

Table 1: Subtask 2 evaluation results (Macro-F1 and Micro-F1) on test set for multilingual models trained on the
official dataset (BG, PL, RU, SI) with different language augmentation configurations. Added languages include
both original and translated data (marked with subscript ¢). Asterisks for methods ranked among the top 3 in the

general leaderboard.

4.1 Data Augmentation

To enrich the training data for Subtask 2, we incor-
porate samples from CLEF-2024 CheckThat! Task
3 (Piskorski et al., 2024). In different experimental
settings, we use datasets in English (9002 samples),
Russian (4138 samples) and Polish (3824 samples).
These were combined with the official dataset pro-
vided by the organizers in varying proportions and
configurations to assess the impact of cross-lingual
augmentation on performance. No additional data
was used for Subtask 1.

4.2 Data Translation

In addition to using original datasets, we also gener-
ated synthetic training data by translating “Check-
That! 2024" samples using GPT-4.1. The model
is prompted to return the translations in json for-
mat. We find JSON mode of the Responses API
("type": "json_object") to be useful when val-
idating the structure of the model outputs. Since
the dataset is provided as non-unique long texts
and unique phrases taken from the texts, we first
translate the long text and cache the translation.
Then, the model is prompted to extract and return
the exact translation of a given phrase. This does
not always work perfectly, but the semantics of the
phrase is mostly preserved. The prompt used for
translation and phrase extraction can be found in
Figure 1.

We select English and German as source lan-
guages due to their high resource availability and
strong representation in large language models.
The translated target languages are chosen based
on specific weaknesses of the baseline models and
gaps in the original dataset:

» Russian (RU) is selected due to relatively low
validation performance, aiming to improve
robustness on this language.

* Slovene (SL) is targeted because of the small

size of its original training set.

* Croatian (HR) is chosen because it is entirely
absent from the original training data.

In total, we obtain 1253 translated Russian sam-
ples (in addition to 4303 original ones), 1399 trans-
lated Slovene samples (compared to 82 in the orig-
inal training set), 913 synthetic Croatian samples
(with no original training examples). We validate
100 samples of translations into Russian and find
all of them to be of a satisfactory quality. Other
languages do not undergo any human evaluation.

The exact number of original, augmented, and
translated data samples for each language can be
found in the Table 2.

Original Aug Trans Total
BG 250 - - 250
HR 0 - 913 913
PL 202 3824 - 4026
RU 165 4138 1253 5556
SL 82 - 1399 1481
EN - 9002 - 9002

Table 2: Number of samples in the training set after
augmentations (Aug) and machine translation (Trans).

5 Model selection

We select two families of multilingual transformer-
based models for our experiments: XLM-
RoBERTa-large (Conneau et al., 2019) and Slavic-
BERT (Arkhipov et al., 2019).
XLM-RoBERTa-large is chosen due to its strong
performance in Slavic languages such as Polish
and Russian in previous multilingual shared tasks,
where it consistently ranked among the top per-
forming models (Purificato and Navigli, 2023).
Slavic-BERT is selected because it had already
been pre-trained on a large Slavic-language cor-
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pus, which reduces the need for additional lan-
guage adaptation. Therefore, only task-specific
fine-tuning is required for classification.

6 Confidence Threshold Calibration

In our experiments, we calibrate the confidence
threshold separately for each language using its
respective validation set. This language-specific
calibration allowed us to better adapt to distribu-
tional differences across languages and enhance
the overall performance of the classifiers.

For Croatian, which is not represented in the
validation data, we could not calibrate the threshold
in a language-specific manner. Instead, we used
the average threshold derived from other languages
within the same model family. This approach is
motivated by the need to provide a reasonable and
unbiased estimate under a zero-shot scenario.

The calibration results revealed that adjusting
the confidence threshold had a significant impact
on classification performance. For most languages,
performance improved as the threshold decreased,
up to a point beyond which it declined due to the
inclusion of too many low-confidence predictions.

Optimal thresholds varied across languages and
models and are provided in Table 3; however, mul-
tilingual models generally performed best with
lower thresholds, particularly in zero-shot or low-
resource settings. This finding aligns with previous
observations that lower thresholds can compensate
for reduced model confidence in scenarios with
limited data coverage (Cheng et al., 2025).

While threshold optimization is beneficial to
overall model performance, it can hurt the qual-
ity of the models, and this is visible in Table 1
for PL and RU, as for both languages, the model
has very high Recall. This usually means that the
threshold was too low (0.1 for RU) and the model
predicts the positive label most of the time (99.3
recall vs. 75.5 precision for RU).

BG HR PL RU SL
XLM-R 045 03 025 - 03
sBERT - - - 0.1 -

Table 3: Optimal confidence thresholds used for label
prediction in Subtask 2, selected based on validation set
performance for each language and model. Thresholds
are reported only for the best-performing model in each
language.

7 Results

The evaluation metrics for Subtask 1 can be found
in Table 4. F1 score is the main evaluation metric
for this task. As it is seen from the table, the pre-
diction quality in absolute numbers is quite high
for all languages. However, in this subtask, our
method based on Slavic BERT managed to score
2nd in the general leaderboard only for the Russian
language with the remaining languages lagging be-
hind. This could possibly be explained by the fact
that Slavic BERT was trained on a large corpus
of Russian data with a smaller percentage of other
Slavic languages.

Language Accuracy Precision Recall F1-Score
BG 83.0 84.6 83.7 84.1
HR 85.1 81.1 88.2 84.5
PL 83.5 81.0 96.8 88.2
RU 75.3 75.5 99.3 85.8"
SL 86.4 74.1 89.2 80.9

Table 4: Subtask 1 evaluation metrics for multilingual
models trained on the official dataset without data aug-
mentation. The subtask was submitted only using Slavic-
BERT model. Asterisks for methods ranked among the
top 3 in the general leaderboard.

Evaluation results for Subtask 2 are presented
in the Table 1. We approached this task with two
models, XLM-RoBERTa with official data augmen-
tations and Slavic BERT with official and translated
data augmentations. In the general leaderboard for
this subtask, XLM-RoBERTa is ranked within top
3 for Croatian, Polish, and Slovene evaluated with
both macro and micro F1 scores used for this task.
Slavic BERT with augmentations is ranked 3rd
evaluated on macro F1. It is interesting to observe
that multilingual XLM-RoBERTa, which was not
been specifically adapted for the Slavic languages
in a way the Slavic BERT was, has scored the high-
est for all languages except Russian. This might in-
dicate the advantage of model generalization across
a very wide linguistic variety over a narrow domain
adaptation, especially for a complicated task such
as persuasion techniques classification.

8 Conclusion

The approaches we explored yielded varying re-
sults. XLM-RoBERTa performed significantly bet-
ter on Subtask 2, while the solution based on Slavic-
BERT using augmented data achieved great scores
in absolute terms for Subtask 1. This highlights
how auxiliary factors can influence task perfor-
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mance, such as data imbalance for certain lan-
guages or biases related to topic distribution and
sentiment within the dataset.

To address such challenges, it is worth invest-
ing time in enriching the training data, which can
also be achieved by translating texts from other
languages. Open-sourced data from “CLEF-2024
CheckThat! Task 3" translated to minority sets in-
creased the accuracy of the solution. Moreover,
this task reminds of the importance of carefully
choosing the confidence threshold for the language
model’s predictions.

9 Limitations

Our dataset was limited in size and exhibited
a strong class imbalance, particularly for low-
resource languages. There was a distinct style shift
in Russian-language data, which caused a decline
in performance in subtask 2. Due to computational
constraints, we did not experiment with larger mod-
els or ensemble methods. Our findings are based
on social media data and may not generalize well
to formal or literary texts.
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A Appendix

Prompt for Initial Translation:
Translate the following text
{target_language}:
{document_text}

into

Then extract and return the exact
translations of this phrase from the
translated text:

{phrase_text}

Respond in JSON with this format:
{"translated_text": oo,
"translated_phrases”: "...",

R

Prompt for Post-translation Extrac-
tion:

The following text:

{document_text}

was translated into
{target_language}:
{translated_text}
Extract and return the exact
translations of this phrase from

the translated text:
{segment_text}

Respond in JSON with this format:
{"translated_phrases”: "...",

n'..n]}

Figure 1: Prompts for GPT-4.1 for automatic translation.
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Abstract

This paper presents our submission to Sub-
task 2 (multi-label classification of persuasion
techniques) of the Shared Task on Detection
and Classification of Persuasion Techniques
in Slavic Languages at SlavNLP 2025. Our
method leverages a teacher—student framework
based on large language models (LLMs): a
Qwen3 32B teacher model generates natural
language explanations for annotated persuasion
techniques, and a Qwen2.5 32B student model
is fine-tuned to replicate both the teacher’s ra-
tionales and the final label predictions. We train
our models on the official shared task dataset,
supplemented by annotated resources from Se-
mEval 2023 Task 3 and CLEF 2024 Task 3
covering English, Russian, and Polish to im-
prove cross-lingual robustness. Our final sys-
tem ranks 4th on BG, SI, and HR, and 5th on
PL in terms of micro-F1 score among all par-
ticipating teams.

1 Introduction

Persuasion techniques (Piskorski et al., 2023a) are
widely employed in both formal and informal dis-
course, ranging from parliamentary debates to emo-
tionally charged social media posts. These tech-
niques leverage rhetorical devices—such as exag-
geration, scapegoating, or appeals to authority—to
manipulate opinions or obscure critical thinking
(Nikolaidis et al., 2023). Automatically identifying
such techniques is an essential step in combating
misinformation and promoting media literacy.

The SlavNLP 2025 Shared Task on “Detection
and Classification of Persuasion Techniques in
Slavic Languages” presents a challenging multilin-
gual, multi-label classification problem (Piskorski
et al., 2025). In Subtask 2, participants are asked
to identify all applicable persuasion techniques in
paragraph-level texts drawn from two distinct do-
mains—political debates and social media—and
across five Slavic languages (Bulgarian, Croatian,
Polish, Slovene, and Russian).

LLMs (Brown et al., 2020) have shown impres-
sive reasoning abilities, producing detailed reason-
ing steps that enhance input prompts and boost few-
shot or zero-shot performance (Wei et al., 2022; Ko-
jima et al., 2022). Reasoning steps have also been
utilized during further fine-tuning to enable LLMs
to self-improve (Zelikman et al., 2022; Huang et al.,
2022). LLMs have shown remarkable performance
in generation tasks but have been less widely ap-
plied to classification tasks. Therefore, we leverage
generative reasoning to enhance the classification
capabilities of large models.

To address this task, we propose an explanation-
guided teacher—student training framework (Hinton
et al., 2015; Pintrich and Schunk, 1996) that first
uses the Qwen3 32B model (Yang et al., 2025)
as a teacher to generate detailed natural language
rationales explaining the presence of persuasion
techniques, providing an intermediate layer of su-
pervision beyond surface annotations. Then, a stu-
dent model Qwen2.5 32B (Yang et al., 2024) is
fine-tuned to mimic the teacher’s reasoning pat-
terns and labels. Additionally, we apply a voting
strategy (Breiman, 1994) leveraging the stochastic-
ity of the fine-tuned model by generating multiple
prediction samples and aggregating results via self-
consistency (Wang et al., 2022) voting.

Our exploration integrating explanation-guided
rationale generation, cross-lingual data augmenta-
tion, and ensemble voting mechanisms suggests
potential pathways for addressing the challenges of
multilingual persuasion technique classification.

2 Methodology

2.1 Stage 1: Abductive Reasoning from the
Teacher Model

To enable the student model to acquire interpretabil-
ity and contextual reasoning abilities in persua-
sion technique detection, we adopt a large lan-
guage model (LLM), specifically Qwen3-32B, as
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the teacher model. Leveraging its strong generaliza-
tion and causal reasoning capabilities, we activate
its latent knowledge through carefully designed
prompts, encouraging it to generate natural lan-
guage rationales for multi-label persuasion deci-
sions. These rationales are then used to guide the
student model via distillation.

Given a sample text input X (e.g., a parliamen-
tary debate speech or a social media post) and
its corresponding multi-label annotation Y, we
prompt the teacher model to produce a rationale R
that explains why the given text implies the pres-
ence of one or more persuasion techniques. This
prompt is designed to elicit rich world knowledge
and argumentative reasoning from the LLM. For-
mally, the prompt p is structured as:

The following [language] sentence [text]
employs persuasion techniques: [labels].
Please explain the reasons why.

Through this prompting strategy, the LLM gen-
erates a rationale R, which often includes back-
ground knowledge, discourse clues, and inferred
intentions that are implicit in the input text. These
rationales are then paired with the original input
X to form training samples (X, R) for the student
model in the next stage.

This stage serves as a form of interpretation-
level knowledge distillation, where the student
model learns not only to predict but also to rea-
son. The resulting rationale corpus provides fine-
grained supervision that guides the student model
to capture semantic patterns aligned with persua-
sion techniques, enhancing both accuracy and ex-
plainability in downstream classification tasks.

2.2 Stage 2: Qwen2.5 32B Fine-tuning

To perform multi-label classification of persuasion
techniques on parliamentary debates and social me-
dia texts, we employ a two-phase fine-tuning strat-
egy on a smaller language model, Qwen2.5-32B,
using only textual modality. This design ensures
that the model inherits reasoning capabilities while
maintaining inference efficiency in real-world sce-
narios.

Learn from Rationale: In the first stage of train-
ing, we supervise the student model using the rea-
soning texts (rationales) previously generated by
the teacher model. These rationales provide ex-
plicit explanations for why a given input contains
one or more persuasion techniques, serving as valu-
able intermediate supervision signals.

We adopt a sequence-to-sequence learning ob-
jective: the student model takes the original text
input X and generates the corresponding rationale
R, aiming to approximate the target rationale R.
This learning process encourages the model to in-
ternalize latent reasoning patterns aligned with per-
suasion techniques, promoting better understand-
ing of argumentative structures and discourse cues
embedded in persuasive language.

We use a prompt-based format to elicit ratio-
nales in a natural language generation setting. Our
prompt is:

Identify persuasion techniques used in
the text and please explain the reasons
why. Your answer should be a subset of
the following labels: [all the labels].

The learning objective in this stage is:

ﬁrationale - CE(R7 ]%) (1)

Learn from Label: We further fine-tune the
student model to directly predict persuasion tech-
nique labels in a multi-label classification setting.
Instead of relying on fixed-size classification heads,
we cast this task as a generation problem. The
model is prompted to generate a list of persuasion
techniques from a predefined label set.

Given the same text input X, the model is trained
to generate one or more applicable labels L, where
each label name is separated by commas. The
target output consists of all the gold labels con-
catenated into a natural-language-like string. This
generation-based formulation allows the model to
flexibly output an arbitrary number of labels with-
out manual threshold tuning or token-level classi-
fication constraints. In this stage, we change the
prompt to:

Identify persuasion techniques used in
the text. Your answer should be a subset

of the following labels: [all the labels].

The learning objective is:

Lisver = CE(L, L), 2)

Together, these two stages ensure that the student
model not only inherits the interpretive capability
of the teacher model but also becomes proficient
in direct label inference. The reasoning stage en-
hances the model’s internal comprehension, while
the label prediction stage adapts this understanding
to the downstream multi-label task.
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2.3 Self-Consistency Voting

Despite the promising capabilities of the fine-tuned
student model, the open-ended nature of rationale
generation and the inherent ambiguity in multi-
label persuasion classification can occasionally in-
troduce variability in the predicted labels. Such
variation may stem from factors like decoder sam-
pling stochasticity or subtle shifts in the model’s
attention.

To improve prediction stability and reduce un-
certainty, we employ self-consistency at inference
time. Concretely, for each input text X, we sample
the model multiple times independently to obtain
a collection of predicted label sets {Y7, Ys, ..., Y, }.
For each candidate label, we count its frequency
across these runs and include it in the final predic-
tion if it appears in more than half of them. The
final aggregated label set Y* is defined as:

V= {y|YIwev) >3 @)
=1

This self-consistency approach helps mitigate
inconsistencies across individual predictions and
promotes more reliable output in the multi-label set-
ting. By aggregating multiple decoding outcomes,
it reinforces stable and representative label assign-
ments while suppressing occasional noise.

3 Experiment and Result

3.1 Dataset and Evaluation

We constructed the evaluation set by randomly
sampling 50 instances each from the organizer-
provided RU, PL, and BG datasets. For SI, given its
limited data availability, we selected 20 instances.
The remaining data constituted our training set. Ad-
ditionally, we curated supplementary training data
from the RU, PL, and EN portions of SemEval
2023 Task 3 (Piskorski et al., 2023b) and CLEF
2024 Task 3 (Piskorski et al., 2024). Complete
dataset statistics are presented in Table 1 and 2.

The experiments use Macro-F1 and Micro-F1 as
the main evaluation metrics to measure model per-
formance. Macro-F1 reflects performance across
classes, while Micro-F1 considers the overall label
distribution. This is important in our multi-label
setting, where the number of samples per persua-
sion technique varies greatly.

Source Language Samples
CLEF 24 English (EN) 8,826
Russian (RU) 3,940
Polish (PL) 3,730
SemEval 23  English (EN) 7,520
Russian (RU) 1,555
Polish (PL) 1,655
Slavic 25 Polish (PL) 145
Bulgarian (BG) 118
Russian (RU) 116
Slovenian (SI) 38
Total — 23,693

Table 1: Training set statistics

Source Language Samples

Slavic 25 Polish (PL) 50
Bulgarian (BG) 50
Russian (RU) 50
Slovenian (SI) 20

Total — 170

Table 2: Validation set statistics

3.2 Experimental Setup

We utilize Qwen3-32B for rationale generation and
fine-tune Qwen2.5-32B for reasoning, with training
deployed on 4 NVIDIA A100 GPUs. The detailed
parameter configurations are presented in Table 3

3.3 Results and Analysis

Table 4 shows our final results on test dataset. Pol-
ish achieves the highest scores due to supplemen-
tary training data beyond the competition dataset.
In contrast, Bulgarian, Croatian, and Slovenian
demonstrate substantially lower performance with
limited training samples from the competition data
alone. The consistently lower Macro-F1 compared
to Micro-F1 across all languages further indicates
class imbalance challenges.

Since the classification task is reformulated as
a generative framework, careful temperature se-
lection becomes essential for controlling output
diversity. Figure 1 illustrates how Micro-F1 and
Macro-F1 scores on the validation set vary across
different temperature settings, analyzing the impact
of generation temperature on model performance.
After comprehensive evaluation of this trade-off,
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Parameter Value
LoRA rank 8

LoRA target layers  All

Batch size 8

Learning rate 1.0 x 1074

Learning schedule
Training epochs
Checkpoint interval
n(voting)

Cosine + 10% warmup
6

25 steps

3

Method Micro-F1 Macro-F1
32B zero-shot 0.2527 0.1997
72B zero-shot 0.2799 0.2130
1 stage 0.3575 0.2418
2 stages 0.3757 0.2446

Table 5: Comparison of fine-tuning strategies and zero-

shot LLM inference

Table 3: Training Configuration Summary

Language Micro-F1 Macro-F1
BG 0.2796 0.1504
HR 0.2968 0.1776
PL 0.3557 0.1958
SI 0.1911 0.1128

Table 4: Results on test dataset

we select temperature 0.9 as the optimal configura-
tion.

0.400

Micro F1
—=— Macro F1
0375

0.350

0.325

0.300

Score

0275

0.250

0225 k//\-/—‘

0.200

Temperature

Figure 1: F1 scores under different temperature settings

To assess the impact of rationale-guided training
and compare performance with LLM inference, we
report results on the validation set in Table 5. The
"1 stage" setting refers to directly fine-tuning the
student model with label supervision only. The
"2 stages" setting first fine-tunes the model using
rationales generated by a 32B LLM, followed by
label-based fine-tuning. Additionally, we include
zero-shot predictions from both the 32B and 72B
LLMs for reference.

The results show that 2-stage training yields the
best performance, suggesting that rationale super-
vision helps the model better capture subtle persua-
sive cues. Moreover, both fine-tuning approaches
significantly outperform direct inference from even
larger LLMs (72B), underscoring the effectiveness
of task-specific training over sheer model size.

Text: The Withdrawal Agreement ab-
rogates this fundamental contract and
would place control of aspects of our na-
tional security in foreign hands.

1 stage: Loaded Language, Appeal to
Fear-Prejudice

2 stages: Appeal to Fear-Prejudice,
Doubt, Flag Waving

True Label: Appeal to Fear-Prejudice,
Doubt, Flag Waving

As shown in the preceding case, the 1-stage and
2-stage approaches yield distinct predictions. No-
tably, the model failed to detect the Doubt tech-
nique implied by the phrase "abrogates this fun-
damental contract", due to the absence of Stage
1 training for implicit cues, limiting its recogni-
tion of non-interrogative skepticism. It also missed
Flag-Waving as a separate technique, interpret-
ing the nationalist tone in "our national security"
solely as Appeal to Fear, reflecting lexical over-
attribution. Finally, the model misclassified the
phrase as Loaded Language alone, overlooking its
role in reinforcing both Appeal to Fear-Prejudice
and Flag-Waving, showing a pattern of overgen-
eralizing emotional cues while underrepresenting
nationalist appeals.

To evaluate the effectiveness of the self-
consistency voting strategy, we submitted two sets
of results to the official evaluation platform. Specif-
ically, run 1 corresponds to the prediction results
using a single forward pass without voting, while
run 2 applies hard voting across multiple inference
outputs. The results are shown in Figure 2.

As shown in the evaluation results, the voting
strategy did not consistently improve performance
across all languages. In terms of Micro-F1, the
differences between run 1 and run 2 are marginal
or slightly negative, suggesting that the voting strat-
egy does not bring notable gains in overall pre-
diction accuracy. However, in some cases (Polish
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Figure 2: Ablation experiment of voting

and Slovenian), we observe minor improvements
in Macro-F1, indicating that voting may help cap-
ture more diverse labels and improve robustness on
underrepresented classes.

Label Prec Rec F1

Appeal_to_Authority 22.22 40.00  28.57
Appeal_to_Fear-Prejudice 28.00 7292 40.46
Appeal_to_Hypocrisy 24.81 3232 28.07
Appeal_to_Pity 0.00 0.00 0.00
Appeal_to_Popularity 20.00 13.16 15.87
Appeal_to_Time 0.00 0.00 0.00
Appeal_to_Values 15.63 21.28 18.02
Causal_Oversimplification 20.00 4.17 6.90
Consequential_Oversimplification 100.00 2.00 3.92
Conversation_Killer 0.00 0.00 0.00
Doubt 40.35 58.82  47.86
Exaggeration-Minimisation 24.73 2396 2434
False_Dilemma-No_Choice 14.29 1.35 2.47
False_Equivalence 0.00 0.00 0.00
Flag_Waving 18.59 46.77  26.61
Guilt_by_Association 0.00 0.00 0.00
Loaded_Language 27.58 77.89  40.74
Name_Calling-Labeling 33.79 43.81 38.15
Obfuscation-Vagueness-Confusion 0.00 0.00 0.00
Questioning_the_Reputation 32.26 12.93 18.46
Red_Herring 0.00 0.00 0.00
Repetition 11.48 44.68 18.26
Slogans 8.77 31.25 13.70
Straw_Man 0.00 0.00 0.00
Whataboutism 50.00 1.85 3.57

Table 6: Per-label classification performance on BG,
reported as percentages (%).

Overall, although self-consistency voting does
not yield significant improvement in this task, it of-
fers a simple and generalizable approach to slightly
enhance performance, particularly in multi-label
classification with varying label distributions.

In Table 6, we can see model performance
varies widely across different persuasion tech-
niques. Frequent labels like Loaded_Language,
Name_Calling-Labeling, and Doubt exhibit rela-
tively strong recall and F1 scores, reflecting the
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benefit of ample training examples. In contrast,
low-resource labels such as False_Equivalence, Ap-
peal_to_Pity, and Straw_Man receive near-zero
performance, underscoring the model’s limitations
under few-shot or zero-shot conditions. Notably,
some low-frequency classes like Whataboutism
show modest precision, suggesting that certain
well-defined rhetorical patterns may still be cap-
tured despite data sparsity.

4 Conclusion

This paper presents our approach to the Slavic NLP
2025 Workshop, focusing on multi-label persua-
sion technique classification in parliamentary de-
bates and social media texts. We adopt a two-stage
framework: a teacher model first generates contex-
tual rationales via prompt-based reasoning, which
guide fine-tuning of a student model. The student is
optimized with both rationale and label supervision.
To improve prediction robustness, we perform self-
consistency voting over multiple decoding runs to
produce the final label set. However, the current
prompt template assumes input instances contain at
least one persuasion technique, which aligns with
the training data distribution of Subtask 2 and other
additional datasets (where empty-label instances
are absent), but fails to account for the test distribu-
tion containing non-persuasive content.

In future work, we plan to explore more effective
prompting strategies for handling non-persuasive
content, investigate architectures that integrate per-
suasion detection modules, and develop calibration
techniques to enhance robustness for multi-label
classification in open-domain scenarios.
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Abstract

Classification problems can often be tackled by
modeling label hierarchies with broader cat-
egories in a graph and solving the task via
node classification. While recent advances have
shown that hyperbolic space is more suitable
than Euclidean space for learning graph repre-
sentations, this concept has yet to be applied
to text classification, where node features first
need to be extracted from text embeddings. A
prototype of such an architecture is this con-
tribution to the Slavic NLP 2025 shared task
on the multi-label classification of persuasion
techniques in parliamentary debates and social
media posts. We do not achieve state-of-the-art
performance, but outline the benefits of this hi-
erarchical node classification approach and the
advantages of hyperbolic graph embeddings.

1 Introduction

In times when large parts of the world forget history
and fall victim to populist propaganda, now also
spread through the internet, it becomes more im-
portant than ever to identify persuasion techniques
in texts that aim to manipulate readers, rather than
providing arguments of substance. However, their
detection is a non-trivial task for language models
and humans alike (Da San Martino et al., 2020).
Propaganda appears in many forms and places:
The problem of classifying persuasion tech-
niques in internet memes has previously been ad-
dressed as text-only and multimodal shared tasks at
SemEval 2021 (Dimitrov et al., 2021) and SemEval
2024 (Dimitrov et al., 2024), the latter extending
it to a multilingual hierarchical classification prob-
lem. Furthermore, SemEval 2023 (Piskorski et al.,
2023) is concerned with multilingual news articles.
This work is a contribution to the Slavic NLP 2025
Shared Task on the Detection and Classification of
Persuasion Techniques in Slavic Languages (Pisko-
rski et al., 2025), which extends the label taxonomy
with additional persuasion techniques and focuses

on five Slavic languages in two types of text: par-
liamentary debates in Bulgarian, Polish, Croatian,
and Slovene, and social media posts in Russian.

In the following, we describe our approach to ex-
tending and embedding the label hierarchy defined
by SemEval 2024. The problem is then tackled
as a node classification problem, making use of
hyperbolic geometry to improve the graph embed-
dings. Despite focusing on the classification of pro-
paganda techniques, this methodology generalizes
to related downstream tasks such as subject classi-
fication, given that the labels underlie a hierarchy
or a hierarchy can be constructed. Rich subject hi-
erarchies can be found, for example, in biomedical
documents or testimonies of Holocaust survivors.
Our implementation is available on GitHub'.

2 Related Work

The architecture of the hierarchical text classifica-
tion model closest to our system is HIAGM (Zhou
et al., 2020). HiAGM projects text embeddings
to node features and uses these as the input to a
Hierarchy-GCN. This Hierarchy-GCN, inspired by
Graph Convolutional Networks (Kipf and Welling,
2017), consists of three gated linear operations
masked with three different adjacency matrices:
parent-to-child direction, child-to-parent direction,
and self-edges. In the parent-to-child direction,
the edges are weighted based on transition pri-
ors estimated from the training data. Experiments
in neural node classification and link prediction
have shown that hyperbolic space is more suit-
able than Euclidean space for graph data model-
ing, especially when the graphs are more tree-like.
There exist multiple equivalent models of hyper-
bolic space, and while the simpler and more inter-
pretable Poincaré model is most commonly used,
the hyperboloid model has been shown to be more
numerically stable (Peng et al., 2022).

"https://github.com/chbridges/SlavHiTC
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Figure 1: The complete model architecture. Node features are extracted from text embeddings, projected to a
graph in hyperbolic space, and passed through graph convolutional layers. While the graph representations are
optimized to use the bounded space more efficiently, the node features are projected to logits for binary predictions
in Euclidean space. Larger nodes represent more general parent labels.

Hyperbolic Informed Embeddings (Yang et al.,
2023) improve the embedding quality by equipping
models such as Hyperbolic Graph Convolutional
Networks (Chami et al., 2019) with an additional
loss function to align the root node with the origin
and stretch the remaining nodes across the hyper-
bolic space.

3 Methodology

In this section, we briefly introduce hyperbolic ge-
ometry before describing how we integrate it into
the architecture of a text classification model. Uti-
lizing label hierarchies in the classification head
allows the model to leverage more contextual in-
formation and fall back to more general labels if it
fails to predict the correct fine-grained label.

3.1 Poincaré model of hyperbolic space

The following abridged definition is based on Bal-
azevic et al. (2019) and Peng et al. (2022).

The hyperbolic space is a Riemannian manifold
(M, d) with constant negative curvature —r, £ > 0.
M can be locally approximated around x € M
in the Euclidean tangent space Tx M via exponen-
tial and logarithmic maps exp% : TxM — M and
logh: M — TxM.

The n-dimensional Poincaré ball (B?, d®) is de-
fined by the open set and Riemannian metric

B = {x € R": s[|x||* < 1} (1)

d® = 2 2I )
C\L—x[x]]2) "

In practice, most hyperbolic neural networks are
not fully hyperbolic, but approximate many of their
operations in 7,B}., i.e., in Euclidean space along

a vector u tangential to the origin of B} (Chen
et al., 2022). The corresponding exponential and
logarithmic maps are defined as

u

expg(u) = tanh (v/x|[ul]) NG 3)
1
logs(v) = —= tanh™" (v IvI) ﬁ @

For instance, expl(f(logh(x)) approximates a
(possibly undefined) hyperbolic function f for hy-
perbolic embeddings x by solving its Euclidean
equivalent f in the tangent space of the origin and
projecting the result back to B}..

3.2 Hyperbolic hierarchical text classification

The general idea of our architecture, shown in Fig-
ure 1, is to extract the node features from the text
embeddings and use them as input to a hyperbolic
graph convolutional network, which is defined as
follows.

Given a label hierarchy, i.e., a tree or directed
acyclic graph G(V, E') with vertices V' and edges
F, multi-label text classification can be solved as a
node classification problem using message passing
between parent and child labels using a Graph Con-
volutional Network (Kipf and Welling, 2017). The
Hyperbolic Graph Convolutional Network (HGCN)
performs the neighborhood aggregation in the tan-
gent space and uses a different trainable curvature
 in each layer (Chami et al., 2019). Finally, Hy-
perbolic Informed Embeddings improve the em-
bedding quality of an L-layer HGCN by aligning
the root node with the origin of the tangent space
and stretching the nodes via a loss function Ly ;g
on the final hidden state H(%) (Yang et al., 2023).
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Figure 2: The hierarchy of persuasion techniques defined by SemEval 2024 (Dimitrov et al., 2024) adapted to the

taxonomy defined by the Slavic NLP 2025 shared task (Piskorski et al., 2025).

is the root node, Ethos,

Pathos, Logos are first level categories, Attack on Reputation, Justification, Reasoning are the second level
categories, Distraction, Simplification are third level categories, and the rest are leaf nodes.

The input node features H(®) e RIVI*™ are ex-
tracted from a text embedding such as the output
of XLM-RoBERTa (Conneau et al., 2020). In par-
ticular, text embeddings u € R” are interpreted as
points in the tangent space, projected to a vector
h(© e RIVI? via

h©® = ITu, II € RIVInxk (5)

and then reshaped into dimension |V'| x n.

Model outputs and gold labels are used to mini-
mize binary cross-entropy loss Lpc g, as is usual
for multi-label classification tasks, and the final
loss function £ = Lpcp + Lyrg is optimized
with Riemannian Adam, which generalizes to arbi-
trary Riemannian manifolds, including Euclidean
and hyperbolic space (Becigneul and Ganea, 2019).

4 Experimental Setup

Although the Slavic NLP 2025 shared task defines
a label taxonomy by grouping related persuasion
techniques into categories such as Justification and
Simplification (Piskorski et al., 2025), we base
our graph G on the deeper hierarchy introduced
at SemEval 2024 (Dimitrov et al., 2024) to feed
the model with even more contextual information.
The following additions are made to this hierar-
chy: Appeal to Time, sometimes called Kairos,
is added as a fourth mode of persuasion next to

Ethos, Pathos, and Logos. False Equivalence is a
child node of Simplification. Appeal to Pity, called
Appeal to Emotion in the original hierarchy, gets
an additional edge from Pathos, as defined in the
shared task taxonomy. Other labels are mapped to
their corresponding synonyms, e.g., Bandwagon
is mapped to Appeal to Popularity. The resulting
graph is shown in Figure 2.

All models in the following, including a non-
hierarchical baseline, use domain-adapted XLM-R-
parla embeddings (Mochtak et al., 2024) pretrained
on the ParlaMint 3.0 dataset (Erjavec et al., 2023)
in 30 European languages. They are optimized with
Riemannian Adam (Becigneul and Ganea, 2019)
using 0.01 weight decay for 5 epochs. The first
epoch is used for a linear warmup to a peak learning
rate of 1=, and the remaining epochs use a cosine
annealing schedule. Due to label imbalance, posi-
tive labels y are weighted with a factor iggﬁgg dur-
ing the calculation of the binary cross-entropy loss,
where the negative and positive frequencies are es-
timated on the training split. Using unweighted
loss or a learning rate of 2e > or greater leads to
the model not learning anything. The first 50%
of the language model layers are frozen to signifi-
cantly decrease memory and time requirements for
a minor trade-off in accuracy. After training, the
checkpoint with the best macro F1 score is loaded.
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All labeled data from SemEval 2021 (Dimitrov
et al., 2021), SemEval 2023 (Piskorski et al., 2023),
and SemEval 2024 (Dimitrov et al., 2024) is added
to the training data, covering a total of 14 lan-
guages, including Macedonian in addition to the
five relevant Slavic ones (Bulgarian, Croatian, Pol-
ish, Russian, Slovene). Greek, Georgian, and
Arabic texts are removed due to their different
alphabets. 20% of the data are used for valida-
tion. The remaining 80% are augmented with
machine translations from all languages into the
six present Slavic languages and English, the lan-
guage which makes up the majority of the available
human-written text. The result is a large augmented
training split with equal proportions in these seven
languages and additional human-authored data in
French, German, Italian, and Spanish. Even though
the test data includes only five Slavic languages and
some persuasion techniques likely get lost in trans-
lation, we expect that the additional languages and
machine-translated text using Latin and Cyrillic
scripts will improve the results due to the cross-
lingual nature of XLM-RoBERTa. The translations
are generated using the MADLAD-400-3B model
(Kudugunta et al., 2023) with 4-bit quantization.

We use the PyTorch Geometric implementation
of GCNs (Fey and Lenssen, 2019), and the HGCN
and HIE implementations by Chami et al. (2019)
and Yang et al. (2023). To some models, we append
a linear layer to combine the output features of all
nodes, rather than classifying directly in the GCN.
All models are trained for Subtask 2 (multi-label
classification). For Subtask 1 (binary detection),
we simply check whether the hierarchical model
predicts at least one leaf node. In addition to binary,
micro, and macro Fj scores, we compute hierarchi-
cal Fig scores, which are equivalent to the micro £}
scores with all ancestors added to the predictions

Model Dim Fy Micro Macro
Baseline — — 18.22 14.59
GCN 512 27.39  13.89 11.93
HGCN 512 29.53 14.67 12.68
HGCN+L 512 3149 16.58 13.27
HIE 256 2996 14.82 12.79
HIE 512 29.87 14.83 12.85
HIE+L 256 31.69 16.76 13.33
HIE+L 512 31.62 16.65 13.28

Table 1: Hierarchical, micro, and macro F scores in %
on the validation set using different node dimensions,
average over 3 runs. The suffix +L denotes an additional
linear output layer. The best results of the proposed
architecture are marked in bold.

and gold labels, thus "punishing" the model less
when it predicts a wrong leaf node but a correct
parent label (Kosmopoulos et al., 2015).

5 Results

The results on the validation set for a standard non-
hierarchical XLM-RoBERTa classifier baseline and
a selection of 3-layer hierarchical classifiers using
GCNs, HGCNs, and HGCNs with HIE loss are
shown in Table 1. Experiments with the suffix +L
use an additional linear output layer.

Unfortunately, neither of the trained hierarchical
models meets the baseline. On the other hand, it
can be seen that HGCNs perform in fact slightly
better than their Euclidean counterparts, especially
when HIE loss is applied. The curvature of the fi-
nal layer converges to 0.7956 in most experiments.
The extended SemEval 2024 label hierarchy in-
creases the number of labels from 25 to 34 (+36%),
while at the same time, the micro F scores approx-
imately double when moving from leaf-only to hi-
erarchical predictions. While the models struggle
with predicting the correct fine-grained persuasion
techniques, such as Causal Oversimplification, they
classify the more general categories, such as Sim-
plification or Logos, more reasonably well.

Granted, this is not a helpful functionality within
the scope of the shared task. However, in a sce-
nario where a more general label is more valuable
than the absence of a prediction, such a hierarchical
model provides a fallback solution by making use
of granular contextual information to detect propa-
ganda techniques on different levels of granularity.

Furthermore, the scores appear to generally im-
prove when passing the node features after the last
graph convolutional layer through a linear layer,
rather than solving the problem as a pure node
classification task. However, this is contested by
Table 2, which shows the results on the test set split
by language. Here, node classification models typi-
cally outperform those with an added linear layer.
There is no obvious pattern in the choice of the
node dimension, either: Although the model per-
forms better in some languages using a dimension
of 256, it performs better in other languages using
a 512-dimensional Poincaré ball.

Despite the low multi-label Fj scores, the binary
F scores indicate again that not the detection of
persuasion techniques is the challenging part of
this task, but the classification of the correct fine-
grained label. Out of seven systems, the presented
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Binary Multi — Micro Multi — Macro
Language Model P R F Rank P R 3 Rank P R Fi Rank
Bulgarian HIE-256 85.6 852 854 — 122 845 213 6 122 833 194 3
HIE-512 81.1 927 86.5 4 11.4 90.1 203 — 11.2 903 189 —
Croatian HIE-256 969 912 939 2 230 854 362 3 216 88.8 324 —
HIE-512 825 97.1 892 — 21.0 975 346 — 212 963 327 2
Polish HIE-512+L | 85.5 933 89.2 4 143 862 246 6 140 81.0 225 5
HIE-256 84.8 80.6 82.7 — 6.9 751 126 — 6.7 706 112 5
Russian HIE-512 829 88.7 857 3 6.7 738 122 — 6.5 693 11.0 —
HIE-512+L | 81.6 87.8 84.6 — 74 732 135 5 6.5 644 11.1 —
Slovenian  HIE-256 82.4 892 856 1 9.8 746 174 6 9.0 848 149 3

Table 2: The best models on the test set for Subtask 1 (binary classification) and Subtask 2 (multi-label classification).
We show only the models that made it into the official rankings, and present their precision, recall, F} scores,
and ranks in the corresponding task. The model name includes the node dimension, and the suffix +L denotes an

additional linear output layer. 7 teams participated.

architecture achieved an average rank of 2.8 in
the binary classification task, and average ranks of
5.2 and 3.6 with respect to the micro and macro
averages in the multi-label classification task.

The large class-averaged recall scores and small
precision scores outline the main problem of the
trained models: Whenever propaganda is detected,
the models usually predict at least four persuasion
techniques for the same paragraph, and in most
cases, nearly all of them. Predictions on the val-
idation data show that this is not the case for the
more general labels, which violates the hierarchical
property that parent labels are at least as likely to
appear as their child labels. However, while re-
moving predictions based on this criterion slightly
increases precision, it significantly decreases recall
and the F} score. Due to the difficulty of the task,
it is not clear whether the model can be improved
with more careful parameter tuning, or whether the
task itself is not suited for this approach. The added
categories are possibly too abstract and cover too
different persuasion techniques to model strong
hierarchical relationships.

While not explicitly shown here, early experi-
ments indicated that the machine translated data
significantly improves the model’s capability to
identify underrepresented labels, in particular those
that have been added in more recent datasets. This
is supported by the fact that our baseline model out-
performs the official shared task baseline, which
uses the same architecture but is trained only on
the shared task data.

Finally, we experiment by weighting the loss
function

L=Lpcg+MNuie

with a weighing factor A > 0 and observe no dif-
ference for A € {0.1,1}.

6 Conclusion

We have presented an architecture for hierarchi-
cal text classification based on the extraction of
latent node features from text embeddings and pass-
ing messages between these nodes in a hierarchy-
encoding graph convolutional network. We have
further shown that making use of hyperbolic geom-
etry improves the quality of these node embeddings.
However, while our results are comparable to those
of other participants in the Slavic NLP 2025 shared
task, this architecture has yet to meet the baseline
given by a simple non-hierarchical XLM-RoBERTa
classifier trained on the same augmented data. The
granular classification of propaganda remains a
challenging task.

On the other hand, the hierarchy of persuasion
techniques is highly abstract by nature and possi-
bly does not model strong hierarchical relationships
between the labels. Given the benefit of the hier-
archical approach that the trained model can fall
back to more general predictions when it fails to
predict the correct granular label, the proposed ar-
chitecture is still an interesting candidate for related
downstream tasks with stronger baselines such as
multi-label hierarchical subject classification.

Limitations

This research is a contribution to the Slavic NLP
2025 shared task. Not all technicalities of the
model architecture, such as the mathematical back-
ground, can be presented in full detail in the short
paper format. However, the training parameters
are described in sufficient detail to reproduce the
results using the code in the provided GitHub repos-
itory. Due to time and resource constraints prior
to the test phase, the results are not necessarily
representative of a carefully tuned model.
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Abstract

This study investigates the automatic detec-
tion and classification of persuasion techniques
across five Slavic languages (Bulgarian, Croat-
ian, Polish, Russian, and Slovenian), address-
ing two subtasks: binary detection of persua-
sion techniques in text fragments (Subtask 1)
and multi-label classification of specific tech-
nique types (Subtask 2). To overcome limited
training resources, we implemented a multi-
level cross-lingual augmentation strategy uti-
lizing GPT-40 for non-Slavic to Slavic conver-
sion and intra-Slavic language migration. We
employ XLM-RoBERTa architecture with two
LLM-enhanced variants that use explanations
to improve classification performance. The ex-
perimental results demonstrate varied perfor-
mance across languages and tasks, with our
approach achieving first place in the Russian
subtask 1 and second place in Bulgarian sub-
task 2, confirming that larger parameter models
excel in complex classification tasks. These
findings highlight the significant potential of
LLMs for enhancing multilingual classification
and the persistent difficulties in ensuring con-
sistent cross-linguistic performance.

1 Introduction and Background

This study presents our participation in the Slavic
NLP 2025 shared task on the automatic detec-
tion and classification of persuasion techniques in
Slavic languages. The research scope encompasses
five major Slavic languages: Bulgarian (BG), Pol-
ish (PL), Croatian (HR), Slovenian (SI), and Rus-
sian (RU). The challenge comprises two closely
interrelated subtasks: Subtask 1 (Detection Task)
formulated as a binary classification problem aim-
ing to identify the presence of one or more per-
suasion techniques for a given text and a list of
its fragment offsets, given a predefined taxonomy
of persuasion techniques. Subtask 2 (Classifica-
tion Task) formulated as a multi-class, multi-label
classification problem aiming at specify which per-

suasion techniques are used within a text fragment.
The provided corpus contains two key categories
of texts: (a) parliamentary debate transcripts on
prominent social issues, and (b) social media con-
tent related to misinformation dissemination. All
units of analysis are paragraph-level text fragments,
enabling the research to conduct granular analysis
while maintaining contextual integrity.

Starting with Da San Martino et al.’s pioneer-
ing work (Da San Martino et al., 2019) establish-
ing an 18-category classification system, the field
of automatic detection of propaganda in texts pro-
gressed through SemEval competitions (Task 11
at SemEval-2020 (Da San Martino et al., 2020),
Task 3 at SemEval-2023 (Piskorski et al., 2023))
that expanded the research to multilingual contexts.
Transformer-based architectures have shown sig-
nificant improvements in the field (e.g. (Wu and
Dredze, 2019; Arkhipov et al., 2019)). Key tech-
nological developments include XLM-RoBERTa’s
(Conneau et al., 2020) strong performance in cross-
lingual tasks and evidence that multilingual pre-
trained models work effectively even for low-
resource languages. Recent innovations leverage
Large Language Models (LLMs) to enhance propa-
ganda detection through several approaches: gen-
erating adversarial examples ((Hartvigsen et al.,
2022)), developing explainable fake news detec-
tion (Shu et al.’s dEFEND framework (Shu et al.,
2019)), and employing self-generated instructions
and cloze problems for few-shot classification
(Wang et al. (Wang et al., 2023); Schick and
Schiitze (Schick and Schiitze, 2021)). This research
trajectory provides theoretical foundations for us-
ing LLM-generated explanations to improve propa-
ganda classification performance.

We propose a model that employs multi-level
data augmentation to address resource scarcity
in Slavic languages and utilizes an XLM-RoBERTa-
based multi-label classification architecture, while
integrating explanations generated by LLMs to en-
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hance both detection accuracy and interpretability.

Contribution Analysis: Prior work in cross-
lingual propaganda detection has primarily fo-
cused on either data augmentation strategies (Singh
et al., 2019; Lancheros et al., 2025) or explanation-
enhanced models (Camburu et al., 2018) indepen-
dently. Our work combines both approaches and
provides detailed ablation analysis to quantify their
individual contributions. Additionally, we conduct
comprehensive error analysis across different lan-
guage families within the Slavic group, revealing
cultural and linguistic patterns that affect persua-
sion technique usage.

2 System overview

We present a two-phase framework for multilingual
persuasion technique detection'. The overview
of our solution is given in Fig. 1. Its data pro-
cessing phase expands the multilingual dataset
through cross-language transformation to address
resource scarcity problem (see Table 1), while its
model construction phase incorporates a base multi-
label classifier and two architectural variants: (1)
a concatenation-based integration architecture and
(2) a dual-encoder cross-attention architecture, col-
lectively forming a robust solution for propaganda

detection across multiple languages.

2.1 Data Processing Stage

A dataset provided within the shared task contains
quite limited resources (see Table 1). An overview
of the presence of persuasion techniques across
languages in the dataset is given in Appendix 5.
One of the sources that could be used to expand the
data is the dataset provided in SemEval 2023 Task
3 (Piskorski et al., 2023). However, in contrast to
that challenge, two new persuasion techniques have
been added to the taxonomy (Piskorski et al., 2025):
False Equivalence and Appeal to Pity, resulting in
the total of 25 techniques.

To address limited annotated data availability,
we implemented a two-tier cross-lingual augmenta-
tion strategy (see Appendix 5):

1. Non-Slavic to Slavic Conversion: We used
SemEval-2023 dataset and translated non-
Slavic articles into target Slavic languages us-
ing GPT-4o, significantly expanding Russian
and Polish training samples while preserving
persuasion technique structures.

"The code will be available on https://github.com/
dalanzuipang/INSAntive_at_SlavicNLP-2025

2. Intra-Slavic Migration: For Croatian, Slove-
nian, and Bulgarian—languages entirely ab-
sent from the SemEval-2023 dataset—we
translated existing Russian and Polish articles
using GPT-40, minimizing semantic shifts and
rhetorical structure deformations.

For the newly added persuasion techniques, we
employed a guided generation method, creating
50 original articles per target language using GPT-
40 while ensuring consistency with the original
dataset’s style. All prompts used are provided in
Appendix 5.

We implemented systematic data processing
strategies including text normalization, length fil-
tering (excluding sequences >1000 characters), tok-
enization using XLM-RoBERTa dedicated tokenizer,
and multi-label encoding to convert label strings
into multi-hot vector representations.

2.2 Model Building Stage

Our framework leverages Transformer archi-
tecture with targeted optimization strategies to
identify complex persuasion patterns. Based
on multilingual processing  requirements,
we employ XLM-RoBERTa (Conneau et al.,
2020) as the core model, exploring two vari-
ants: XLM-RoBERTa-base (a standard variant
with approximately 125M parameters); and
XLM-RoBERTa-large (an expanded variant with
approximately 355M parameters, used to enhance
model capacity and performance ceiling).

The architecture primarily consists of the fol-
lowing components: a pre-trained XLM-RoBERTa
encoder for extracting deep contextual text repre-
sentations; dedicated classification layers gener-
ating logits values for each persuasion technique;
and Sigmoid activation functions converting logits
values into independent probability of existence for
each category.

The core prediction formula of the model can be
expressed as: P(y; = 1|z) = o(fi(z)), where o
represents the Sigmoid activation function, f;(x) is
the output logit for class ¢, z is the input text, and
P(y; = 1|x) represents the probability of category
7 existing in input x.

To address the inherent class imbalance
problem (see Appendix 5), we adopt binary
cross-entropy (BCE) loss with adaptive class
weights. BCE loss is defined as: Lpop =
— % iy [yilog (i) + (1 — i) log(1 — §)].
where y; denotes the true label, §; represents the
predicted label, and N is the total number of
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BG HR PL RU SL EN
# articles 20 - 15 27 15 -
TRAIN BEFORE # spans 363 - 289 239 108 -
# spans with persuasion 168 (46.3%) - 195(67.5%) 166 (69.5%) 58 (53.7%) -
AFTER # articles 368 368 742 844 368 526
# articles 59 10 38 63 36 -
TEST # spans 1361 74 729 590 487 -

Table 1: Dataset statistics before and after data augmentation

categories. To balance the contribution of each
category, we use a weight adjustment mechanism
inversely proportional to category frequency:

w; = min (nneg’i - ratio, wmam> (1)
Npos,i

where npos; and npeq; represent the number of

positive and negative samples for category 7 respec-

tively, ratio is an adjustment proportion factor (set

to 3.0), and Wiy,q4 18 the maximum weight limit (set

to 30.0) to avoid numerical instability.

2.3 Model Enhancement via Explanations

To enhance detection performance, we enhance
the model with LLM-generated explanations (see
Appendix 5 for prompts). To do so, we de-
veloped two innovative variants of architecture:
(1) concatenation-based ensemble and (2) dual-
encoder cross-attention architecture.

Concatenation-based ensemble architecture:
First, we obtain descriptive explanations for each
text fragment in training data. Then, using a ded-
icated separator token [SEP] we concatenate the
original text with its corresponding explanation.
We truncate explanation content to a maximum
of 128 tokens to manage input length while pre-
serving core information. The model architecture
for this variant remains consistent with the basic
multi-label classifier, with only the input process-
ing pipeline modified to accommodate the com-
bined text-explanation format.

Dual-Encoder Cross-Attention Architecture
This method processes text and explanations
through independent encoders and integrates their
representations using a refined cross-attention
mechanism that consists of three main steps:

1. Parallel encoding process: The text encoder
specifically processes original text content,
while the explanation encoder specifically pro-
cesses LLM-generated explanation content.

2. Cross-attention integration: Implementing
bidirectional information flow between text

and explanation representations, including
text-to-explanation attention and explanation-
to-text attention.

3. Multi-dimensional feature fusion: The
model synthesizes four complementary fea-
ture representations: original text representa-
tion, original explanation representation, text-
attentive-to-explanation representation, and
explanation-attentive-to-text representation.

3 Experimental Setup

Our model implementation leverages PyTorch and
PyTorch Lightning frameworks for structured and
efficient training. To enhance training stability and
performance, we employed several optimization
techniques including gradient checkpointing to re-
duce memory requirements, gradient clipping to
prevent explosion phenomena, gradient accumu-
lation to achieve large-batch training while cir-
cumventing memory limitations, linear learning
rate scheduling with warm-up for stabilizing initial
training, and epsilon stabilization to prevent numer-
ical instability in loss calculations. We used two
model variants with optimized hyperparameters:
(1) XLM-RoBERTa-base: Batch size: 8; Gradient
accumulation steps: 4; Learning rate: 1 x 1075;
Warm-up steps: 1000; (2) XLM-RoBERTa-large:
Batch size: 4; Gradient accumulation steps: 8;
Learning rate: 5 x 10~%; Warm-up steps: 2000.
For explanation-enhanced methods, we applied
multiple optimizations: (a) Input length manage-
ment: maximum sequence length for text set to 256
tokens, explanations limited to 128 tokens, achiev-
ing a balance between computational resources and
model expressive capacity; (b) Elastic inference:
support for selectively providing explanations dur-
ing inference, automatically reverting to using only
original text input when no explanation is available;
(c) Enhancement rather than dependence: ensuring
the model architecture benefits from explanations
without over-reliance, maintaining robust perfor-
mance even when explanations are unavailable.
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4 Results and Analysis

We compare five model configurations, fo-
cusing particularly on the integration of

explanations with our XLM-RoBERTa archi-
tecture: (1) fine-tuned XLM-RoBERTa-base,
2) XLM-RoBERTa-base+Concatenation,
3) XLM-RoBERTa-base+Dual encoder,

4) fine-tuned XLM-RoBERTa-large ®))
XLM-RoBERTa-1large+Concatenation. Here,
we report only the best configuration results.

Our system demonstrated varied performance
across the evaluation metrics, with distinct
strengths in specific language-subtask combina-
tions (see Tables 2 and 3).

We observed consistent cross-linguistic patterns
in performance metrics. In subtask 1, the system
demonstrated high precision (0.8454-0.9355) but
varied recall (0.5223-0.8784), indicating a con-
servative classification approach favouring high-
confidence identifications while potentially over-
looking positive instances. In subtask 2, micro
F1 scores (0.1969-0.4081) consistently exceeded
macro F1 scores (0.1365-0.2620), revealing bet-
ter performance on frequent persuasion techniques
compared to rare categories. The 65.2% perfor-
mance gap between the highest (Polish: 0.2671)
and lowest (Slovenian: 0.1388) performing lan-
guages reflects the inherent diversity within the
Slavic language family and varying resource avail-
ability.

4.1 Per-Class Performance Analysis and
Cross-Linguistic Patterns

To provide deeper insights into our system’s be-
haviour across different persuasion techniques and
languages, we conducted comprehensive per-class
evaluations for all 25 persuasion technique cate-
gories across the five Slavic languages and five
model configurations (See Appendix 5). Our de-
tailed evaluation across all configurations reveals
clear architectural preferences for different lan-
guages.
Configuration effectiveness ranking:
1. Configuration 3 (Dual-Encoder): Average
F1 =0.1922, optimal for 4/5 languages
2. Configuration 2 (Concatenation): Average
F1 =0.1769, optimal for 1/5 languages
3. Configuration 5 (Large+Concat): Average
F1=0.1474
4. Configuration 1 (Base): Average F1 =0.1431
5. Configuration 4 (Large): Average F1 =

0.1394

Notably, larger parameter models (Configura-
tions 4 and 5) show a consistent pattern of high pre-
cision but low recall, suggesting they adopt more
conservative prediction strategies. This precision-
recall trade-off indicates that while larger models
make fewer false positive predictions, they miss a
significant number of true persuasion techniques.

Error analysis revealed several systematic failure

modes:

Configuration-Specific Errors:

* Large models (Config 4, 5) consistently under-
predict rare techniques (Appeal to Pity, False
Equivalence)

* Base model (Config 1) shows poor perfor-
mance on nuanced techniques requiring con-
textual understanding

* Dual-Encoder (Config 3) occasionally over-
relies on explanation content, leading to false
positives when explanations are imperfect

Language-Specific Challenges:

* Slovenian: Severe data sparsity leads to poor
generalization for infrequent techniques

* Russian: Morphological complexity creates
false pattern matches

* Croatian: Limited label coverage (missing 2
techniques) affects overall system robustness

The experimental results reveal important in-

sights. Language performance variations high-
light the need for language-specific model adjust-
ments, especially for resource-limited languages
like Slovenian. Low performance in terms of F1-
scores in subtask 2 shows that the latter remains an
open challenge. The system’s better performance
in terms of ranking on classification tasks com-
pared to detection tasks demonstrates its ability to
distinguish between persuasion techniques, though
binary decision making need refinement. The sig-
nificant gap between micro and macro metrics in
multi-label classification emphasizes the need to
address class imbalance issues. Overall, these find-
ings showcase both the potential of LL.Ms for en-
hancing multilingual classification and the ongo-
ing challenges in achieving consistent performance
across diverse languages and technique categories.

5 Conclusion

This paper introduces a framework for persuasion
technique detection across five Slavic languages
that combines cross-lingual data augmentation,
XLM-RoBERTa architecture, and explanation in-
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Language Rank Config Accuracy Precision Recall F1-score
Russian 1/7 3 0.8051 0.8647 0.8784 0.8715
Croatian 4/6 2 0.9054 0.9355 0.8529 0.8923
Polish 6/7 3 0.8436 0.8799  0.8723 0.8761
Bulgarian ~ 7/7 2 0.8097 0.8802 0.7497 0.8097
Slovenian  6/7 2 0.8152 0.8454  0.5223  0.6457

Table 2: Ranking and performance metrics for Subtask 1 (Binary Detection)

Language Micro-Rank Macro-Rank Config Accuracy Micro F1 Macro F1

Russian 1/6 2/6 4 0.1932 0.2958 0.1779
Bulgarian 2/7 2/7 3 0.3865 0.3440 0.2082
Polish 3/7 477 2 0.3251 0.4081 0.2620
Slovenian 3/7 4/7 3 0.4949 0.1969 0.1365
Croatian 5/7 6/7 2 0.5270 0.2933 0.1778

Table 3: Rankings and performance metrics for Subtask 2 (Multi-label Classification)

tegration mechanisms. The approach achieved top
rankings in Russian and Bulgarian subtasks. Key
findings demonstrate that: (1) larger models more
effectively capture persuasive language patterns,
(2) integrating LLM-generated explanations via
cross-attention mechanisms significantly improves
performance, and (3) cross-lingual augmentation
effectively addresses data scarcity in low-resource
languages within the same language family. Future
work will explore knowledge base integration, ad-
vanced cross-lingual transfer techniques, and spe-
cialized architectures for logical relationship mod-
elling in persuasive text.
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Appendix A: Persuasion Technique
Detection Framework

Appendix B: Occurrence of Persuasion
Techniques across Languages

In this Section, we present the occurrence of per-
suasion techniques among all languages (Fig. ??)
and for each individual language (Fig. 3 - Fig. 6)
based on the TRAIN set of the Shared Task. Fig-
ure 7 provides a heatmap of technique frequencies
across languages.

Though the number of articles is relatively small,
we can still do some observations. Most notably,

persuasion techniques demonstrate skewed distri-
bution. A small number of techniques (Loaded
Language, Questioning the Reputation, Doubt) ac-
count for a disproportionately large share of the to-
tal occurrences. Thus Loaded Language (171 total
instances) is the most prevalent technique overall,
especially dominant in Polish and Slovene. This in-
dicates widespread reliance on emotionally charged
language to persuade. Questioning the Reputation
(138 instances) also has a strong presence in all
languages, with Bulgarian and Polish contributing
most heavily, suggesting these cultures frequently
use credibility attacks. Doubt (136 instances) is
strongly present in Bulgarian (12.2%) and Slove-
nian (8.9%), showing the importance of creating
uncertainty about opposing viewpoints.

However, each language shows different patterns
of technique usage. While Loaded Language has
the highest raw count, its proportional use varies
significantly, suggesting different cultural norms
around emotional language. Bulgarian persuasion
relies heavily on direct confrontation techniques:
reputation questioning, name-calling, doubt. Rus-
sian persuasion emphasises emotional appeals (fear,
values) and oversimplification techniques. Polish
shows the most balanced approach though main-
taining a skewed distribution, suggesting more var-
ied persuasion strategies. Slovenian persuasion
focuses on authority and doubt by prominently us-
ing Appeal to Authority, Appeal to Values, Doubt
and Loaded Language. We can also observe few
notable contrasts: (a) Appeal to Values is barely
used in Bulgarian (1.4%) but heavily employed
in Polish (10.2%), Russian (9.3%), and Slovenian
(9.2%); (b) Name Calling-Labeling is much more
prevalent in Bulgarian (11.6%) than in other lan-
guages; (c) Conversation_Killers are completely
absent in Slovenian (0.0%) but used in other lan-
guages, particularly Polish (6.4%).

The distributions of persuasion techniques af-
ter data augmentation are given in Figures 8-11.
Note that augmented dataset contains data for Croa-
tian and English. Loaded Language remains dom-
inant across all languages with the highest pro-
portion in English. We note that this augmented
data suggests greater similarity between Bulgarian,
Slovenian, Croatian, and Russian than the original
Shared Task dataset. For instance, the differences
like Bulgarian’s strong reliance on confrontational
techniques are less pronounced in the augmented
dataset. Due to the use of translation, we note some
shifts in distributions, such as: Appeal to Values
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Figure 1: Overview of our persuasion technique classification model

appears less significant in the augmented dataset,
Conversation Killer shows more presence in Slove-
nian, Croatian, and Bulgarian than in the original
dataset, Appeal to Authority ranks lower across all
languages. Across all languages, a small set of tech-
niques (Loaded Language, Name Calling, Doubt,
Questioning Reputation) forms the core persuasion
toolkit, accounting for roughly 50-60% of all per-

!

Persuasion Technique

i

Persuasion Techniques by Language

Count

Figure 2: Occurrence of persuasion techniques in the TRAIN set

suasive techniques. Interestingly, the introduction
of English provides a curious contrast point, reveal-
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ing potential Western vs. Slavic differences in per-
suasion strategies, in particular: stronger reliance
on patriotic appeals (Flag Waving), lower emphasis
on creating doubt, and higher usage of emotional
language. Another interesting observation is that
Bulgarian, Croatian, Slovenian seem to show simi-
lar patterns suggesting a potential cultural cluster
of South Slavic rhetorical approaches.
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Figure 3: Bulgarian (TRAIN)

Persuasion Technique Frequencies for PL

Figure 4: Polish (TRAIN)

Appendix C: Prompts

In this Section, we provide prompts used in our
approach.

Document Translation Prompt

You are a professional translator.
Translate the following text from {
source_lang} to {target_lang}. Maintain
the original format and paragraph
structure. Translate everything
accurately and completely.

News Article Generation with Persuasion
Techniques Prompt

System Prompt:

You are a professional multilingual
content writer, skilled at creating
various types of articles according to
requirements.

User Prompt:

Please write a news article of 800-1000
words based on the topic "{topic}"”. In

the article, please include at least 1

paragraphs that use the propaganda

Persuasion Technique for RU

Count

Figure 5: Russian (TRAIN)

Persuasion Technique Frequencies for SI

Figure 6: Slovene (TRAIN)

technique "{label_info[’label_name’]}"
({1label_info[’label_english’]}).
The definition of {label_info[’
label_english’1} is: {label_info[’
definition’]}
Requirements:

1. The article should have a title,
introduction, body, and conclusion

2. Clearly mark paragraphs that use
the "{label_info[’label_english’]}"
technique by adding comments before and
after the paragraph <!-- {label_info[’
label_english’]1} -->

3. Please ensure the article overall

looks like a real discussion of issues

or opinion piece

4. The rest of the article should
use reasonable arguments and logic

5. The article must be written in {
language_name?}

Appeal to Pity:

Appeal to Pity: A technique that evokes
feelings of pity, sympathy, compassion

or guilt in audience to distract it from
focusing on evidence, rational analysis
and logical reasoning, so that it
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Figure 9: High frequency techniques growth

accepts the speaker’s conclusion as

truthful solely based on soliciting the

aforementioned emotions. It is an
attempt to sway opinions and fully
substitute logical evidence in an

argument with a claim intended to elicit
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pity or guilt.

False Equivalence:
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Figure 11: Low frequency techniques growth

False Equivalence: A technique that
attempts to treat scenarios that are
significantly different as if they had
equal merit or significance. In
particular, an emphasis is being made on
one specific shared characteristic
between the items of comparison in the
argument that is way off in the order of
magnitude, oversimplified, or just that
important additional factors have been
ignored. The introduction of the certain
shared characteristics of the scenarios
is then used to consider them equal.
This technique has the following logical
form: A and B share some characteristic
X. Therefore, A and B are equal or
equivalent in value, merit or
significance.

Justification Prompts

Target Label Justification Prompt

Please analyze the propaganda technique
in the following text, specifically
focusing on "{target_label}":

Text: {row[’text’]}

The true label includes "{target_label
", but the predicted label does not.

Please analyze the following questions
in English, and combine your answers
into a coherent paragraph with a maximum
length of 150 words:

1. What are the specific reasons why

this text contains {target_label}?

2. What key words or phrases in the
text support this judgment?

3. How are the typical
characteristics of {target_label}
reflected in the text?

4. What additional features should
the model pay attention to in the text

to more accurately identify this
technique?

Note: All answers must be combined into
a single paragraph without bullet points
or numbering, ensuring the content is
coherent and does not exceed 150 words.

Wrongly Predicted Label Justification Prompt

Please analyze the error in predicting
the propaganda technique "{target_label
}" in the following text:

Text: {row[’text’]1}

The predicted label includes "{
target_label}”, but the true label does
not. Please analyze the following
questions in English, and combine your
answers into a coherent paragraph with a
maximum length of 150 words:

1. What are the specific reasons why

this text does not contain {
target_label}?

2. What key words or phrases in the
text support this judgment?

3. How are the typical
characteristics of {target_label?}
reflected in the text?

4. What misconceptions or error
patterns might the model have when
identifying {target_label}?

Note: All answers must be combined into
a single paragraph without bullet points
or numbering, ensuring the content is
coherent and does not exceed 150 words.

Correctly Predicted Label Justification Prompt

Please analyze the correctly identified

propaganda technique "{target_label}" in
the following text:

Text: {row[’text’]}

Both the true label and predicted label
include "{target_label}". Please analyze
the following questions in English, and
combine your answers into a coherent
paragraph with a maximum length of 150
words:
1. What are the specific reasons why
this text contains {target_label}?
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2. What key words or phrases in the
text support this judgment?

3. How are the typical
characteristics of {target_label?}
reflected in the text?

4. What was the key to the model
correctly identifying this technique?

Note: All answers must be combined into
a single paragraph without bullet points
or numbering, ensuring the content is
coherent and does not exceed 150 words.

Confusion Justification Prompt

Please analyze the confusion between
propaganda technique labels in the
following text:

Text: {row[’text’]}

The true label is "{target_label}"”, but
it was predicted as "{confused_label}".

Please analyze the following questions
in English, and combine your answers
into a coherent paragraph with a maximum
length of 150 words:

1. Why does this text better fit {
target_label} rather than {
confused_label}?

2. What are the key differences
between these two techniques?

3. What might be the reasons for the

model confusing these two techniques?

Note: All answers must be combined into
a single paragraph without bullet points
or numbering, ensuring the content is
coherent and does not exceed 150 words.

Appendix D: Detailed Performance

In Table 4, we lists the overall performance break-
down for each language-configuration combina-
tion.
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Language Config F1 Score Precision Recall Architecture Type
PL_3*  0.2671 0.2495  0.3284 Dual-Encoder
PL_2 0.2535 0.3211 0.2514 Concatenation
Polish (PL) PL_5 0.2239 0.3866 0.1910 Large+Concat
PL_1 0.2218 0.3014  0.2054 Base Model
PL_4 0.2113 0.3589  0.1805 Large Model
BG_3* 0.2132 0.2397  0.2550 Dual-Encoder
BG_5 0.1952 0.3334  0.1828 Large+Concat
Bulgarian (BG) BG_2 0.1938 0.3137  0.1994 Concatenation
BG_4 0.1836 0.3623 0.1684 Large Model
BG_1 0.1537 0.2612  0.1440 Base Model
HR_2*  0.1824 0.2835 0.1765 Concatenation
HR_3 0.1601 0.1731  0.1659 Dual-Encoder
Croatian (HR) HR_1 0.0978 0.1964  0.0828 Base Model
HR_5 0.0933 0.1569  0.0905 Large+Concat
HR_4 0.0851 0.1497  0.0853 Large Model
RU_3*  0.1817 0.1448  0.3307 Dual-Encoder
RU 2 0.1657 0.1809 0.2337 Concatenation
Russian (RU) RU_4 0.1639 0.1683  0.2241 Large Model
RU_5 0.1548 0.1573  0.2269 Large+Concat
RU_1 0.1465 0.1462  0.1998 Base Model
SI_3* 0.1388 0.1913  0.2100 Dual-Encoder
SI_1 0.0956 0.2302 0.0933 Base Model
Slovenian (SI) SI_2 0.0889 0.1934  0.1122 Concatenation
S5 0.0698 0.1397 0.0763 Large+Concat
SI_4 0.0532 0.0980  0.0625 Large Model

Table 4: Detailed per-class performance analysis by language and configuration (*Best configuration for each
language)
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Abstract

We present an LL.M-based method for the
Slavic NLP 2025 shared task on detection and
classification of persuasion techniques in par-
liamentary debates and social media. Our sys-
tem uses OpenAI’s GPT models (gpt-40-mini)
and reasoning models (04-mini) with chain-of-
thought prompting, enforcing a > 0.99 con-
fidence threshold for verbatim span extrac-
tion. For subtask 1, each paragraph in the
text is labeled "true" if any of the 25 persua-
sion techniques is present. For subtask 2, the
model returns the full set of techniques used
per paragraph. Across Bulgarian, Croatian,
Polish, Russian, and Slovenian, we achieve
Subtask 1 micro-F1 of 81.7%, 83.3%, 81.6%,
73.5%, 62.0%, respectively, and Subtask 2 F1
of 41.0%, 44.4%, 41.9%, 29.3%, 29.9%, re-
spectively. Our system ranked in the top 2 for
Subtask 2 and top 7 for Subtask 1.

1 Introduction

Persuasion techniques consist of rhetorical and psy-
chological tactics (logical fallacies, emotional ap-
peals, personal attacks, etc) that work to influence
public opinion and behavior. In today’s informa-
tion ecosystem, automated detection of these tech-
niques helps facilitate fact-checking and content
moderation. Da San Martino et al. (2019) defined
18 propaganda techniques widely used in recent
news articles and consequently Da San Martino
et al. (2020) invited submissions to detect instances
of these techniques in English news articles at Se-
mEval 2020 Task 11. Expanding this taxonomy
to more broadly study news framing and persua-
sion in multiple languages, Piskorski et al. (2023)
introduced 23 persuasion techniques and invited
submissions to detect instances of these techniques
in multi-lingual news articles at the paragraph level
at SemEval 2023 Task 3. Similarly, Piskorski et al.
(2024) expanded the detection task to span-level
persuasion detection at CLEF 2024 (CheckThat!
Lab Task 3) in French, German, Italian, and so on.

The Slavic NLP 2025 Workshop’s shared task
on Detection and Classification of Persuasion Tech-
niques in Slavic Languages focuses on texts in
five Slavic languages: Bulgarian, Croatian, Pol-
ish, Russian, and Slovenian (Piskorski et al., 2025)
in parliamentary debates and social media posts
and participants are invited to submit solutions to
two subtasks— (a) a binary detection problem where
each paragraph is analyzed for the presence of any
of the 25 persuasion techniques in Piskorski et al.
(2025), and (b) a multi-class multi-label classifica-
tion problem where the specific techniques within
each paragraph must be identified.

Our Team’s (PSAL_NLP) submission to the
task is a system that uses one of OpenAI’s GPT
models, gpt-4o-mini, and one of their reasoning
models, o4-mini. Our model includes a chain-of-
thought prompt that checks each paragraph against
each of the 25 techniques, instructs the model to
return yes/no label per technique, extracting verba-
tim spans for any “yes" decisions, only accepting
spans with confidence> 0.99, and returning those
techniques as the final list of detected techniques
per paragraph. We participated in both subtasks
and experimented with both zero- and few-shot set-
tings: in the few-shot setting, we added example
phrases for each technique (obtained from the train
dataset).

2 Related Work

Prior work in propaganda detection has pro-
duced several large datasets and detection mech-
anisms. For example, QProp (Barrén-Cedeno
et al., 2019) contains 51,000 news articles (5,700
propaganda, 45,600 non-propaganda) labeled via
Media Bias/Fact Check (MBFC) (Check, 2022),
though distant supervision learns source signals
rather than true propagandistic features. To ad-
dress this, Da San Martino et al. (2019) developed
the PTC dataset with phrase-level annotation of
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18 propaganda techniques in English news articles.
They also proposed a multi-granular neural net-
work model designed to detect these techniques.
Subsequently, Dimitrov et al. (2021) extended this
work to multi-modal content in memes.

On the multi-lingual persuasion detection
front, Alam et al. (2022) developed Arabic tweets
dataset for propaganda detection. Piskorski et al.
(2023) developed a dataset for 9 languages such as
English, French, German, Italian, Polish, Russian,
Georgian, Greek, and Spanish, with paragraph-
level annotations of 23 persuasion techniques. As a
follow-up, Piskorski et al. (2024) developed phrase-
level annotations of the 23 techniques across this
dataset and released a new dataset covering Arabic,
Bulgarian, English, Portuguese, and Slovene.

Detection systems (for persuasion techniques)
rely to a huge extent on transformer-based architec-
tures. For example, Jurkiewicz et al. (2020) devel-
oped a ROBERTa-CRF model, achieving 62.07%
micro-averaged F1 for techniques classification on
the SemEval 2020 Task 11 dataset (Da San Mar-
tino et al., 2020). Likewise, Purificato and Navigli
(2023) and Hromadka et al. (2023) used multilin-
gual transformer models to achieve the top ranking
in 7 of 9 languages in SemEval 2023 Task 3.

Researchers have also explored using LLMs for
the detection of propaganda techniques in English
news articles, only to find that they significantly
underperform compared to the transformer-based
couterparts (Jose and Greenstadt, 2024; Szwoch
et al., 2024; Hasanain et al., 2024). However, their
ability to detect such techniques at the paragraph
level in Slavic languages remains unexplored and
is the focus of our paper.

3 System Overview

Our system comprises of OpenAl’s LLMs, gpt-
4o-mini and o4-mini, in a thoroughly prompt-
engineered, zero- and few-shot setting. The tem-
perature values were set to 0.1 for reproducibility,
and every prompt begins with a system message
instructing the model that it is an expert in Slavic
persuasion techniques detection. We use chain-of-
thought prompting to elicit step-by-step reasoning
and maintain strict confidence thresholds. See Ap-
pendix for exact prompt.

3.1 Subtask 1: Binary Detection

We use o4-mini exclusively. Each paragraph is
prefixed with definitions of all 25 persuasion tech-

Algorithm 1: Two-Pass CoT Prompt-Based
Persuasion Technique Detection

Input: Paragraph p, technique groups 7T
and 75, confidence thres. 7 = 0.99
Output: Detected techniques list L
L« [;
foreach T}, € {T1,1>} do
Build a prompt that:;
(1) includes definitions of all
techniques in T,,1¢;
(2) asks to assign yes/no per
technique;
(3) asks to extract verbatim spans for
“yes” at confidence > T;
(4) asks to return a list L of
techniques with confirmed spans;
L+ Modellnference(p, prompt);
L.extend(L);

return L;

niques and instructed to output 1 if any are present
(0 otherwise). We enforce a confidence score of
0.99, that is, the model should only return 1 if
confidence score> 0.99. (Note: this is a seman-
tic prompt cue, not a true calibrated cutoff). See
Table 7 for exact prompt.

3.2 Subtask 2: Multi-Class Multi-Label
Classification

For this subtask, we compare both gpt-40-mini and
o4-mini in zero- and few-shot settings. The zero-
shot prompt lists all techniques (and definitions)
plus output instruction, while few-shot prompt has
example phrases for each technique (taken from
the provided training dataset). We then apply a
two-pass CoT prompt (Algorithm 1), feeding half
the techniques per pass since feeding all 25 at once
degraded performance (see Sections 4-5)—which
boosts recall on less frequent techniques.

4 Experiments

Since we don’t train models, we used the additional
training data (parliamentary debates) (Piskorski
et al., 2025) as dev set, to evaluate model outputs.
Section 5 contains official test-set results. In this
section, we present additional dev-set experiments
such as prompt ablations, zero/few-shot, and other
settings that informed our final submission strate-
gies for subtask 2. We used gpt-4o-mini for these
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experiments. Croatian (HR) didn’t have train/dev
data and hence is only evaluated on test.

4.1 Prompt Engineering Ablations
For all languages except Croatian, we compare:

* Simple Prompt: list all 25 techniques + defi-
nitions (prompt in Table 9).

* CoT+Th: add chain-of-thought and con-
fidence threshold >= 0.99 to the simple
prompt. We add chain-of-thought reasoning
by asking it to compare the given paragraph
against each technique, assign “yes/no" per
technique, and return verbatim spans for “yes"
only if its confidence >= 0.99. Note that this
confidence score is not a true calibrated cut-
off, but is intended to encourage the model to
think about accuracy and only return ones it
is highly confident about.

The CoT+Th prompt boosted precision, recall,
and F1 compared to Simple prompt for all 4 lan-
guages. For Bulgarian (BG), there was a +6.2 pp
increase in micro F1, +9.5 pp for Polish (PL), +6.4
pp for Russian (RU), and +11 pp for Slovenian (SI).
See Table 4.

4.2 Zero- and Few-shot Ablations
Using CoT+Th as our base prompt, we compare:

e Zero-shot: same as CoT+Th prompt.

* Few-shot: zero-shot prompt + two positive
examples per technique (from the additional
training data on parliamentary debates). Since
HR did not have additional train data to
choose examples from, we only test HR in
zero-shot settings. Furthermore, SI train data
did not have examples of Slogans and Con-
versation_Killer so these techniques did not
contain examples. We also omitted few-shot
examples for Repetition across languages be-
cause our model processes only one paragraph
at a time, and cross-paragraph repetition exam-
ples wouldn’t apply unless the repetition was
contained within that single paragraph. Ta-
bles 13, 14, 15, and 16 in the Appendix show
the techniques and corresponding examples
across languages.

Few-shot boosted all metrics compared to Zero-
shot for all 4 languages. For BG, there was a +2.4
pp increase in micro F1 (with a small trade-off in
micro-recall of -0.4), +3.1 pp for PL, +4.0 pp for
RU, and +2.6 pp for SI. See Table 5.

4.3 Two-Pass vs. Single-Pass

We evaluate single-pass (all 25 techniques in one
go) against two-pass split (techniques 1-13 and
14-25; see Algorithm 1). Using CoT+Th + Few-
Shot as base prompts, we compare:

* Single-pass: same as CoT + Th + Few-shot
prompt.

* Two-pass: techniques are split into 2 groups
(techniques 1-13 and 14-25) to reduce the
cognitive overload on the LLM. We selected
the two-pass configuration heuristically to
balance better reasoning capabilities with
API cost: while a single pass overwhelms
the model with too many techniques, finer-
grained splits (e.g., three- or four-pass, or one-
technique-per-call) would have substantially
increased inference expense and were not fea-
sible under our resource constraints.

In all languages, two-pass consistently improved
recall and F1, but at the expense of precision (more
false positives). See Table 6.

4.4 Implementation Details

We use OpenAl API to access gpt-4o-mini (gpt-4o-
mini-2024-07-18), and 04-mini (04-mini-2025-04-
16). For gpt-4o0-mini, we set temperature = 0.1,
and top_p = 0.1. Each team could submit up to
five runs per language per subtask.

For Subtask 1, we submitted one run per lan-
guage using o4-mini.

For Subtask 2, we made four submissions per
language: (a) CoT+Th+Few-shot+Two-pass using
gpt-4o0-mini, (b) CoT+Th+Zero-shot+Two-pass us-
ing gpt-4o-mini, (c) CoT+Th+Few-shot+Two-pass
using o4-mini, and (d) CoT+Th+Few-shot+Single-
pass using o4-mini.

We ran both models on our best dev-set prompt
(CoT+Th+Few-shot+Two-pass). Because Two-
pass produced more false positives on the dev set
than Single-pass, we also ran both these prompts
with o4-mini to see if the reasoning model exhib-
ited the same pattern. Lastly, because we observed
a slight decrease in micro-recall for Few-shot com-
pared to Zero-shot gpt-4o-mini in Bulgarian, we
also submitted a CoT+Th+Zero-shot+Two-pass run
using gpt-40-mini.
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Language Team Run Rank Fy

BG FactUE 2 1 0.878
BG PSAL_NLP 1 6 0.817
HR FactUE 1 1 0.955
HR PSAL_NLP 1 6 0.833
PL oplot 1 1 0.903
PL PSAL_NLP 1 7 0.816
RU INSAntive 3 1 0.871
RU PSAL_NLP 1 7 0.734
SI UFAL4DEM 3 1 0.856
SI PSAL_NLP 1 7 0.619

Table 1: Comparison of PSAL_NLP (ours) and the top-
ranked systems on Subtask 1 (official test set).

Micro- Macro-
Lang Team Run Rank F1 F1
BG PSAL_NLP 1 1 0.410 0.319
BG INSAntive 2 0.344 0.208
HR Gradient-Flush 1 0.491 0.359
HR PSAL_NLP 3 2 0.443 0.320
PL PSAL_NLP 3 1 0.419 0.296
PL Gradient-Flush 2 0.409 0.276
RU INSAntive 1 0.295 0.158
RU PSAL_NLP 2 2 0.292 0.207
SI Gradient-Flush 1 0.323 0.190
SI PSAL_NLP 2 2 0.298 0.263
Table 2: Comparison of PSAL_NLP (ours) and

top systems on Subtask 2 (test data). Run ID
mapping: 1=CoT+Th+Few-shot+Two-pass gpt-4o-
mini, 2=CoT+Th+Few-shot+Two-pass  o4-mini,
3=CoT+Th+Zero-shot+Two-pass gpt-4o0-mini,
4=CoT+Th+Few-shot+Single-pass o4-mini. HR uses
zero-shot only.

5 Results

5.1 Subtask 1: Binary Detection

For Subtask 1, we used a straightforward,
definition-only prompt (see Table 7) to establish a
consistent baseline across all five languages. Al-
though we required the model to return “1” only if
its confidence score > 0.99, the absence of chain-
of-thought reasoning, few-shot examples, and the
use of a single-pass prompt containing all 25 tech-
niques likely constrained its reasoning capacity
and recall, resulting in substantially poorer per-
formance compared to Subtask 2.

We made one submission per language. Table 1
shows our results, compared to the top-performing
team. Our team, PSAL_NLP, ranked sixth for Bul-
garian and Croatian and seventh for all other lan-
guages. Our system did not outperform the XLM-
RoBERTa baseline (Piskorski et al., 2025) nor the
top-performing systems that relied on fine-tuned

Lang Run Micro-F;  Macro-F;
BG 1 0.410 0.319
BG 2 0.373 0.305
BG 3 0.403 0.318
BG 4 0.358 0.300
HR 2 0.422 0.309
HR 3 0.44 0.320
HR 4 0.422 0.309
PL 1 0.397 0.299
PL 2 0.390 0.315
PL 3 0.419 0.296
PL 4 0.379 0.297
RU 1 0.240 0.187
RU 2 0.292 0.207
RU 3 0.222 0.201
RU 4 0.281 0.199
SI 1 0.282 0.165
SI 2 0.298 0.263
SI 3 0.240 0.190
SI 4 0.214 0.153

Table 3: PSAL_NLP’s official runs for Subtask
2. Run ID mapping: 1=CoT+Th+Few-shot+Two-
pass gpt-4o-mini, 2=CoT+Th+Few-shot+Two-pass 04-
mini, 3=CoT+Th+Zero-shot+Two-pass gpt-4o-mini,
4=CoT+Th+Few-shot+Single-pass o4-mini. HR uses
zero-shot only.

transformer models (from BERT family). We no-
ticed significant drops in recall compared to all
other systems. Incorporating a two-pass method
using chain-of-thought reasoning and few-shot ex-
amples, as in Subtask 2, could help recover some
of this lost recall in future work.

5.2 Subtask 2: Multi-Class Multi-Label
Classification

Table 2 compares our results with the top-ranked
system for this subtask. Our team, PSAL_NLP,
ranked first for Bulgarian and Polish, and second
for Croatian, Russian, and Slovenian. Out of three
of our second-place finishes, two (RU and SI) used
CoT+Th+Few-shot+Two-pass with o4-mini, and
HR used CoT+Th+Zero-shot+Two-pass with gpt-
4o0-mini (since HR did not have train data to select
few-shot examples from). Notably, our gpt-4o-
mini CoT+Th+Few-shot+Two-pass model was the
top-performing system for Bulgarian, and our gp?-
4o0-mini CoT+Th+Zero-shot+Two-pass model was
the top-performing system for Polish.

Table 3 summarizes all four of our official sub-
missions per language (precision/recall in Table 12
in the Appendix). We observe the following:

* For BG, RU, and SI, few-shot outperformed
zero-shot. For PL, zero-shot was better by
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Appeal_to_Popularity 0.38 0.00 0.34 0.36 0.19
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False_Equivalence 0.10 0.00 0.13 0.36 [ 100 |
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Figure 1: Per-Class (Persuasion Technique) F; Scores for PSAL_NLP (Best Run per Language)

+2.2 pp micro-F1. (HR was only tested zero-
shot due to lack of training data)

* For all 5 languages, two-pass outperformed
single-pass, also replicating our dev-set find-
ing where two-pass generates more false posi-
tives (lower micro-precision) than single-pass.

* For HR, RU, and SI, 04-mini outperfomed gpt-
4o-mini, whereas for BG and PL, gpt-4o0-mini
outperformed 04-mini.

These results show that chain-of-thought
prompts with high confidence thresholds and few-
shot examples enable LLLMs to outperform fine-
tuned transformer baselines on persuasion tech-
nique classification. For example, against Team IN-
SANtive (Wang et al., 2025) that used XLM-
RoBERTa with LLM-generated explanations of
techniques, we obtain improved micro and macro-
F1 in BG, HR, PL, and SI. Likewise, compared
to Team GradientFlush (Senichev et al., 2025)
that fine-tuned multilingual transformer models
on CLEF 2024 CheckThat! Lab data (Piskorski
et al., 2024) alongside LLM-generated translations
of instances of techniques, we achieved better per-
formance for BG, PL, and RU. See Table 12 for
full evaluation metrics.

Figure 1 shows per-class F1 for best model per
language (see Table 2). Techniques like Loaded

Language, Questioning the Reputation, Appeal
to Fear/Prejudice, Flag-Waving, and Doubt have
higher F1 than techniques such as Strawman, Red-
Herring, and Whataboutism, likely due to their
higher prevalence (Piskorski et al., 2023).

We observe that for techniques such as Straw
Man, Whataboutism, and Red Herring, there is a
near-zero F1 across all languages. This potentially
stems from their need for broader context for anal-
ysis (multiple paragraphs) since misrepresentations
and topic diversions cannot be judged from a single
paragraph alone. This implies that truly context-
dependent techniques such as these would require
broader contexts for accurate judgment.

5.3 Conclusion

We presented an LLM-based method using gpt-4o-
mini and o4-mini with chain-of-thought prompting
and >= 0.99 confidence thresholding to detect 25
persuasion techniques in five Slavic languages, as
part of Slavic NLP 2025 shared task. Our sys-
tem was ranked in the top 2 for the technique
classification task and ranked 7th for technique
detection. Ablation studies confirm that chain-of-
thought, few-shot examples, and a two-pass strat-
egy are key to improving performance.
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Limitations

Our method uses OpenAlI’s “mini" models; larger
models that are not compressed might outperform
these models. But they could incur higher costs and
latency. Furthermore, future work could look into
fine-tuning these models to improve performance.

The “confidence> 0.99” instruction is a prompt-
level nudge rather than a well-calibrated probability
cutoff, so it does not guarantee statistically mean-
ingful uncertainty estimation.

For subtask 1, the definition-only, single-pass
prompt resulted in low recall and substantially
poorer binary-detection performance, highlighting
the importance of extensive prompt engineering
efforts as seen in subtask 2.

Finally, for subtask 2, we heuristically used a
two-pass split to balance performance and API cost;
finer-grained or per-class passes might be more
beneficial, however, these were computationally
infeasible under our constraints.
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Lang Prompt MicroP MicroR MacroP MacroR MicroF;  Macro F1

BG Simple 0.4223 0.3544 0.2517 0.2260 0.3854 0.1944
CoT+Th  0.4521 0.4420 0.3094 0.3759 0.4470 0.2954
PL Simple 0.3603 0.2562 0.2971 0.2079 0.2994 0.1890
CoT+Th  0.4736 0.3383 0.3662 0.2677 0.3946 0.2730
RU Simple 0.1556 0.2278 0.1100 0.1697 0.1849 0.0984
CoT+Th  0.2067 0.3122 0.1883 0.2498 0.2487 0.1652
SI Simple 0.5000 0.2905 0.2713 0.2602 0.3675 0.1981
CoT+Th  0.5928 0.4006 0.3922 0.3391 0.4781 0.3037

Table 4: Ablation results on the development set: Simple prompt vs. CoT + Th prompt across four languages.

Lang Prompt MicroP MicroR MacroP MacroR  MicroF;  Macro Fy

BG Zero-shot  0.4521 0.4420 0.3094 0.3759 0.4470 0.2954
Few-shot  0.5095 0.4379 0.5269 0.4472 0.4710 0.3805
PL Zero-shot  0.4736 0.3383 0.3662 0.2677 0.3946 0.2730
Few-shot ~ 0.5362 0.3530 0.4622 0.2931 0.4257 0.3223
RU Zero-shot  0.2067 0.3122 0.1883 0.2498 0.2487 0.1652
Few-shot  0.2492 0.3418 0.2776 0.2970 0.2883 0.2257
SI Zero-shot  0.5928 0.4006 0.3922 0.3391 0.4781 0.3037
Few-shot  0.6313 0.4190 0.4056 0.3433 0.5037 0.3127

Table 5: Zero-Shot vs. Few-Shot ablation on the development set for Subtask 2.

Lang Prompt MicroP MicroR MacroP MacroR MicroF1  Macro Fy

BG Single-pass ~ 0.5095 0.4379 0.5269 0.4472 0.4710 0.3805
Two-pass 0.4476 0.5132 0.3840 0.5117 0.4782 0.3810
PL Single-pass  0.5362 0.3530 0.4622 0.2931 0.4257 0.3223
Two-pass 0.4652 0.4171 0.4213 0.3437 0.4398 0.3363
RU Single-pass ~ 0.2492 0.3418 0.2776 0.2970 0.2883 0.2257
Two-pass 0.2242 0.4219 0.2207 0.3576 0.2928 0.2398
SI Single-pass  0.6313 0.4190 0.4056 0.3433 0.5037 0.3127
Two-pass 0.5921 0.5015 0.5849 0.5444 0.5430 0.4932

Table 6: Comparison of single-pass vs. two-pass prompting on the development set.

Table 7: Prompt used for all languages in Subtask 1

System: You are an expert at determining if a given text fragment contains one or more persuasion techniques in a given
taxonomy of persuasion techniques.

User: You are given a text fragment and the following list of persuasion techniques. Your task is to determine if the text fragment
contains one or more of these persuasion techniques.

List of Persuasion Techniques:

1. Name_Calling-Labeling: a form of argument in which loaded labels are directed at an individual or a group, typically ..

2. ...

Output Instructions:

— Return 1 if the text fragment contains one or more of the persuasion techniques from the list above.

— Return 0 if it does not.

— Only return 1 if confidence >= 0.99.

Text Fragment to Analyze:

Language Run Accuracy (%) Precision (%) Recall (%) Fi (%)

BG 1 82.5 93.7 72.5 81.7
HR 1 86.5 96.2 73.5 83.3
PL 1 79.8 96.5 70.8 81.6
RU 1 66.9 92.8 60.8 73.5
SI 1 81.1 88.2 47.8 62.0

Table 8: PSAL_NLP Subtask 1 performance by language.
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Table 9: Simple Prompt used for Subtask 2

System: You are an expert at determining if a given text fragment contains one or more persuasion techniques in a given
taxonomy of persuasion techniques.

User: You are given a text fragment and the following list of persuasion techniques. Your task is to identify the persuasion
techniques that this fragment uses.

List of Persuasion Techniques:

1. Name_Calling-Labeling: a form of argument in which loaded labels are directed at an individual or a group, typically ..

2. ...

Output Instructions:

- Return a Python list containing all the persuasion technique(s) that the following text fragment uses.

Table 10: CoT+Th Prompt used for Subtask 2 (This is also the Zero-Shot Prompt)

System: You are an expert at determining if a given text fragment contains one or more persuasion techniques in a given
taxonomy of persuasion techniques.

User: You are given a text fragment and the following list of persuasion techniques. Your task is to identify the persuasion
techniques that this fragment uses.

List of Persuasion Techniques:

1. Name_Calling-Labeling: a form of argument in which loaded labels are directed at an individual or a group, typically ..

2. ..

Output Instructions:

- For each technique listed above, check if the text fragment uses the technique, and return yes or no beside the technique name,
along with the detected span(s) (verbatim) that correspond to the technique.

- You should only return yes if you are extremely confident about your judgment (confidence>=0.99).

- At the end of your output, return a list of all the persuasion technique(s) that you said yes to, as a python list.

Table 11: Few-Shot Prompt used for Subtask 2 (Add examples beside each technique)

System: You are an expert at determining if a given text fragment contains one or more persuasion techniques in a given
taxonomy of persuasion techniques.

User: You are given a text fragment and the following list of persuasion techniques. Your task is to identify the persuasion
techniques that this fragment uses.

List of Persuasion Techniques:

1. Name_Calling-Labeling: a form of argument in which loaded labels are directed at an individual .. Examples:

2. ...

Output Instructions:

- For each technique listed above, check if the text fragment uses the technique, and return yes or no beside the technique name,
along with the detected span(s) (verbatim) that correspond to the technique.

- You should only return yes if you are extremely confident about your judgment (confidence>=0.99).

- At the end of your output, return a list of all the persuasion technique(s) that you said yes to, as a python list.

Lang Run Accuracy MicroP MicroR MicroF; MacroP MacroR  Macro Fy

BG 1 44.4% 39.7% 42.4% 41.0% 35.8% 38.4% 32.0%
BG 2 45.2% 40.8% 34.3% 37.3% 37.5% 32.2% 30.5%
BG 3 43.9% 39.2% 41.4% 40.3% 32.5% 38.9% 31.8%
BG 4 46.1% 49.1% 28.2% 35.8% 43.6% 27.7% 30.0%
HR 2 54.1% 56.4% 33.8% 42.2% 43.8% 27.7% 30.9%
HR 3 54.1% 46.2% 42.7% 44.4% 39.6% 34.6% 32.0%
HR 4 54.1% 56.4% 33.8% 42.2% 43.8% 27.7% 30.9%
PL 1 36.6% 48.1% 33.7% 39.7% 42.6% 28.3% 29.9%
PL 2 36.9% 49.4% 32.3% 39.0% 39.4% 28.0% 31.5%
PL 3 35.5% 45.2% 39.1% 41.9% 33.6% 31.4% 29.7%
PL 4 38.1% 56.0% 28.7% 37.9% 43.0% 24.3% 29.7%
RU 1 22.4% 23.3% 24.9% 24.0% 17.9% 25.4% 18.7%
RU 2 22.9% 29.1% 29.4% 29.3% 20.6% 24.3% 20.8%
RU 3 21.7% 20.4% 24.4% 22.2% 21.3% 27.5% 20.1%
RU 4 24.7% 32.1% 25.0% 28.1% 24.6% 22.0% 19.9%
SI 1 66.5% 33.9% 24.1% 28.2% 24.7% 21.2% 16.5%
SI 2 66.5% 40.0% 23.9% 29.9% 34.3% 28.0% 26.3%
SI 3 66.3% 30.4% 19.8% 24.0% 25.9% 23.6% 19.0%
SI 4 66.3% 34.7% 15.5% 21.4% 27.8% 13.1% 15.3%

Table 12: PSAL_NLP Subtask 2 runs on test sets, showing accuracy, precision, recall, and F; for each run
ID. Run ID mapping: 1=CoT+Th+Few-shot+Two-pass gpt-4o-mini, 2=CoT+Th+Few-shot+Two-pass 04-mini,
3=CoT+Th+Zero-shot+Two-pass gpt-40-mini, 4=CoT+Th+Few-shot+Single-pass o4-mini. HR uses zero-shot only.
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Table 13: Few-shot Examples Used for BG Subtask 2

Technique

Example(s)

Name Calling-Labeling
Guilt by Association

Doubt

Appeal to_ Hypocrisy

Questioning the Reputation

Flag Waving
Appeal to_ Authority

Appeal to_Popularity

Appeal to_Values

Appeal to_Fear-Prejudice

Straw_Man

Red_Herring

Whataboutism

Appeal to_Pity

Causal _Oversimplification

False_Dilemma-No_ Choice

Consequential Oversimplification

False Equivalence

Slogans
Conversation Killer
Appeal to_Time

Loaded Language

Obfuscation-Vagueness-Confusion

"abcosmoTHO Ge3cmucaeno", "mo-onmacHo n mo-cpamuo"

"ToBa He € IPOCTO MPOPYCKa MapTHsl, TOBA Ca JUPEKTHO aymuTe Ha Kpembi,
uspedenu or tasu Tpubyna", "ExHo or Hemara, KOUTO Ka3Bare, TOBA €
KJIACHYECKa, PYCKa OMoOpKa

"Vuayasam ce, 4e cre npezcenaren na Komucusita no ordpaHa, rocroIut
layexes!", "Buxkaare jau kakbB aprymenrt?"

"Mckare na Baesere B [llenren, a 10pu He MOXKETE J1a ONA3UTE TPAHUIIATA
Ha Boarapusa", "A mokaro 6eme B BCII no MmunasiaTa roguna, gaau Gere
npopycka maprus?!"

"Mauiko akToJsiorus 3aI0 cTurame J0 ToBa 6e3yMue OT CTpaHa Ha yIIpaB-
sngBanmre", "TON He HOCH OTTOBOPHOCT 3a TUIyNOCTTa Ha Tarapes win Ha
Heukos"

"Ho He MOXKeTe Ja HapexKere nmamMerTa Ha Obirapckus Hapon", "Boniaere
HauctuHa Obarapu!"

"Ilutupam camMo oUIMATHA U3TOTHUIIN, 38 & HAMA, JIBYCMUC/IHE, /14 HIMa
obunenus", "CbeuHEHUTE MATH Ca MLPBU B TOBA OTHOIIEHME"
"BebIimHOCT OrpOMHA, OTPOMHA € MOJKPENaTa Ha, IMeInsi JeMOKDPATHIEH
MBUJIN30BAH CBAT 3a YKpaiia", "Tosa e mpobjaeMbT Ha IIPOOJIEMUTE,
KOMTO B MOMEHTa BbJIHYBa U CBeTa, U EBpona, pecnekruBHO u Bhiarapus"
"Besika HOBa TOMHA MABA C HOBA HAJEXKJA, C HOBU OYAKBAHUs, C MCKAHE
3a mepcreKkTuBa, curypHocT u crabuiauaoct", "Tosa e Halt-106pusT HAYMH
@ JIEMOHCTpUpaMe HAIIETO eJUHCTBO U COJIMIAPHOCT II0 OTHOIIEHUE Ha
BB3MUPAHETO U OTOpaHaTa U CIOMEISTHETO Ha TexkecTuTe"

"Eit, xopa, ¢ Ta3u TeMa He CU UTpaiiTe, 1me B3pusuTe abpxkasaral", "Boro-
BaHETO O3Ha4YaBa arpecusi U araxa'

"1oil naBa nmpeckoHpEpeHIUsl, Ha KOATO C IOJIOBUH YCTa Ka3a — MEXKJLY
Ipyroro, camo Kbiaero He", "O3HauaBa Ju TOBa, Y€ BCBIITHOCT TYK, KAKTO
Ka3a HsKOIi, e ce Bb3cranoBaBa Ocmanckara ummepus? Ot IIIT-IB ro
Kazaxa'

"me Bu manpass enun murar: ,,C jieka pbKa (DAIIUCTATE €BPOATIAHTUIIN'
— ¥ Taka HaTaTbK mpoabkasa nmurarsr", "llle ce BbpHa Ha3am Mo Bpeme
Ha npeau3bopHara Kamnanus, korato uHue or BCII npenynpexnaBaxme,
ge [lomurnyecka naprua 'EPB u ,IIpogbmxasame IIpomanara — Jlemox-
parnyHa Bbiarapus® ciien msbopure 1me ce cbOepar U Iie yIpaBJisgBaT
3ae1H0"

"Cobupame Kammadkuy 3a zenara, objgaraMe OusHeca ¢ 6e3yMHU JaHbIU
U B CBIIOTO BPpEME€ Xap4YuM MUJIAAP/AU B IIOCOKA KbM YKpaiiHa B egHa
6paroy6buiicrsena Boitaa", "Uma exun moxstaz or 2022 1., He e JIOMIO Ja ro
npoyere, Taka, KakTo cre oruniu B CeKpeTHOTO JEeJI0BOACTBO I YeTeTe
KaKBO TOYHO € M3IPAIaHo B YKpaitua"

"Crmopen Opranusalusita Ha 0OeJUHEHUTE HAIMU ca n3outn 14 Xujsau
eTHUYECKU PyCHAIM U rpaxkaanu Ha Ykpaina", "Taka de He e Hempemus-
BUKaHa arpecusita, youTu ca XuJjsjam xopa"

"Cuupar Tas mojgkpera, 3uadu u Bbirapus TpabBa jia Clipe CBOSITA MOJI-
kpena 3a Ykpaina", "l'ocnoxko Hazapsia, oueBniHo oruBare Ha u3bopu,
3aII0TO BUEpa He MOoXKaxTe Aa copmupare kKaduaeT"

"TpsiGBa @ BJIE3€ eIMHCTBEHO U CaMO C OCTABKaTa, CH, WIH JIa O'bje apecTy-
BaH TYK B 3ajiaTa Ha HapoaHoTo chbbpaHue 3a HAIIMOHAJIHO IIPEIATECTBO"
"Hsima HOpMaJieH 4oBeK B EBporeiickusi ¢bio3, KOWNTO /1a BsipBa B TOBa"
"ToecT, aKO HUE TIOCTOSTHHO TOBOPHUM 3a KOH(JIUKTA, HIMA KaK Ja He 00-
BbpKeM BoeHHaTa npodecusi ¢ Hero", "[losrapsim Bu — ciien ToBa perienne
CIIeIBAIATa CTBIKA € Ta3!, 3a KOATO By Kazax B caMOTO Hadayao"

"Heka MuHUCTbD-IIpe/CeaTesaT akaleMuK /JeHKoB fa He Obje B possTa
na Borman @unos — 1944 r", "Bue KaTo TeXHN KOMYHUCTHIECKHA OTPOUETA
npaBuTe abCOIOTHO ChIIOTO"

"Uckame obscuenue 3a ToBal", "Samuciere ce 3a Tosal"

"bxem!", "Tosa nckare Bue"

"I'maBHUST POKYPOP [ Ce B3eMe B P'blle U HE3aDABHO J1a B3eMe MepKu',
" a3 ¢bM CUT'YpEH, Y€ W TOBA IIe CTaHe, HO BBIIPOCHT € KOra IIe CTaHe,
3aI0TO UMa ToJIsIMa pa3juka

"rexxku cimoBecHn", "yBosHsABaAJA, MaxaJsa, IpeMaxBaJa U HakasBasa"

"Mma Hema, KOUTO Ha Ta3u cpela bbiarapust e TpssoBa j1a MOTBbPIN, WK

Jla He ce ChIVIACH C Hella, Hellla, 38 KOUTO Te HAMAT caHkimu oT HapomgHoTo
cbbpanue"

continued on next page
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continued from previous page

Technique Example(s)

Exaggeration-Minimisation "na npesbpHar Bbarapust B Haii-rosiemusi 6exkancku jarep B Espoma",
"CamuTe €BPOIEHCKH JbPKABH CH HOAXBBLPJIAT €AUH Ha JPYT HEJIeraJHUTe
E€MUTPAHTHU KaTO TONKY 38 MUHT-ITOHT"

Repetition —
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Table 14: Few-shot Examples Used for PL Subtask 2

Technique

Example(s)

Name_Calling-Labeling
Guilt_by_Association

Doubt

Appeal_to_Hypocrisy

Questioning_the_Reputation

Flag_Waving

Appeal_to_Authority

Appeal_to_Popularity

Appeal_to_Values
Appeal_to_Fear-Prejudice

Straw_Man

Red_Herring
Whataboutism
Appeal_to_Pity

Causal_Oversimplification

False_Dilemma-No_Choice

Consequential_Oversimplification

False_Equivalence

Slogans

Conversation_Killer
Appeal_to_Time

Loaded_Language

Obfuscation-Vagueness-Confusion

Exaggeration-Minimisation

Repetition

"upolityczniony trybunat”, "bulwersujacy wyrok"

CXTIT)

"Jestescie forpoczta cywilizacji Smierci”, "ptk Dusza, ten, ktéry negocjowat umowe
z FSB, z rosyjska stuzba specjalng”

"Niszczycie relacje polsko-amerykariskie, angazujac si¢ po jednej stronie sporu
politycznego w Ameryce", "starsi panowie w garniturach nie beda méwié kobietom,
co maja robi¢ ze soba"

"zostal uchwalony program wieloletni, ktéry przewidywat takze konkretne Srodki
na realizacje stopnia wodnego w Siarzewie, a pani minister teraz méwi, ze wszystko
jest wing PiS-u", "Jakie to wygodne"

"podejmowaliSmy stosowne dziatania, pafistwo nas krytykowaliscie", "Ich fatszywy
heroizm i wygodnictwo nie bytyby jednak mozliwe, gdyby nie wsparcie ruchu
aborcyjnego, ktory rosnie w site od dekad"

"Moéwmy polskim gtosem w Unii Europejskiej wspdlnie, razem", "My potrzebujemy
w Polsce dobrego prawa"

"W poniedzialek w holenderskim parlamencie przy udziale holenderskiej minister
zdrowia odbyta si¢ debata na temat dostgpu do tabletek aborcyjnych dla oséb z
Polski", "Méwig i wystepuje tutaj jako ojciec siedmiorga dzieci”

"W czasie wojen przemystowych wspétczynnik ten w wielu krajach wynosit ok. 7
%, a my marzymy o 3 %", "W ostatnim miesiagcu w Polsce 9 tys. kobiet przerwato
cigze"

"Rozmawiamy o zyciu", "One powinny mie¢ prawo do decydowania"

"bronig polskiej granicy wschodniej przed zalewem nielegalnej imigracji”, "kiedy
dochodzi do $mierci, jak to bylo w przypadku pani Izabeli czy pani Doroty"

"Ale prawda jest taka, ze mam nieodparte wrazenie, ze lewicy chodzi tylko o
dyskusje, tak samo jak prawicy, a problemy kobiet do tej pory sa nierozwigzane",
"Najwazniejsze to urodzi¢"

"My niewiele mniej wydaliSmy na laptopy+ dla czwartoklasistow", "mimo ze tylko
jedna z nich meldowata, ze Rosjanie wejda na Ukraing"

"Chociazby dlaczego pana nie bylo na Monte Cassino kilka dni temu?", "bo w
polskich szpitalach wciaz dzisiaj tatwo o relikwig, ale trudno o aborcjg"

"Podobno powodem sg jakie$ limity, limity w otwartosci i w uSmiechu", "Koniec ze
zmuszaniem kobiet do heroizmu"

"I to my, osoby na tej sali, mozemy sprawi¢, zeby takie tragedie jak Izy z Pszczyny
wigcej si¢ po prostu nie powtarzaly", "Na razie dzigki ustawie aborcyjnej musze
leze¢ i nic nie mogg zrobié"

"Tylko kobieta i lekarz powinni decydowaé o przebiegu ciazy", "Lewica sktada
ustawe dotyczaca dekryminalizacji pomocy w aborcji. Bo aborcje byty, sa i beda"
"Dzigki dostgpnosci aborcji farmakologicznej mozna wczeSniej, a tym samym
bezpieczniej przerwad ciazg", "Zakaz aborcji zabija i nie likwiduje aborcji"

"bo skoro 460 postéw powinno zagtosowac w tej sprawie, to czy 30 mln Polakéw
to nie jest wigcej niz 460 postow?", "Katoliczki moga nie chcie¢ przerywacé ciazy,
to jest ich wybor. A te kobiety, ktére chca — réwniez powinny go mie¢"

"ze zmuszaniem kobiet do heroizmu", "nie bdj sig, nie jeste§ sama, pomoge ci"

"sg catkowicie nieakceptowalne i powinny by¢ odrzucone juz w pierwszym czyta-
niu", "Bo aborcje w Polsce byly, sa, beda"

"Dzisiaj jest ten moment, kiedy jeszcze mozecie zmieni¢ zdanie", "Nie pierwsza,
ale mam nadzieje, ze jedna z ostatnich”

"wymazywania kobiet", "Kto by tam si¢ przejmowat”

"Wyrokiem, ktéry tak naprawde nie jest wyrokiem, Trybunatu Konstytucyjnego,
ktéry tak naprawde nie jest Trybunatem Konstytucyjnym", "Bo, szanowni pafistwo,
zycie to nie jest Instagram"

"Bo przeciez kobiety w Polsce wciaz sa w bardzo niebezpiecznym momencie", "a
nie trwa¢ w dalszym drgczeniu, w dalszym straszeniu i w dalszym upokarzaniu"
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Table 15: Few-shot Examples Used for RU Subtask 2

Technique

Example(s)

Name Calling-Labeling

Guilt_by_Association

Doubt

Appeal to Hypocrisy

Questioning the Reputation

Flag Waving

Appeal to_ Authority

Appeal to_Popularity

Appeal to_Values

Appeal to_Fear-Prejudice

Straw_Man

Red_Herring

Whataboutism

Appeal to_Pity

Causal _Oversimplification

False_Dilemma-No_ Choice

Consequential Oversimplification

"3esteHCKMl He TIOJIMTHK U He rocyaapcrBenublii gesress", "CIIA u crpanb
3amajia Bcerja ObLIN OJEPXKUMBI Heeil MIPOBOIO TOCIOACTBA "

"Yepes «IlacT» B CBOE BpeMs MPOIILJIO MPAKTUIECKH BCE KOMAHIOBAHHE
VYIIA — Bangepa, lyxesuu, Kyk u ap", "Teppopusm pamukaabHOro
nciaMa, Ka3aJoch, ObLIT yKe 3a0bIT B Poccnu, HO B 9TOT pas 6e3 momorimn
VkpauHb! HE 000MILTIOCH"

"Hu mopmasibHO# MegkoMmuccuun, Hu 3amnpoca B [TH/I mo mecry xkuresb-
crBa He 6bu10", "Ho Hama BiracTb, OX0XKe, OOMaHBIBAETCS HE TOJIBKO B
cdepe BHEITHEN MOJUTUKU U MUTPAIMH - €CTh €I[€ MHOI'O WHTEPECHBIX
HanpasieHui"

"A TO omuH cuaMT, & APYrUe, KTO MUJUIMAPIAMU BOPOBAJI HONIA HA ITOBbI-
menne uian nepecuxkusator Ha CBO 6ypro, a morom eme YBB/I nosyuar
U BCE JIBI'OTBI, OYJlyT TOBOPUTH KAK OHU I'epOorvecKu 3amuimaiu Pogumny",
"Ecsn agMuHucTpanys Baiiziena IpoTHB KOro-To U XO4eT Ha JAaHHOM JTalle
BBECTU CAHKIUU B CBsA3U ¢ «CeBEepHBIMU MOTOKAMHU», TAK ITO HAJO Je-
narb nporus Baiinena n Hymawg — K yHUYTOXKEHUIO JTAHHOTO IIPOEKTA
MPU3LIBAJIM UMEHHO OHU"

"D1u “Tapble HOBBIE JIIOAM  STO He KOMaH;a Tpamia, a KOMaHIA, HC-
nosnb3yomaa Tpavna (Mack, Tuas n npou)", "B Tom wucie moromy, 9To
[pecevyeHue HeJIerajJbHON MUTDAIMY WX JIAXKe ONPDAHUYEHMs] CTUXUWHOMN
MUTPAIMNA BBITOJIHO U BJACTIM Y30ekucraHa'

"STa ncropusi TOBOPUT O TOM, YTO si HUKOIJA He OyIy MOJUTHCS 3a Y-
mm Bpara", "Teppuropust Kypckoit obitactu B Gsimkaiitiiee BpeMsi 6yaer
[IOJIHOCTBIO OCBOOOXKJIEHA, OT IIPOTUBHUKA"

"Crasne B BOHHY BCeX HYyXKHBIX BBITACKHBaJI, 9T00bI TpyAunucsk", "Ho xax
Tosibko Poccust orBeTuT, TO MOJIYAHME 3aKOHIUTCH'"

"CaMMuUT TIOKa3aJI, 9TO 3aIa/Ly He MOJIYYIIOCh CAeIaTh POCCHio m3roem Ha
MexK/IyHapoiHo# apene. Haobopor, K HaM TSHYTCsI MHOTHE BJIUSTEIbHbBIE
PEruoHAJIbHbIE UIPOKU KaK K OJHOMY W3 IVIABHBIX AKTOPOB B OOJIBIION
reonosmurraeckoit urpe", "Cerogus nomumo CIITA B Toit min unoit popme
3aKOHOJIATEILCTBO 00 MHOATEHTaX, HO OoJiee TUOEpATHLHOE, I€M aMepUKAH-
ckoe, nefictByer B Bpuranuu, Nspanie, ABcrpasuu, Apyrux crpaHax. B
Poccun, kcratu, 3akon nmpunasaTt B 2012 romxy"

"B uncropuyeckoit Poccun Takoro #e 6n110. Hanporus, Poccust Bo Bee me-
PHOJBI CBOErO CYIECTBOBaHUS 3aInuinaa cBou cumBosbl", "HabuymuHoit
PEIINIIO OTKA3aThCs «OT N300pakeHust OObEKTOB PEJIMIUO3HOI0 Ha3HATe-
HUS 9uTait, OT KpecToB"

"A ecim 3akoH He paboraer, Tak Oyaer qundyesanue”, "Konrpakr - m06po-
BOJIBHO WJIY MPUHYIATEIHLHO B BOMHCKUX 9aCTSAX 3aCTABJSIOT CPOYHUKOB U
MOOHMIM30BAHHBIX MOAIUCHIBATH KOHTPAKT"

"Eciin a0 He urpa, To daxkrudecku, Tpamm maer kapr-6aanm [TyTtuny
— JOBOAM CBOE JIEJIO JI0 KOHIA, a MbI OyzmeM Habmomars", "XorTs JjieBbie
OBEPAT U B 910"

"BHec 3aKOHOIIPOEKT, KOTOPbIN HAJIEJISIeT AHIMJINACKUANA CTATYCOM sI3bIKA
«MeXKyHapoJHOro obrienust» Ha Ykpaune", "OHUX CyBepeHHBIX PE3€PBOB,
OKa3aBIUXCA Teepb 1o, apecToM Ha 3amnaje, 66110 300 Muumapmaos”
"Ucropust 3akoHa 06 mHOareHTax Hadasach B 1938 roxy B CIITA. Hamo
CKa3aTh, €r0 HOPMBI TaM JI0 CUX IIOP OCTAIOTCS CAMBIMU YKECTKUMU B Mupe"
"PezonaHc oT 3TOro MHTEPBBIO ObLT cepbé3ublit, B CIIIA ero sdpdexr
MBITATUCH TepebuTh nHdopManueit 0 BoiBoge Poccreit B KocMOC iy THUKA
C sIZIEPHBIM OPY?KHEM, YTO, ECTECTBEHHO, OKa3aI0Ch (heikom"

"HenmaBuuil coydaii: naBaaug 3 rpynnbl (0 yMCTBEHHON OTCTAJIOCTH),
cocrouT Ha yuére B Psasanckom ncuxaucnancepe"

"CBepxy pUCYIOT IUIAH 110 HADOPY HA KOHTPAKT, PErMOHBI 6EPYT MO, KO3bI-
PEeK ¥ IPHUBJIEKAIOT JII0Jeil BhIIIaTaMu, MolleHHuKY 3apabareiBaior", "Bce,
KpPOME MPABUTEILCTBA, JJIsi KOTOPOrO BAXKHBI CYMMBbI IIOTPAYEHHBIX JICHET
U KpacHUBbIe OTYETHI, & He KOJINIECTBO Jjiereil”

"A BOT KOPPYIIMOHEPHI, KOTOPHIE OTCUXKUBAIOTCS B JI0OPOBOJILIECKUX
dopMUpOBaHUsX, YTOOBI UX HE 3aKpblLiIn, Hy:KHBI", "C OaHOI CTOPOHBI,
nponosxkaroreecss CBO, KoTopoe HUKaK HEJIb3sT 3aKAHIUBATE JI0 TOTO, KaK
€ero peaJjibHbIE 3aJ1a49u Oy/1yT peaIn30BaHbI"

"JIto6oi KpU3KUC, €CJU €ro OJHAXKILI HE IePEJOMHUThb, HE OCTAHOBUTHL U
He IIOBEPHYTH BCIIAITh, 3aKaHIMBaercs Karacrpodoit”", "Ha to mecro, e
6b11a Poccust, mpuayT apyrue HApOmbl, >KU3HEHHOE [TPOCTPAHCTBO OyIeT
KEeM-TO 3ar0JIHeHO"

continued on next page
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continued from previous page

Technique

Example(s)

False Equivalence

Slogans
Conversation _ Killer

Appeal to_ Time

Loaded Language

Obfuscation-Vagueness-Confusion

Exaggeration-Minimisation

Repetition

"Ecaun 310 TaK, X0TEJI0Ch ObI 9TOOBI /10 Hee joBejin KapTuHKy n3 Cupun,
KOTOpasi MPAMO ceifdac, Ha TJia3ax [MPEBPAIAeTCsl B TEPPOPUCTUUECKUN
aHkJaB"

"He Hy>KHO y?KeCTOYaTh 3aKOH, 32KOH J0JI2KEH paboTaTh"
— mitac Boxwmit"

"0 3TO 3a HAAPYTATEJHCTBO HAJ, 3PABBIM CMBICIIOM YXOJSIIEH aJMUHM-
crpanuu?", "T'Herymee, )KyTkoe oxxumanue"

"OHAKO HBLIHENIHAS CUTyallns, KOrja abopT MPUPABHUBAIOT K JIEXKYP-
HOIi ollepanyy BPOJIie YAAJEHHs AIIIEH IUIUTA, IPOJI0JIKATHC He MoxKeT"
"Beimupanne yckopsiercst"

"PenenTbl M3BECTHBI U B IIEJIOM BCe C HUMU coryiacHbl", "B mTypM B OuH
Kouerr"

"o 3a 3asgBiaenusa’ Hescuo", "koTopsle oTimuarorcs 0coboit 1ep30cThio”
"MUTPAIIMOHHOE IVHAMU YI'POXKAET YTOIIUTH AHTJIOT'O-

BOPAIIIUE CTPAHBI 3AITAJIA", "Tak uro mropmuTh Oyaer Bcex. A
B3PBIBBI U CTPEIb0A — 3TO TOJIBKO HAYAJO"

"...Tmac mapona
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Table 16: Few-shot Examples Used for SI Subtask 2

Technique

Example(s)

Name_Calling-Labeling
Guilt_by_Association

Doubt

Appeal_to_Hypocrisy

Questioning_the_Reputation
Flag_Waving

Appeal_to_Authority
Appeal_to_Popularity
Appeal_to_Values
Appeal_to_Fear-Prejudice

Straw_Man

Red_Herring
Whataboutism

Appeal_to_Pity
Causal_Oversimplification

False_Dilemma-No_Choice

Consequential_Oversimplification

False_Equivalence

Slogans
Conversation_Killer
Appeal_to_Time

Loaded_Language
Obfuscation- Vagueness-Confusion
Exaggeration-Minimisation

Repetition

"Golobisti", "birokrati"

"Zamislite si, NSi problema z uporabo nacisti¢nih in faSisticnih simbolov nima,
kajne, danes pa bi rusila ministra", "sicer ne posvetuje z ustreznimi strokovnjaki,
ampak pogovor opravi z JaSo Jenulom, torej osebo, ki je bila v ¢asu vodenja jansistov
veckrat kaznovana, ker je pozival k neprijavljenim protestom"

"seveda s poslu$nim delom", "Navsezadnje pa gre za odgovornost ministra tudi zato,
ker je na vodilno mesto v policiji imenovan neprimeren kader"

"Kljub navedenemu pa je pod ministrom in nekdanjim generalnim direktorjem v
okviru CVZ celo napredoval”, "On je namre¢ obljubljal eno, delal je popolnoma
drugace”

"Gospod minister, nekdo laZe, nekdo laZe in vas spravlja v neroden poloZaj", "ka-
drovski nacrt pa lahko vsakoletno prakti¢no prilagodimo po lastnih preferencah"
"vlado, ki se s civilno druzbo, recimo, ne pogovarja preko vodnih topov, pendrekov,
solzivca in nasilja, ampak za mizo, civilizirano in strpno”

"ni utemeljena na dejstvih", "Stevilke so vas vzele, izdale"

non

"Tako cutijo ljudje, tako govorijo ankete", "v javnosti seveda odmeva"

"skupnim ukrepanjem", "transparentno in zakonito"

"Potem so ti podatki odtekali morda tudi mafijskim kriminalnim zdruzZbam", "pro-
blematike kot so Romi in pa migracije"

"Denimo NSi ustvarja vtis, kot da je migracijska situacija maltene katastrofi¢na in
da so migranti ogrozZajoc element", "be stranki kot prednostno nalogo EU vidita v
tem, da je treba ¢im bolj zabarikadirati zunanje meje Evropske unije in zavrniti ¢im
ve¢ tistih, ki jim uspe priti na ozemlje trdnjave Evropa, ter jih ¢im prej vrniti tja, od
koder so prisli"

"kot Novomescanka", "Za nekatere se je to leto res zacelo sre¢no, veselo in zdravo,
za rudarje v rudniku Velenje pa¢ ne"

"Istocasno pa nihce ne poskrbi za varovanje toZilke Gon¢in", "Tudi nakazilo Svetlane
Makarovi€ ni bilo nezakonito, samo brez pravne podlage je bilo"

"Hvalezna sem jim kot Novomescanka", "Seveda bomo imeli minuto molka"

"Vsak dan smo prica eni novi aferi", "za reSitev te problematike, torej poveCanega
Stevila, torej, problematike kot so Romi in pa migracije, poveca Stevilo policistov
na terenu"

"se upokojijo ali pa si poiscejo boljso zaposlitev in podajo odpoved", "Niste ucinko-
viti in nikoli ne boste vedeli kako uc€inkoviti bi bili, ¢e bi pred enim letom in pol
sprejeli zakone, ki so jih napisali Zupani"

"Bo moral kdo umreti, da boste priznali resnost razmer kot minister in predloZili
sprejem akcijskega nacrta, kjer bi zaceli ta ozka grla odpravljati?”, "Namesto
ustreznega ukrepanja policija na podhodu ZelezniSke postaje v Ljubljani namesti
nalepke z napisom: Ce ste sami Zrtev spolnega”

"Ce primerjamo torej ceno mobilne hiske, ki jo lahko kupimo na trZi§¢u v velikosti
32 m2, z vso opremo, torej kuhinjo, torej hladilniklerjem, sedezno"

"Situacijo je treba nemudoma zaceti reSevati", "Ni¢ ne gre ez noc, tudi reSevanje
romske problematike ne"

non

"ocitno namenoma", "medijski cirkus"

"prisilnih sredstev", "po mnenju poznavalcev"
"enoto policije, od katere so odvisna Zivljenja in varnost oseb, ki jih ogroZajo

non

mafijske zdruzbe", "spomin zlate ribice, da je nastopila vsesploSna in mnoZi¢na
amnezija"
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Abstract

This paper explores detecting persuasion tech-
niques in Slavic languages using both single
transformer models and weighted soft voting
ensemble methods. We focused on identifying
the presence of persuasion in Bulgarian, Pol-
ish, Slovene, and Russian text fragments. We
have applied various preprocessing steps to im-
prove model performance. Our experiments
show that weighted soft voting ensembles con-
sistently outperform single models in most lan-
guages, achieving F1-scores of 0.867 for Bul-
garian, 0.902 for Polish, and 0.804 for Russian.
For Slovene, the single SlovakBERT model
performed best with an F1-score of 0.823, just
ahead of the ensemble. These results demon-
strate that combining monolingual and multilin-
gual transformer models is effective for robust
persuasion detection in low-resource Slavic lan-
guages.

1 Introduction

Persuasion techniques are widely used in today’s
digital world, especially in political debates and
on social media. These techniques aim to influ-
ence people’s opinions and decisions, sometimes
in ways that are not always fair or truthful. Be-
cause of their impact, it is important to develop
methods for automatically detecting and analyzing
these techniques in different languages and con-
texts.

The Slavic NLP 2025 Shared Task (Piskorski et al.,
2025) focuses on this challenge by inviting partici-
pants to build systems that can identify persuasion
techniques in five Slavic languages: Bulgarian, Pol-
ish, Croatian, Slovene, and Russian. The task uses
real-world data from two main sources: parliamen-
tary debates on controversial topics and social me-
dia posts that often spread disinformation. Both
sources are known to contain a wide variety of per-
suasive strategies.

A study (Bassi et al., 2024) has shown that persua-
sive content online can directly impact democratic

processes by shaping public opinion and even influ-
encing election outcomes. Another study (Traberg
et al., 2024) experimented with 20,477 participants
and found that social cues like endorsements or
high numbers of likes significantly increased belief
in misinformation [M! = 2.83 vs. M =2.23, p> <
0.001].

In this paper, we focus on the first subtask of the
shared task, which is a binary classification prob-
lem. The goal is to decide whether any persuasion
technique is present in a given fragment of text.The
organizers have provided annotated datasets for
the trial, training, and test phases. To tackle this
problem, we employ transformer-based models,
which have demonstrated strong performance on
similar natural language processing tasks. Since
this is a downstream classification task, we fo-
cus on encoder-based architectures such as BERT,
RoBERTa, and XLMNet. Model performance is
primarily evaluated using the F1 score.

The major contributions of our research work are
as follows-

* We proposed both single-model and weighted
ensemble approaches using transformer mod-
els for Slavic languages to achieve effective
results.

* We conducted a series of experiments on the
dataset and provided a thorough analysis of
their performance.

The experimentation details have been provided in
the GitHub repository. 3

2 Related Work

The detection and classification of persuasion
techniques in text has gained increasing attention

'M = Average belief in misinformation

2p = Probability of observed result happened by chance

Shttps://github.com/mahshar-yahan/
SalvicNLP-2025/tree/main/ST_1
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in recent years because of the amount of misinfor-
mation and manipulative content online.

A large-scale dataset and baseline systems(Martino
et al., 2020) were introduced in 2020 to detect
propaganda in news articles containing 18 persua-
sion techniques, addressing both the detection and
classification of technique spans. Their work laid
the foundation for later shared tasks and research
on identifying persuasion techniques. Recent
studies(Dimitrov et al., 2021) have worked on
creating detailed systems that identify different
rhetorical and manipulative strategies in both
paragraphs and smaller parts of text.

A recent study(Nikolaidis et al., 2023) showed
that both monolingual and multilingual
BERT(Bidirectional Encoder Representa-
tions from Transformers) models work well,
especially for languages like Polish and Russian.
Authors of the paper(Scannell et al., 2021) on
COVID-19 show remarkable result detecting
persuasion about vaccination. This study applied
RoBERTa(Robustly Optimized BERT Approach),
Grover, and ELMo(Embeddings from Language
Models) to detect persuasion from social media
and news articles.

Another study (Nikolaidis et al., 2023) detects
persuasion techniques in Polish and Russian news
using transformer models: monolingual HerBERT
(Polish), RuRoBERTa (Russian), and multilingual
XLM-RoBERTa. The main objective of this
paper is to find which multilingual model is most
effective to detect persuasion on social media. A
recent research detects propaganda techniques
in memes (including Bulgarian) using the HPT*
hierarchical text classification model (Ghahroodi
and Asgari, 2024), achieving top results for English
text-only sub-tasks and competitive performance
for Bulgarian.

In summary, new transformer models and im-
proved multilingual datasets are advancing to
detect persuasion and manipulation in different lan-
guages and online platforms. These developments
are important for fighting misinformation and
understanding how people are influenced online
(Lazer et al., 2018).

3 Dataset

The dataset analyzed in this study originates from
the Slavic NLP 2025 Shared Task 1(Piskorski et al.,
2025), which focuses on the detection of persuasion

“Hierarchy-aware Prompt Tuning

techniques in text across multiple Slavic languages.
The provided dataset contains four languages,
which are Bulgarian, Polish, Slovene, and Russian.
The texts in the dataset mainly contain parliamen-
tary debates on highly discussed topics and social
media posts related to the spread of disinformation.
In addition to the main training and testing sets, a
small trial set of raw text was also provided during
the trial period. We merged the train and trial sets to
create the total dataset. From the total dataset, we
use 90% for training and 10% for evaluation. The
dataset is divided into trial, training, and testing
sets, as shown in the table 1.

Split | Bulgarian Polish Slovene Russian
Trail 75 27 9 18

Train | 363 289 108 239
Test 438 729 487 590

Table 1: Language-wise distribution in the dataset

4 Methodology

In this section, we give a clear overview of the
methods used to analyze the dataset. First, we
preprocessed and tokenized the data to prepare it
for modeling. Next, we trained individual mod-
els using both the trial and training sets. After
evaluating their performance, we selected the best
models upon their F1 score and combined their pre-
dictions using a weighted ensemble approach. The
following diagram 1 illustrates the process for both
training single models and using an ensemble of
multiple models to detect persuasion in the text.

4.1 Data Preprocessing

Several preprocessing steps have been applied on
the given dataset of different language to achieve
optimal outcomes. After studying several papers,
we have decided that the preprocessing steps should
include removing punctuation and standardizing
text formatting. Each step aims to improve the
model’s capacity to process linguistic patterns more
effectively.

4.1.1 Punctuation Removal

Through removing punctuation, the model finds
text patterns more easily. As some of the data in
this task was collected from social media, where
punctuation is often used in non-standard or in-
consistent ways. By removing such symbols, the
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Figure 1: Methodological Workflow for Detecting Persuasion in Slavic Language Using both Single Model and

Ensemble models

text becomes cleaner and less noisy, which makes
the input more uniform to model(Scannell et al.,
2021).

Before Removal: ...pomagajac swoim bliskim,
kiedy sa w kryzysie?

After Removal: pomagajac swoim bliskim kiedy
sa w kryzysie

In this example, the punctuation present before re-
moval does not significantly affect the sentiment,
so we opted to remove it.

4.1.2 Text Standardization

Since most of the data comes from parliamentary
debates, it includes human-like speech with fre-
quent line breaks. By removing these speech-like
structures and line breaks, we convert the text into
plain and continuous text that is suitable for model
training.

Before Standardization:

Poset Dorota Olko:

Panie Marszatku! Wysoka Izbo!

Postanka Maria Zukowska méwita juz o tym,

0 czym jest ta ustawa. Ja zaczng¢ od dwdch historii.
After Standardization:

Poset Dorota Olko Panie Marszatku Wysoka Izbo
Postanka Maria Zukowska méwita juz o tym o
czym jest ta ustawa Ja zaczng¢ od dwoch historii

4.2 Tokenization

As we are using BERT-based (Devlin et al., 2019)
models,so BERT tokenizers are used for splitting
the text into tokens. We set the maximum sequence
length to 512. If a sentence is shorter than 512
tokens, we add padding to the right to reach this
length. We do not use dynamic padding because
most of our sentences are already close to the max-
imum length.

4.3 Single Model Train

In our single model (X=0) training, we imple-
mented several strategies to optimize performance
and efficiency. Early stopping was utilized to pre-
vent unnecessary training epochs and reduce train-
ing time by halting the process when no further
improvements were observed. We incorporated
weight decay as a regularization technique to mini-
mize the risk of overfitting. Additionally, the model
was trained using batched data with a batch size
of 2, which helps stabilize gradient updates and
efficiently utilizes computational resources. The
reason behind selecting a smaller batch size is the
size of the dataset. Using a small batch size helps
ensure that the model sees more parameter updates
per epoch, which can be beneficial for learning
from scarce data.
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Language | Model Weight F1
BERTi¢* NA 0.861
Bulgarian | (LjubeSi¢ and
Lauc, 2021)
baseline NA 0.88
Proposed En-| [0.6, 0.2, | 0.867
semble 0.2]
Polish- NA 0.897
Polish roberta(Semary
et al., 2023)
baseline NA 0.90
Proposed En-| [0.4, 0.1, | 0.902
semble 0.5]
SlovakBERT NA 0.823
Slovene (Pikuliak et al.,
2021)
baseline NA 0.85
Proposed En-| [0.4, 0.1, ]| 0.815
semble 0.5]
Conversational | NA 0.778
Russian RuBERT (Gal-
imzianov  and
Vyshegorodt-
sev, 2024)
baseline NA 0.83
Proposed En-| [0.5,0.25, | 0.804
semble 0.25]

Table 2: Performance Evaluation of Different Models on
Test Datasets for Bulgarian, Polish, Croatian, Slovene
and Russian Language

4.4 Optimized Weight Selection

After fine-tuning several models, we combined
them into an ensemble to achieve better results
in different situations. To get the best performance
from our ensemble, we tried out different ways of
weighting each model’s predictions. For every can-
didate set of weights, we looked at how well the
combined predictions worked on our evaluation set
by measuring F1 score, precision and recall. We
then chose the weights that gave us the highest F1
score. The full optimization procedure is detailed
in Algorithm 1. This method helps us make the
most of each model’s strengths and improves the
overall accuracy of our final predictions.

4.5 Weighted Soft Voting Ensemble

After selecting the optimal set of weights, we ap-
plied these weights to combine the predictions
from our three best fine-tuned models for each

Algorithm 1 Soft Voting Ensemble Weight Opti-
mization
Require: Set of base model predictions
{P1,Py,...,P,}, true labels yqyue, can-
didate weight sets W = {w, ..., w;, } where
i wi=1
Ensure: Optimal weight vector w* maximizing
F1 score on evaluation set
1: Initialize F'lpes < 0
2: Initialize w* <— arbitrary initial weights
3: for (j, w) in enumerate(WV) do
4 S « >, w;P; {Compute weighted en-
semble probabilities }
5:  y < argmax. S {Predict class with highest
probability }

6:  Compute Fleyrent < F1(Yirue, )
7:  if Fleyment > F'lpest then

8: Flpest < F'leurrent

9: W —w

10:  end if

11: end for

12:

13: return w*, F'lpeg

language, creating an ensemble model(X=1). We
have used the best three fine-tuned model (e_m1,
e_m?2 and e_m3) for ensemble according to their
F1 score. This process was repeated for all four
languages. By using the optimized weights, the
ensemble model leverages the strengths of each
individual model.

5 Results and Analysis

In this section, we have explained a detailed com-
parison of performance results for both single and
ensemble models across different Slavic languages.

5.1 Parameter Setting

For our experiments on Slavic language classifica-
tion, we carefully selected hyperparameters based
on preliminary grid searches using optuna(Akiba
et al., 2019) and best practices from related works.
For learning rate, we tested values from 2 x 10™* to
2 x 1073, choosing the best per language based on
validation accuracy and convergence. Weight decay
was set between 0.01 and 0.02 to control overfit-
ting, as higher values caused underfitting. Table 4
shows parameter settings for different models.

In Table 4, [r, optim, w_d and e_s repre-
sents learning_rate,optimizer, weight_decay and
Early_Stopping and respectively.
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Language | Model Weight Acc Precision | Recall | F1
BERTi¢*(Ljubesic¢ and Lauc, | NA 0.872 | 0.825 0.961 | 0.888
Bulgarian 2021)
xlm-roberta-large(Conneau | NA 0.816 | 0.5357 0.833 | 0.652
et al., 2019)
bert-web-bg(Marinova et al., | NA 0.759 | 0.454 0.833 | 0.588
2023)
Ensemble (Combining upper | [0.6,0.2,0.2] | 0.879 | 0.837 0.958 | 0.894
3 models)
herbert(Mroczkowski et al., | NA 0.843 | 0.861 0.899 | 0.88
. 2021)
Polish
Polbert(Kteczek, 2020) NA 0.791 | 0.713 0.882 | 0.788
Polish-roberta(Semary et al., | NA 0.884 | 0.907 0.918 | 0.912
2023)
Ensemble (Combining upper | [0.4,0.1,0.5] | 0.902 | 0917 0.943 | 0.930
3 models)
SloBERTa (Ulcar and Robnik- | NA 0.801 | 0.783 0.821 | 0.801
Sikonja, 2021)
Slovene <
CroSloEngual BERT(Ulcar | NA 0.75 0.803 0.692 | 0.743
and Robnik-Sikonja, 2020)
SlovakBERT(Pikuliak et al., | NA 0.867 | 0.719 0.962 | 0.823
2021)
Ensemble (Combining upper | [0.4,0.1,0.5] | 0.864 | 0.729 0.924 | 0.815
3 models)
Conversational RuBERT | NA 0.69 0.844 0.721 | 0.778
Russian (Galimzianov and Vyshe-
gorodtsev, 2024)
RuBERT-tiny(Dale, 2022) NA 0.633 | 0.691 0.672 | 0.681
ruBert-base(Zmitrovich et al., | NA 0.591 | 0.643 0.612 | 0.6273
2023)
Ensemble (Combining upper | [0.5, 0.25,| 0.714 | 0.83 0.779 | 0.804
3 models) 0.25]

Table 3: Performance Evaluation of Different Models on Evaluation Dataset for Bulgarian, Polish, Croatian, Slovene

and Russian Languages

Language | Ir optim | w_d|es

Bulgarian | 3¢=* | Paged | 0.02 | 2
Adamw

Polish 2¢~% [ Paged | 0.02 |2
Adamw

Slovene 2¢73 | Adam | 0.01 | 2

Russian 2¢73 | Adam | 0.01 | 2

Table 4: Parameter settings for different models

5.2 Evaluation Metrics

The performance of various models has been eval-
uated using precision, recall, and F1 metrics.

5.3 Comparative Analysis

Table 2 and table 3 presents a comparative evalua-
tion of various transformer-based models and their
ensemble combinations across Bulgarian, Polish,
Slovene, and Russian languages.

For Bulgarian, the BERTi¢ model achieved strong
results on the test set with an Fl-score of 0.861.
But the ensemble approach combining BERTi¢,
xlm-roberta-large, and bert-web-bg outperformed
individual models, achieving the highest F1-score
of 0.867. In the case of Polish, also the ensemble of
three single models achieved the best performance,
reaching an F1-score of 0.902 on the test set. But
in case of the Slovene language, we have seen that
the single model SlovakBERT outperformed the
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ensemble approach with an F1 score of 0.823. Fi-
nally, for Russian combining three models in an
ensemble led to better results than any single model.
The ensemble approach achieved a solid F1-score
of 0.804.

5.4 Error Analysis

During evaluation, we observed that sentences con-
taining multiple persuasion techniques are some-
times misclassified by the model. Although the use
of ensemble modeling has reduced this issue, it still
persists. Additionally, the presence of neutral sen-
tences that do not show clear persuasive intent but
may subtly influence the audience makes the clas-
sification process more challenging. Such neutral
sentences are often inconsistently classified, with
the model sometimes labeling them as persuasive
and other times not.

Example Text:"Poset Zbigniew Bogucki: ...to
dlaczego ma to by¢ w przypadku prezydencji. (Ok-
laski)" [MP Zbigniew Bogucki: ...so why should it
be the case in the situation of the presidency. (Ap-
plause)]

Expected Prediction: True

Model Prediction: False

This example highlights the challenge subtle per-
suasive strategies like rhetorical questions may be
missed by the model, while audience cues like ap-
plause cannot be used as the sole basis for classifi-
cation.

6 Conclusion

This research explored the detection of persuasion
techniques in Slavic languages using both single
transformer models and weighted ensemble ap-
proaches. After applying preprocessing and fine-
tuning language-specific models, our results show
that ensemble methods generally perform better
than individual models for most languages. For
Slovene, the single SlovakBERT model slightly
outperformed the ensemble, though the improve-
ment was minimal. However, most of these results
are close to the baseline. Nevertheless, it is insight-
ful that even without a large dataset or external
data, it is possible to achieve satisfactory results
with limited data. This work contributes valuable
insights and practical solutions for combating mis-
information and manipulation in multilingual digi-
tal environments.

7 Limitations & Future Work

This study have a relatively small size of the train-
ing data, especially for languages like Slovene.
Additionally, the complexity and length of many
sentences in the dataset make accurate detection
more challenging. For future work we want to ex-
plore techniques like data augmentation techniques
and semi-supervised learning could help improve
model robustness in low-resource settings. We also
aim to experiment with more advanced transformer
architectures and state-of-the-art large language
models (LLMs).
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Abstract

Our approach to Subtask 1 integrates fine-tuned
multilingual transformer models with two
complementary robustness-oriented strategies:
Walking Embeddings and Content-Debiasing.
With the first, we tried to understand the change
in embeddings when various manipulation tech-
niques were applied. The latter leverages a
supervised contrastive objective over semanti-
cally equivalent yet stylistically divergent text
pairs, generated via GPT-4. We conduct ex-
tensive experiments, including 5-fold cross-
validation and out-of-domain evaluation, and
explore the impact of contrastive loss weight-
ing.

1 Introduction

This paper presents our solution to Subtask 1 of the
Shared Task on the Detection and Classification
of Persuasion Techniques in Texts for Slavic Lan-
guages. The task focuses on identifying whether
specified text fragments contain any persuasive
techniques, according to a predefined taxonomy.
Training data was available in four Slavic lan-
guages—Polish, Slovenian, Bulgarian, and Rus-
sian—while the test set also included Croatian. A
detailed overview of the datasets is provided in
Piskorski et al. (2025).

Our approach combines standard fine-tuning of
transformer-based models with two complementary
techniques designed to improve robustness. The
first, Walking Embeddings, analyzes how sentence
representations evolve as words are incrementally
added. The second, Content-Debiasing, introduces
a multitask setup with a contrastive learning ob-
jective, leveraging pairs of semantically equivalent
texts—one with and one without persuasive lan-
guage—to help the model disentangle content from
stylistic features.

2 Related Work

Persuasion detection has gained significant at-
tention in NLP, particularly in connection with
the fine-grained identification of rhetorical strate-
gies and propaganda techniques. SemEval-2020
Task 11 (Da San Martino et al., 2020) formalized
the task as both binary classification (persuasive
vs. non-persuasive) and span-level classification
into specific techniques, such as Appeal to Fear,
Loaded Language, or Name Calling. Transformer-
based models, especially RoOBERTa and BERT vari-
ants, have been widely adopted for this task, of-
ten enhanced with additional features or ensem-
ble methods. For example, the top-ranked sys-
tems in SemEval-2020 and 2021 used ensembles
of RoBERTa and domain-adapted BERT models,
sometimes combined with task-specific layers or
external lexicons to improve detection of subtle
rhetorical signals (Dimitrov et al., 2021). Simi-
larly, in the CLEF-2024 CheckThat! Lab Task 3,
participating teams applied fine-tuning of BERT-
based models, including techniques such as data
augmentation with word alignment to project labels
from source texts onto machine-translated target
texts (Piskorski et al., 2024).

Model debiasing aim to improve model robust-
ness by reducing reliance on spurious correlations
or stylistic artifacts in the input. In the context of
NLP, debiasing has been applied to mitigate among
others gender, racial, and stylistic biases in repre-
sentations and predictions (Zhao et al., 2018; Liang
et al., 2020). A common strategy is to introduce
auxiliary objectives that penalize the model when
it relies on confounding factors rather than seman-
tically meaningful content. One possible method
is contrastive learning, which encourages similar
representations for semantically equivalent inputs
while pushing apart dissimilar ones (Gunel et al.,
2021). In NLP, contrastive objectives are often
applied over paraphrase pairs, style-transferred sen-
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tences, or counterfactual augmentations, helping
models to align content representations across su-
perficial differences. This has proven especially
effective in tasks like sentiment analysis, sarcasm
detection (Jia et al., 2024), and social bias mitiga-
tion, where the boundary between content and tone
is particularly subtle.

Multitask learning is a training paradigm in
which a model learns to perform multiple related
tasks simultaneously, often leading to better gener-
alization and robustness across domains (Caruana,
1997). By sharing representations between tasks,
the model can leverage auxiliary signals to improve
the performance of the main objective.

3 System Description

3.1 Model debiasing

To enhance robustness and reduce overfitting to
superficial persuasive cues, we implemented a
content-debiasing mechanism based on multitask
learning with supervised contrastive loss. The goal
was to help the model disentangle semantic content
from stylistic elements associated with persuasion.
Our method is an adaptation of the approach pro-
posed by Jia et al. (2024), who applied topic de-
biasing via contrastive learning in the context of
multimodal sarcasm detection, combining textual
and visual signals.

For each training example, we automatically gen-
erated a pair of texts using the GPT-40 API with a
temperature setting of 0.2 to ensure controlled out-
puts (OpenAl, 2025). The original text contained
annotated spans of persuasive language, while the
rewritten version preserved the meaning but neu-
tralized the style within those spans. To guide gen-
eration, we used the following prompt:

You will be given a text that contains one or more
marked spans. Each span is marked like this:
[start span=TECHNIQUE]... [end span]. Your
task is to rewrite only the text inside each span to
make it neutral and objective, removing the
influence of the persuasive technique given in the

tag. Keep the language and structure of the
original text outside the span untouched.

Example:

Original: Ludzie [start
span=AppealToFearJumrq, jesli nie zrobimy tego
teraz![end span] To nasza jedyna szansa.

Neutralized: Ludzie [start
span=AppealToFear]sq zaniepokojeni mozliwymi
konsekwencjami dalszego zwlekania.[end span]
To nasza jedyna szansa.

Span annotations were sourced from Subtask 2
and directly referenced in the prompt.

The resulting pairs were used in a multitask
setup: the primary task was binary classification
(detecting the presence of any persuasive tech-
nique), and the auxiliary task employed a super-
vised contrastive objective. For auxiliary task: both
original and neutralized texts were encoded using
a shared XILLM-RoBERTa-base model (Conneau
et al., 2020), and their [CLS] embeddings were
used to compute Supervised Contrastive Loss (Sup-
ConLoss), which encourages representations of
similar (e.g., semantically aligned) inputs to be
pulled closer while pushing apart dissimilar ones
within a supervised setup (Khosla et al., 2020). De-
spite semantic equivalence, the pairs were labeled
as negatives, as they differed stylistically. Pairwise
similarities between embeddings were computed
using cosine similarity over normalized vectors,
scaled by a temperature parameter. The result-
ing similarity matrix served as the foundation for
the contrastive loss, which penalized the model
when stylistically divergent pairs were embedded
too closely.

The total loss combined cross-entropy (for clas-
sification) and contrastive loss, weighted by a tun-
able hyperparameter A\. We set A = 0.3 in our
submission experiments, balancing the influence of
both objectives. We trained three model variants
on distinct training splits, each selected using a dif-
ferent random seed. All models were fine-tuned
with a learning rate of 1le—5, batch size of 16, and a
maximum of 10,000 steps. Early stopping was ap-
plied with a patience of 2. Further analysis of these
choices is presented in the Experiments section.

3.2 Walking embeddings

In this approach the final classification method is
based on logistic regression applied to sentence
embeddings, optionally extended with embeddings
of sentence halves to better capture rhetorical struc-
ture. We employed multilingual embedding mod-
els (Jina (Sturua et al., 2024) and E5 (Wang et al.,
2024)) to generate vector representations of text
fragments. This approach enables the model to dif-
ferentiate between neutral and persuasive content
by capturing semantic trajectories within sentences.
All sentences were encoded individually, and their
embeddings were used directly for classification.
Further implementation details and evaluation re-
sults are presented in Experiments Section.

Our choice of logistic regression (LR) was
motivated by its close functional similarity
to the softmax classification head commonly
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used in transformer-based models such as
BERTForSequenceClassification. Both meth-
ods operate on top of fixed-length embedding vec-
tors and serve as simple, interpretable models for
binary or multiclass classification. In our case, LR
serves as a lightweight yet effective classifier that
allows us to focus on the properties of the embed-
dings themselves, rather than the complexity of the
classification model. This aligns with our study’s
goal of analyzing how well rhetorical anomalies
can be captured through embedding space charac-
teristics.

As for the embedding models, we selected Jina
and E5 based on recent benchmark results. Both
have demonstrated strong results on a variety of
sentence-level tasks while maintaining relatively
low computational requirements. This made them
well-suited for local execution, which was a prac-
tical consideration for our study. We prioritized
models that enabled rapid experimentation and in-
terpretability without relying on large-scale infras-
tructure.

4 Results on test

Table 1 presents the results obtained using the de-
scribed methods on the test set. For Croatian, the
highest performance was achieved with walking
embeddings method, while for all other languages,
the content debiasing approach yielded superior re-
sults. According to the official ranking, our system
achieved first place for Croatian and Bulgarian, sec-
ond place for Slovenian, third place for Polish and
fourth place for Russian. Detailed analysis and ad-
ditional findings are provided in the accompanying
report (Piskorski et al., 2025).

Lang. BG HR PL RU SI

Acc. 86.11 9595 8697 7576 89.32
Prec. 8337 9697 86.48 83.67 77.20
Rec. 92.79 9412 94.16 84.23 94.90
F1 87.83 9552 90.16 8395 85.14

Table 1: Performance of the FactUE team per language
and run on Subtask 1. For Croatian (HR), the results
correspond to a logistic regression model using JinaEm-
beddings as described in 5.2. For all other languages,
results are obtained using the debiasing approach with
A = 0.3 as described in 5.1.

5 Experiments

5.1 Model debiasing

In the first step, to establish a baseline, we
fine-tuned two multilingual transformer models:
mDeBERTa-v3-base (Microsoft, 2023) and XLM-
RoBERTa (Conneau et al., 2020). To explore opti-
mal training dynamics, we experimented with sev-
eral learning rates: Se-6, 2e-6, le-5, 2e-5, and 3e-5.
Each configuration was trained three times using
different random seeds (42, 100, 1111). Based
on overall performance across these runs, we se-
lected a fixed learning rate of 1e-5 for subsequent
experiments. For the construction of the training,
validation, and test sets, we combined and shuffled
the datasets labeled as train and trial, which were
provided by the organizers.

To evaluate our proposed content-debiasing
method under limited data conditions, we con-
ducted 5-fold cross-validation, assessing results
separately for each language. Additionally, to mea-
sure the robustness of the model—our method’s
primary goal—we evaluated it on an out-of-domain
test set: a sample from the English binary persua-
sion classification dataset released as part of Se-
mEval 2020, which consisted of 3,186 annotated
examples. Due to time and resource constraints
prior to the submission deadline, we were only
able to test the model’s behavior for a limited set
of lambda values: 0.1, 0.2, and 0.3. Based on
these preliminary results, we selected lambda equal
0.3 for the final submission model. However, fol-
lowing the submission, we conducted additional
experiments exploring a broader range of lambda
values to better understand the method’s sensitiv-
ity and performance across different regularization
strengths.

Performance across different values of the con-
trastive loss weight (lambda) is summarized in Ta-
ble 2. The table reports the average F score for the
positive class (fI pos), computed via 5-fold cross-
validation. The cross-validation was performed on
a dataset created by merging the train and trial
splits provided by the organizers. A lambda of 0
corresponds to the baseline (standard fine-tuning),
while lambda 1 assigns equal weight to the primary
and auxiliary tasks.

5.2 Walking embeddings

Walking embeddings is our original idea stemming
from our other works on representation of text frag-
ments. We observed that: change of order of words
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A BG PL RU SI  EN (OOD)
00 097 08 073 074 0.17
0.1 098 088 072 081 0.16
02 097 088 075 0.70 0.17
03 097 088 0.77 0.77 0.20
04 098 088 0.74 0.73 0.17
05 098 0.8 0.76 0.73 0.18
06 097 089 0.73 0.73 0.17
0.7 097 090 0.79 0.83 0.21
08 097 087 079 0.77 0.19
09 097 090 0.76 0.67 0.21
1.0 098 091 0.76 0.77 0.20

Table 2: Mean F1 scores per language for different
values of contrastive loss weight A\. EN refers to the
out-of-domain English test set.

(like for keywords) results in significant change of
embeddings; encoding longer fragments does not
allow to find a matching subsequence based only
on embeddings.

In this approach we study the changes in the
embeddings while new words are added. The as-
sumption was that final classification of the sen-
tence depends not only on the embedding of the
whole sentence but it is also important what where
the embeddings ‘on the way’. Several experiments
have been conducted.

In the first experiment we studied the change in
distance, when new word was added to a sentence.
Considering the example sentence from the training
dataset: “Przypomne pani kilka faktéw, bo widze,
ze faktycznie w wielu obszarach jest pani zielona”,
we built the following fragments: “Przypomng”,
“Przypomng¢ pani”, “Przypomn¢ pani kilka” and so
on. Figure 1 presents the cosine distances between
embeddings of consecutive growing fragments of
a sentence. For the sample sentence, we were par-
ticularly interested in the distance between the last
two fragments, because the last word, “zielona”,
was tagged as Name_Calling-Labeling. The end
of the sentence “you are green” can be interpreted
in different ways: label for somebody who know
little or nothing, or referring to an ecologist. The
sentence could end with phrase “you are an expert”,
and that should not be annotated by the system.

Unfortunately, we did not observe any specific
change in embeddings where different end words
were attempted, e.g., “green”, “red”, “expert”, etc.
Green seemed just as good as some other desig-
nations of a person. We also repeated the same
chart for all sentences in the training dataset (fig-
ure 2). Green lines represent sentences labeled as
‘false’, and red — sentences with persuasion tech-

Przypomng
kilka
faktéw,
:
wiel
jest
P

Figure 1: Cosine distances between ES embeddings of
the growing fragments of a sample sentence

niques. Here, we can observe that neutral sentences
are positioned a little bit higher regarding semantic
distance between fragments.

oo 02 04 05 o8 To
Fraction of a text fragment length

Figure 2: Manhattan distances between ES embeddings
of the growing fragments of all sentences in a training
dataset

While reducing embeddings to pairwise dis-
tances offers an easy-to-understand perspective, it
may overlook important structural nuances. To gain
deeper insight, we also analyzed the trajectories
of embeddings in their original high-dimensional
space. For visualization purposes, we projected the
embeddings onto two dimensions using Principal
Component Analysis (PCA).

Figure 3 demonstrates our walking embeddings.
The green arrow denotes the beginning of a sen-
tence (i.e., the embedding of the first word). The
red square represents the embedding of a manipu-
lated sentences, while the blue square corresponds
to a neutral sentences. Due to the standardized na-
ture of public speaking, many sentences begin in
similar regions of the embedding space.

Notably, the embeddings of manipulated (“red”)
sentences tend to be distinguishable from those of
neutral (“blue”) ones, which motivated their use
in our classification task. However, we need to be
careful in interpreting these visualizations, as di-
mensionality reduction techniques like PCA do not
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fully preserve the complex relationships present in
the original high-dimensional space. These visual-
izations serve only as a simplified aid to understand-
ing the underlying patterns. Indeed, PCA applied
to dense embedding vectors typically captures only
a limited portion of the total variance.

N True
E False

0.2

0.1+

0.0

T T T T T T
=03 -0.2 -0.1 0.0 0.1 0.2

Figure 3: Traces of walking embeddings (ES) for all
sentences with true/false classification

The final classification was performed using lo-
gistic regression applied to stacked two embed-
dings: those derived from the entire input text
fragments and those obtained from their respec-
tive halves, to account for rhetorical structure. Our
experiments involved analysis of complete rhetori-
cal trajectories. However, due to time constraints,
we did not develop a method to exploit the insights
illustrated in Figure 2, leaving this as a direction
for future work.

A key challenge is to identify rhetorical breaking
points — positions in the text where the rhetorical
flow deviates from expected patterns. For instance,
consider a text fragment consisting of two consec-
utive sentences. Typically, the second sentence
maintains coherence with the first, a property ex-
ploited by many training objectives such as next
sentence prediction (NSP). However, in some cases,
the second sentence may be unrelated, introduce
unsupported conclusions, or shift the topic unex-
pectedly. Our proposed simplification is as follows:
analyze the first sentence fragment, and if the subse-
quent sentence introduces an unexpected rhetorical
shift, the model should be able to detect this as an
anomaly.

We attempted two embedding models: Jina

(jinaai/jina-embeddings-v3) (Sturua et al., 2024)
and E5 (intfloat/multilingual-e5-large) (Wang et al.,
2024). For our separated test dataset, F1 macro
avg for Polish was 0.84 using Jina on single em-
beddings, and 0.85 on combined. For ES5, we
achieved 0.87 in both variants. Logistic regres-
sion performed better than XGB, which achieved
0.77 compared to 0.84 on the same input. Final sub-
mission was prepared by logistic regression trained
on samples in all languages using extended em-
beddings. The models combining full and half-
sentence embeddings returned better results than
models using only full embeddings.

6 Conclusions

Our experiments confirm that contrastive content-
debiasing improves model robustness across Slavic
languages and leads to better generalization on
out-of-domain data, including English. Cross-
validation results show consistent gains in F1 score
when supervised contrastive loss is used alongside
standard fine-tuning. While the walking embed-
dings approach did not yield clearly discriminative
patterns in embedding space, preliminary analyses
suggest it may provide a useful lens for explor-
ing how rhetorical structure evolves within sen-
tences. Although our experiments did not reveal
consistent accumulation of persuasive cues, the
observed embedding trajectories highlight areas
for further investigation, particularly in identifying
rhetorical shift points. These findings suggest that
stylistic regularization and embedding dynamics
can be complementary tools for enhancing persua-
sion detection systems.
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A Appendix - Experimental Details for
model debiasing approach

To ensure clarity and reproducibility, we provide
the following detailed description of our experi-
mental setup.

A.1 Model and Tokenizer - model debiasing
approach

We used the x1m-roberta-base model along with

its associated tokenizer, loaded via Hugging Face’s.

A.2 Hyperparameters - model debiasing
approach

We used the following training configuration:
* Learning rate: 1e-5
* Weight decay: 0.05
¢ Batch size (train/eval): 16
* Maximum training steps: 10,000
 Evaluation frequency: every 100 steps

* Model saving frequency: every 100 steps (best
model retained)

* Early stopping: patience of 2 evaluations
* Mixed precision (FP16): enabled
* Maximum sequence length: 128

* Optimization objective: F1 score of the posi-
tive class (f1_pos)

A.3 Random Seed and Reproducibility

We fixed the random seed to 42 across all com-
ponents, including data splits and model ini-
tialization. = The CUDA device was set via
CUDA_VISIBLE_DEVICES. All models were trained
using PyTorch and Hugging Face Transformers.

A.4 OQOut-of-Domain Evaluation Sample

For the out-of-domain evaluation, we used a dataset
released as part of the CLEF 2024 CheckThat!
Lab, specifically from the adversarial persuasion
detection subtask. The dataset consisted of 3,186
English-language examples and was originally
sourced from the SemEval 2020 Task 6 binary per-
suasion classification dataset, where it served as
the development split.
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* Current usage: CLEF 2024 CheckThat! Lab
— adversarial persuasion detection task — dev
split.

* Original source: SemEval 2020 Task 6
(Zampieri et al., 2020).

* Language: English.
» Sample size: 3,186 examples.

* Annotation schema: Each instance is anno-
tated with a binary label indicating whether
the text is persuasive or non-persuasive.

* Evaluation role: This dataset was used
strictly for out-of-domain evaluation. It was
not used during training or model selection.
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Abstract

We present a system for the SlavicNLP 2025
Shared Task on multilabel classification of 25
persuasion techniques across Slavic languages.
We investigate the effectiveness of in-context
learning with one-shot classification, automatic
prompt refinement, and supervised fine-tuning
using self-generated annotations. Our findings
highlight the potential of LLM-based system to
generalize across languages and label sets with
minimal supervision.

1 Introduction and related work

Identifying persuasion techniques in text is essen-
tial for analyzing political and social discourse
(Piskorski et al., 2023). This paper presents our sys-
tem for the SlavicNLP 2025 Shared Task (Piskorski
et al., 2025), which addresses multilabel classifica-
tion of 25 persuasion techniques. Prior work (Pisko-
rski et al., 2023, 2024; Hasanain et al., 2024b; Saw-
inski et al., 2023) shows the dominance of encoder-
only language models, outperforming decoder-only
model despite having much fewer parameters.

Alongside advancements in foundation models,
the field has recently placed increasing emphasis
on enhancing test-time compute for large language
models (LLMs) (Snell et al., 2024) and developing
diverse model adaptation strategies.

The study primarily aimed to evaluate the perfor-
mance of decoder-only LLMs on the persuasion de-
tection task, building on previous work (Hasanain
et al., 2024a). This task was broken down into 25
binary classification problems, each corresponding
to a specific persuasion technique defined in sub-
task 2 (Piskorski et al., 2025). The system was
designed to be adaptable, enabling iterative refine-
ment and self-improvement based on analysis of
failed predictions. This study addressed three re-
search questions:

RQ1: What is the performance of one-shot mul-
tilabel classification for persuasion detection using

decoder-only LLLMs with basic prompts derived
from the original task definition?

RQ2: Can LLMs automatically generate new
task definition leading to better classification per-
formance?

RQ3: Would fine-tuning model on automati-
cally generated annotations improve performance
of persuasion detection?

2 Dataset

The dataset provided by organizers consisted of
three parts Train, Trial and Test. We moved ran-
dom 30% of examples from Train and merged it
with Trial to form new split called Dev for valida-
tion. Deduplication was performed before splitting
dataset to prevent leakage between new Train and
Dev splits.

The dataset was further preprocessed using sub-
task 2 annotation files. First, by splitting input files
into text fragments denoted with start and end lo-
cation within the file. Second, 25 binary labels
column were assigned for each persuasion tech-
nique. Third, 25 annotated text excerpts columns
were created for each persuasion technique appear-
ance within text as marked in the spans files.

3 Methods

3.1 Model selection

A review of available models and providers was
conducted with respect to performance, resource re-
quirements, and cost, based on the results of a test
sample run against various self-hosted and man-
aged models.

Output: A shortlist of models selected for experi-
mentation.

3.2 Baseline results generation

Baseline classification was performed using LLM
in-context learning (Dong et al., 2024). The
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prompting approach combined one-shot learn-
ing (Brown et al., 2020) with Chain-of-Thought
prompting (Wei et al., 2023), instructing the model
to generate an explanation of the classification be-
fore providing the final verdict. The model’s con-
text included a basic definition of the technique.
Output: Preliminary performance ranking of mod-
els and prompt structures.

3.3 Identification of definition shortcomings

Persuasion technique definitions are central to the
task description within the prompt. We framed def-
inition optimization as a natural language program
synthesis task, following the automatic prompt en-
gineering approach (Zhou et al., 2023). Similar
to the self-reflection paradigm (Renze and Guven,
2024), we focused on improving instructions for
failed predictions. We queried LLM to generate
improved definitions that would help generate cor-
rect outputs for misclassified examples in the Train
dataset.

Output: A list of candidate definition enhance-
ments.

3.4 Definition refinement

We consolidated enhancement candidates into con-
cise, improved formulations of persuasion tech-
nique definitions using an iterative processing with
LLM.

Output: Updated definitions.

3.5 Correct reasoning outputs generation and
model fine-tuning

In-context learning often results in lower accuracy
and higher inference costs compared to fine-tuning
(Liu et al., 2022). We created fine-tuning dataset by
querying an LLM to explain the ground-truth labels
for each example in the Train dataset, specifying
whether and how the given persuasion technique
was applied. We performed supervised fine-tuning
using this data and tested the impact on accuracy
but did not attempt to reduce prompt length to im-
prove inference efficiency.

Output: A supervised fine-tuning datasets and fine-
tuned models.

3.6 Final evaluation

We run a second round of classification using up-
dated prompts or fine-tuned models.

Output: Final performance ranking of models and
prompt variants.

4 Experiments

4.1 Model selection

We assumed constrains for model selection:

¢ cost — the inference below 50 USD and fine-
tuning below 50 USD per model,

* resource requirements — model for inference
loaded on a single 11GB GPU,

* inference time — above 50 tokens per second,

* inference quality — above 90% of responses
correctly formulated and adhering to expected
JSON output.

We evaluated a range of chat-tuned models
— both with and without reasoning-specific fine-
tuning including LLaMA 3 and 3.3 (ranging
from 1B to 70B parameters), LLaMA 4 (109B),
DeepSeek-R1 variants (1.5B to 14B, based on
LLaMA and Qwen), Gemma 3 (1B to 12B), Mis-
tral 7B, and GPT-40 and 4.1 in their base, mini, and
nano variants.

Larger models were excluded due to hardware
limitations and their limited practical utility at cur-
rent price points. We also evaluated multiple quan-
tization strategies and inference backends, includ-
ing vLLM, Ollama, Llama.cpp, and Hugging Face
Transformers.

Three models were ultimately selected for the
experiments: LLaMA 3.1 8B, DeepSeek-R1 8B
(based on LLaMA 3.1 8B but augmented with test-
time reasoning), and GPT-4.1-mini. While Ope-
nAl has not disclosed the exact specifications of
GPT-4.1-mini, it is speculated to have between 7B
and 9B parameters, making it comparable in scale
to the other two. For self-hosted models, we used
4-bit grouped quantization and the Ollama back-
end achieving throughput of 300 tokens per second
with four NVIDIA GeForce RTX 2080 Ti GPUs.
The approximate cost for fine-tuning GPT-4.1-mini
was 35 USD and 40 USD for inference.

4.2 Baseline results generation

The baseline results were obtained by querying the
LLM with one-shot prompts for binary classifica-
tion of each persuasion technique.

A single prompt template was employed across
all techniques, with placeholders for the technique
name, definition, example, and actual input text
substituted for each query.
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The original prompts (later denoted as vl
prompts) were based on the descriptions and ex-
amples of persuasion techniques provided by the
organizers'.

The LLMs were queried in chat mode using
message chains composed of a system message
followed by a user message.

The system message included:

* atask description and formatting instructions,
* the definition of the persuasion technique,

* an input-output example.

The user message contained only the raw input
text to be classified.

The assistant message (i.e., the expected output)
was a JSON object with two fields:

* explanation: reasoning as to whether the per-
suasion technique is present in the input and
why,

* verdict: a boolean value indicating the pres-
ence or absence of the technique.

The explanation field was introduced not only
as a tool for Chain-of-Thought prompting, but also
to capture the model’s reasoning prior to issuing
a verdict, thereby enabling analysis of potential
errors and guiding the refinement of the definition.

LLM outputs were validated on the fly. If a
response failed to comply with the expected JSON
schema, the prompt was resent using a different
sampling seed or temperature setting to encourage
schema adherence.

Several alternative prompt templates and output
formats were tested, including multi-label classi-
fication within a single prompt, additional output
fields, and confidence scoring. However, these vari-
ants frequently resulted in malformed outputs and
were therefore discarded.

Appendix B.1 provides the actual prompt tem-
plate used, along with the v/ technique definitions
presented in Appendix C.

4.3 Supporting Dataset Generation

Two supporting datasets were generated by pro-
cessing the Train split with GPT-4.1-mini, once for
each of the 25 persuasion techniques:

"http://bsnlp.cs.helsinki.fi/PT-TAXONOMY.pdf

* Correct reasoning outputs: The model was
instructed to generate a rationale justifying the
gold label. These outputs were combined with
the Train dataset to form complete message
chains for supervised fine-tuning. System and
user messages identical to those in the clas-
sification task, were followed by an assistant
message containing a JSON object with the
generated explanation and gold label.

* Enhancement candidates: In cases where
the model’s prediction differed from the gold
label, it was prompted to identify shortcom-
ings in the persuasion technique’s definition
and propose a revised version to improve pre-
diction accuracy, especially in edge cases.

The prompt included:

* a task and output format description,
* the persuasion technique definition,
* the input text and its gold label,

* text spans illustrating the use of the technique.

The actual prompt template used is listed in Ap-
pendix B.2.

4.4 Definition Refinement

Enhancement candidates for each persuasion tech-
nique were consolidated using GPT-4.1-mini to
produce a revised set of 25 definitions (later de-
noted as v2 prompts). The consolidation prompt
included:

* the base persuasion technique definition,
* suggested updates,

* guidelines for integrating the suggestions into
a refined definition.

The process was iterative: the first iteration used
the original definition as the base, while subsequent
iterations used the refined output from the previous
step as the new base.

The intention of the Definition Refinement was
not to alter the definitions per se, but to guide the
model on edge cases and improve alignment be-
tween the definitions and the annotations. Only
in cases of erroneous annotations or LLM errors
could the definition be unintentionally skewed in
the wrong direction.

The prompt template used is provided in Ap-
pendix B.3, and the resulting updated definitions
are presented in Appendix C denoted as v2.
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4.5 Supervised Fine-Tuning

Three fine-tuning datasets were generated with
varying ratios of negative (majority) to positive
class: 1:1, 2:1, and 3:1. Baseline results revealed
significantly lower precision than recall. Since ear-
lier attempts to derive a reliable confidence or prob-
ability score were unsuccessful, it was not possible
to control the precision—recall trade-off post hoc.

To address this, imbalanced training sets were
intentionally constructed to reduce the model’s ten-
dency toward false positives.

Fine-tuning was performed on GPT-4.1-mini us-
ing the OpenAl service for 3 epochs, with a batch
size of 4 and an LR multiplier of 2, using a total of
5,476,698 tokens.

4.6 Additional Classification Runs

In the final phase of the experiment, additional
classification runs were executed on the Dev dataset
using updated persuasion definitions, fine-tuned
models, or both, and were compared with baseline
results.

5 Results

5.1 Evaluation procedure

Results were processed using the official evalua-
tion script, extended with two additional features.
First, we added the more forgiving Hamming loss
metric alongside exact match accuracy to better
capture partial correctness. Second, we introduced
functionality to compute metrics on the combined
dataset across all languages, avoiding the averag-
ing of precomputed scores. This approach aligned
with our decision to use the same model and its
adaptations across all target languages.

5.2 Baseline results

Results obtained with the original v/ prompts and
not fine-tuned models across all languages showed
that GPT-4.1-mini consistently outperformed both
LLaMA 3.1 8B and DeepSeek-R1 8B on all eval-
uation metrics, including Hamming loss, preci-
sion, recall, and F1 score (both micro- and macro-
averaged). No clear second-best model emerged:
while DeepSeek achieved a lower Hamming loss, it
lagged behind LLaMA in precision, recall, and F1
score aggregated across all classes (see Figure 1).
All models exhibited a tendency toward false
positives, reflecting a consistent bias toward higher
recall over precision, which severely impacted the

F1 score (0.78 vs. 0.15 for GPT, 0.64 vs. 0.11 for
DeepSeek, and 0.76 vs. 0.11 for LLaMA).

5.3 Fine-tuning results

No direct qualitative or quantitative analysis was
conducted on the automatically generated explana-
tions used in the fine-tuning dataset. Their quality
was assessed solely through the performance of the
downstream task—that is, the results achieved by
the fine-tuned model.

Fine-tuning of the best model—GPT-4.1-
mini—brought mixed results. While it improved
the micro F1 score compared to the not fine-tuned
version, it resulted in a lower macro F1 score. A
clear drop in recall was observed, accompanied by
a substantial improvement in precision. Accuracy
and Hamming loss were also exceptionally good.

5.4 Definition refinement results

The identification of v/ technique definition short-
comings involved sending 15,491 queries to GPT-
4.1-mini and resulted in the generation of 1,038
technique definition enhancement candidates, un-
evenly distributed across all techniques—50% were
generated for just three techniques: Repetition, Slo-
gans, and Name Calling-Labeling.

During the persuasion technique definition re-
finement stage, the enhancement candidates were
aggregated into new v2 definitions that were sig-
nificantly longer, increasing the average length
from 564 to 1,733 characters. Qualitative analysis
showed that the additional text tended to expand
rather than constrain the definitions, and many rep-
etitions were observed.

In the second round of classification, we col-
lected predictions using the updated v2 prompts,
along with outputs from an additional GPT-4.1-
mini model fine-tuned on the gold labels and rea-
soning dataset with a 2:1 ratio of negative exam-
ples.

The use of updated v2 prompts improved both
micro and macro F1 scores across all mod-
els—except LLaMA, which experienced a decline
in performance. Depending on the model, the im-
provement was driven by gains in precision, recall,
or both.

Analysis of the results by language revealed that
the task was easier for some languages than for oth-
ers, regardless of the prompt version or model used,
with results for Slovenian and Polish outperform-
ing those for Russian and Bulgarian (see Figures 2,
3, and 4 in the Appendix).
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Evaluation results for Dev dataset by Prompt and Model

Accuracy 0.21 0.03 0.05 0.07 0.06 0.11 0.44 0.38
Hamming loss | 0.39 0.35 031 0.27 0.24 0.07 0.10
Micro Precision 0.11 0.09 0.11 0.12 0.15 0.17 0.38 0.29
g Macro Precision 0.11 0.09 0.10 0.13 0.18 0.19 0.29 0.28
Micro F1 Score 0.19 0.16 0.18 0.21 0.26 0.28 0.31 0.36
Macro F1 Score 0.18 0.16 0.17 0.20 0.27 0.28 0.24 0.30
vl v2 vl v2 vl v2 vl v2

llama3.1:8b deepseek-r1:8b gpt-4.1-mini gpt-4.1-mini:ft

Prompt and Model

Figure 1: Evaluation results for all languages on the Dev dataset.

Analysis of the results by persuasion technique
revealed that, for most classes, v2 prompts reduced
precision but improved recall and F1 score com-
pared to v/ prompts (see Figures 6, 7, and 8 in the
Appendix).

The F1 scores computed for each technique vary
significantly, regardless of the model used. This
variation may be attributed not only to the inherent
difficulty of classifying specific techniques but also
to class imbalance and differences in distribution
across languages. An in-depth analysis of the re-
sults for all 25 persuasion techniques is beyond the
scope of this paper.

The fine-tuned GPT model outperformed all
non—fine-tuned models on most metrics, even with-
out using the v2 prompts. Although recall dropped
significantly (from 0.78 to 0.26), a substantial in-
crease in precision (from 0.15 to 0.38) ensured
a strong F1 score. When combined with the v2
prompts, the fine-tuned GPT model achieved the
best overall results. The more detailed instructions
in the updated prompts helped the model partially
recover its recall, with only a modest reduction in
precision.

5.5 Task leaderboard analysis

The best-performing model (GPT-4.1-mini fine-
tuned with improved persuasion technique defini-
tions) tested on an unseen dataset compares favor-
ably with other submissions to the SlavicNLP 2025
Shared Task.

In terms of macro F1 score, the model achieved
the highest score for Croatian, the second-best for
Bulgarian, Polish, and Slovenian, and the third-
best for Russian. For micro F1 score, it ranked
second for both Croatian and Slovenian, placing

the model among the top three performers in 7 out
of 10 evaluation categories.

Its advantage in macro F1 score—particularly
in less-represented languages—may indicate a su-
perior ability to generalize to out-of-distribution
data or to perform well when training resources are
limited.

Notably, some evaluation data were submitted
after the official deadline and are therefore not re-
flected in the official competition ranking.

6 Conclusions

Our experiments demonstrate the superiority of the
fine-tuned GPT-4.1-mini model. Refined defini-
tions significantly improved model precision with-
out severely compromising recall, resulting in high
F1 scores across multiple Slavic languages. Re-
sults underscore the effectiveness of supervised
fine-tuning with generated explanations and itera-
tive self-improvement strategies in LLM systems,
specifically automated prompt refinement. This
approach offers promising directions for future re-
search, especially in multilingual settings or sce-
narios with limited training resources.
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A Detailed evaluation results
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Figure 5: Accuracy per class for all languages for Dev dataset.
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Figure 7: Recall per class for all languages for Dev dataset.
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B Prompt templates

B.1 Persuasion technique detection prompt

system:You are a classifier for persuasion tech-
nique called <TECHNIQUE_NAME>.

Input: a chunk of text

Task: Detect if a specific technique called
<TECHNIQUE_NAME> was explicitly used in the
input.

Output: JSON file with 2 fields:
- description - describes if and how
<TECHNIQUE_NAME> technique was used.
- verdict - output value ’true’ if you have high
confidence that <TECHNIQUE_NAME> technique was
used in the input text and ’false’ otherwise.

Follow the definition of the <TECHNIQUE_NAME>
technique:
<TECHNIQUE_DEFINITION>

Output format:
{"description": "if and how <TECHNIQUE_NAME>
technique was used.",
"verdict": true|false}

Do not add any other information.
**only** valid JSON.
user:<TEXT>

Output

B.2 Supporting dataset generation prompt

system: You are a helpful assistant that explains
a verdict of an expert regarding use of a specific
persuasion called technique <TECHNIQUE_NAME>
in an input text.

Inputs:
- an input text
- a binary verdict of an expert (the technique was
used or not)
- excerpts from the input text indicated by the expert
that show the application of <TECHNIQUE_NAME>
technique.

Tasks:
- Write a very concise explanation if and how
<TECHNIQUE_NAME> was explicitly used in the
input text comparing the technique definition and
excerpts.
- If the expert verdict cannot be explicitly derived

from definition **NEVER** change the verdict.
Instead improve the definition in such a way that
the verdict can be explicitly derived from the
updated definition.

Output: JSON file with 2 fields:
- explanation - mandatory - describes if and how
<TECHNIQUE_NAME> technique was used.
- updated_definition - optional - improved defini-
tion that guides in edge cases like the one provided
in input.

<TECHNIQUE_NAME>  technique definition:
<TECHNIQUE_DEFINITION>

Do not add any other information. Output
**only** valid JSON.
user: Input text: <TEXT>

Expert verdict: <GOLD_LABEL>

Excerpts supporting verdict:

<TEXT_FROM_SPANS>

B.3 Persuasion technique definition update
prompt

system: You are a helpful assistant that improves
a definition for <TECHNIQUE_NAME> persuasion
technique used for automated labeling. You will
receive:

- A **base definition** of <TECHNIQUE_NAME>
persuasion technique.

- An **update suggestion**, which may introduce
new elements or clarify edge cases.

Your task is to revise the base definition by
integrating meaningful, non-duplicate additions
from the suggestion. Guidelines:

- Identify elements in the update that are **not
already present™* in the base.

- Add only **new and relevant elements** to the
base definition.

- **Do not remove** any existing important
elements from the base, even if absent in the
update.

- If the update merely rephrases elements already
covered in the base, **do not include** them
again.

- Avoid **duplication**,

- It is acceptable to **extend** the definition with
clarifications, examples, restrictions, or edge-case
descriptions if they improve accuracy.

- Ensure the final definition is **reasonably
concise**, but complete.

- Aim for the definition to be **mutually exclusive
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and collectively exhaustive®*.

Output:
- Return only the **updated definition** as plain
text.
- Do **not** include any additional commentary,
explanation, or formatting.
user: Base definition: <definition_base>
Definition update
<definition_update>

suggestion:

C Persuasion techniques definitions

C.1 Name Calling - Labeling

vl: a form of argument in which loaded labels
are directed at an individual or a group, typically
in an insulting or demeaning way. Labelling an
object as either something the target audience
fears, hates, or on the contrary finds desirable
or loves. This technique calls for a qualitative
judgement that disregards facts and focuses solely
on the essence of the subject being characterized.
This technique is in a way also a manipulative
wording, as it is used at the level of the nominal
group rather than being a full-fledged argument
with a premise and a conclusion. For example,
in the political discourse, typically one is using
adjectives and nouns as labels that refer to political
orientation, opinions, personal characteristics,
and association to some organisations, as well as
insults. What distinguishes it from the Loaded
Language technique, is that it is only concerned
with the characterization of the subject.

v2: Name Calling - Labeling is a form of argument
in which loaded labels are directed at an individual
or a group, typically in an insulting or demeaning
way, to evoke a strong emotional response, without
providing factual support. This technique involves
characterizing a subject with qualitative judgments
that evoke fear, hatred, or desirability, often
disregarding factual evidence. It is characterized
by manipulative wording that targets the essence
of the subject being characterized, often using
adjectives and nouns as labels that refer to
political orientation, personal characteristics,
opinions, and associations, in a derogatory
manner. In political discourse, it often employs
labels referring to political orientation, opinions,
personal characteristics, and associations, as well
as insults. Name Calling - Labeling reinforces
social divisions and biases by framing the labeled
individuals or groups in a negative light, creating
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an in-group versus out-group dynamic. It exploits
existing prejudices or stereotypes to enhance its
impact and influence the audience’s attitudes and
beliefs without engaging in rational discourse.
Additionally, it can further entrench the audience’s
views and potentially lead to polarization, as it
simplifies complex issues into binary categories
that discourage nuanced understanding. The
absence of such labeling in a text indicates that this
technique has not been employed. This technique
specifically focuses on the impact of the labels
rather than the content of the argument itself, often
in a manipulative manner, and can be particularly
effective in shaping public perception and opinion
in a way that aligns with the speaker’s agenda. It is
distinct from Loaded Language as it emphasizes
characterization rather than full arguments and
involves qualitative judgments that disregard
facts, distinguishing it from other forms of loaded
language.

C.2 Guilt by Association

vl: Attacking the opponent or an activity by
associating it with another group, activity, or
concept that has sharp negative connotations for
the target audience. The most common example,
which has given its name in the literature (i.e.
Reduction ad Hitlerum) to that technique is
making comparisons to Hitler and the Nazi regime.
However, it is important to emphasize, that this
technique is not restricted to comparisons to that
group only. More precisely, this can be done by
claiming a link or an equivalence between the
target of the technique to any individual, group, or
event in the presence or in the past, which has or
had an unquestionable negative perception (e.g.,
was considered a failure), or is depicted in such
way.

v2: Attacking the opponent or an activity by
associating it with another group, activity, or
concept that has sharp negative connotations for
the target audience, often by implying that the
opponent’s actions lead to negative consequences
or suggesting that their actions result in harmful
outcomes. The most common example, which has
given its name in the literature (i.e. Reduction ad
Hitlerum) to that technique, is making comparisons
to Hitler and the Nazi regime. However, it is
important to emphasize that this technique is not
restricted to comparisons to that group only. More
precisely, this can be done by claiming a link or



an equivalence between the target of the technique
to any individual, group, or event in the presence
or in the past, which has or had an unquestionable
negative perception (e.g., was considered a failure),
or is depicted in such a way.

C.3 Casting Doubt

v1: Casting doubt on the character or the personal
attributes of someone or something in order to
question their general credibility or quality, instead
of using a proper argument related to the topic.
This can be done for instance, by speaking about
the target’s professional background, as a way to
discredit their argument. Casting doubt can also be
done by referring to some actions or events carried
out or planned by some entity that are/were not
successful or appear as (probably) resulting in not
achieving the planned goals.

v2: Casting doubt on the character or the personal
attributes of someone or something in order to
question their general credibility or quality, instead
of using a proper argument related to the topic.
This can be done by highlighting inconsistencies
in their actions or statements, referencing failures
or inefficiencies in processes or systems, and
discussing the target’s professional background or
actions that suggest incompetence or negligence,
thereby discrediting their argument or proposals.
Casting doubt can also be achieved by referring
to unsuccessful actions or events carried out or
planned by the entity, or by making strong asser-
tions that challenge the effectiveness or intentions
of a policy or action. Additionally, it can involve
expressing skepticism about the effectiveness or
quality of a process or outcome. The technique is
characterized by explicit statements or implications
that challenge the integrity or reliability of the
subject, often leading the audience to question
the validity of the subject’s claims or arguments.
This includes explicit references to the target’s
credibility or past failures, as well as actions or
events that are perceived as likely to result in
failure to achieve planned goals. Furthermore, it
often involves contrasting positive attributes of
one group with negative attributes of another to
create skepticism about the latter. It often includes
asserting that the individual lacks knowledge
or awareness of critical issues, which further
undermines their credibility. The technique is
characterized by the presence of specific claims
or insinuations that undermine credibility, often

focusing on perceived shortcomings or failures of
the target, and is marked by negative implications
or insinuations about the target’s reliability or
effectiveness. This can also include highlighting
inconsistencies in their actions or priorities, such
as their focus on less significant issues while
ignoring more pressing problems, and suggesting
that others have overlooked or ignored critical
information, thereby questioning their integrity or
intentions. Additionally, it can involve questioning
the specifics or details of a claim, such as by
asking for missing information, which implies that
the original statement may not be trustworthy. It
can also include questioning the engagement or
presence of an audience in discussions, implying
a lack of credibility in their participation, and
expressing uncertainty about how to engage with
the audience, thereby questioning their interest
and credibility. The technique can also involve
highlighting the minority status of dissenting
opinions to undermine their legitimacy. The
technique is characterized by an explicit challenge
to the credibility of the source or the information
presented, and it can be employed as a tactic
to divert attention from the actual argument by
focusing on the perceived flaws of the individual
or entity involved.

C.4 Appeal to Hypocrisy

vl: The target of the technique is attacked on
its reputation by charging them with hypocrisy
or inconsistency. This can be done explicitly by
calling out hypocrisy directly, or more implicitly
by underlying the contradictions between different
positions that were held or actions that were done
in the past. A special way of calling out hypocrisy
is by telling that someone who criticizes you for
something you did, also did it in the past.

v2: The target of the technique is attacked on
its reputation by charging them with hypocrisy
or inconsistency, either explicitly by calling out
hypocrisy directly, or implicitly by highlighting
contradictions between their past statements or
actions and their current claims. This includes
showing how similar actions are treated differently
based on the target’s alignment with certain
interests. A special way of calling out hypocrisy
is by stating that someone who criticizes you
for something you did also did it in the past,
thereby showing inconsistency in their stance, or
by contrasting current claims with past actions.
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This includes instances where someone criticizes
another for a behavior they themselves have
exhibited, thereby undermining their credibility
and moral authority in the discussion. It par-
ticularly applies when the critic has previously
engaged in the same behavior they are condemning
or when their actions contradict their stated
goals. Additionally, it can involve highlighting
specific instances where the individual claims
to uphold certain principles or standards but
acts in a manner that directly contradicts those
claims. The technique is also evident when a
person’s claims are directly contradicted by factual
evidence or statistics, further emphasizing the
inconsistency in their position. Furthermore, the
technique often involves questioning the memory
or awareness of the audience regarding the target’s
past actions, thereby manipulating perceptions of
the target’s credibility. This technique is partic-
ularly effective when the target’s criticisms are
juxtaposed with their own similar past behaviors,
reinforcing the perception of hypocrisy. It also
encompasses situations where the critic’s own past
behaviors are revealed, thereby illustrating their
inconsistency and further attacking their credibility.

C.5 Questioning the Reputation

v1: This technique is used to attack the reputation
of the target by making strong negative claims
about it, focusing specially on undermining its
character and moral stature rather than relying on
an argument about the topic. Whether the claims
are true or false is irrelevant for the effective use of
this technique. Smears can be used at any point
in a discussion. One particular way of using this
technique is to preemptively call into question
the reputation/credibility of an opponent, before
he had any chance to express himself, therefore
biasing the audience perception. Hence, one
of the name of that technique is “poisoning the
well.” The main difference between Casting Doubt
and Questioning the reputation technique is that
the former focuses on questioning the capacity,
the capabilities, and the credibility of the target,
while the latter targets undermining the overall
reputation, moral qualities, behaviour, etc.

v2: This technique is used to attack the reputation
of the target by making strong negative claims
about it, focusing especially on undermining its
character and moral stature rather than relying on
an argument about the topic. Whether the claims

are true or false is irrelevant for the effective use of
this technique. Smears can be used at any point
in a discussion. One particular way of using this
technique is to preemptively call into question the
reputation/credibility of an opponent, before they
have any chance to express themselves, therefore
biasing the audience’s perception. The main
difference between Casting Doubt and Questioning
the Reputation technique is that the former focuses
on questioning the capacity, capabilities, and
credibility of the target, while the latter targets
undermining the overall reputation, moral qualities,
behavior, etc. This technique is characterized by
explicit negative claims or insinuations about the
target’s character or integrity, which can manifest
as personal attacks, character assassination, or
the spreading of rumors. It often aims to create
a lasting negative impression that can influence
the audience’s perception beyond the immediate
context of the discussion and may involve the use
of emotionally charged language to elicit a strong
reaction from the audience. Additionally, this
technique often involves direct questioning of the
actions or integrity of the target to provoke doubt
in the audience’s mind, and it can also include the
use of anecdotal evidence or selective information
to reinforce negative perceptions. Furthermore,
it often involves linking the target to negative
behaviors or outcomes to damage their standing,
and it may exploit existing biases or stereotypes
to enhance the effectiveness of the attack. The
technique is characterized by direct attacks on the
target’s character or moral standing, emphasizing
the intent to damage the target’s reputation rather
than engage in substantive debate. This technique
often involves rhetorical questions that challenge
the target’s integrity or actions.

C.6 Flag Waving

v1: Justifying or promoting an idea by exhaling
the pride of a group or highlighting the benefits
for that specific group. The stereotypical example
would be national pride, and hence the name
of the technique; however, the target group it
applies to might be any group, e.g., related to race,
gender, political preference, etc. The connection
to nationalism, patriotism, or benefit for an idea,
group, or country might be fully undue and
is usually based on the presumption that the
recipients already have certain beliefs, biases, and
prejudices about the given issue. It can be seen
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as an appeal to emotions instead to logic of the
audience aiming to manipulate them to win an
argument. As such, this technique can also appear
outside the form of well constructed argument, by
simply making mentions that resonate with the
feeling of a particular group and as such setting up
a context for further arguments.

v2: Flag Waving persuasion technique involves
justifying or promoting an idea by appealing to
the pride or benefits of a specific group, often
through emotional manipulation rather than logical
argumentation. This technique is characterized
by references that resonate with the feelings of
a particular group, such as national pride, race,
gender, or political preference, and aims to evoke
a sense of belonging or identity related to that
group. It can manifest in various forms, including
direct statements of pride, expressions of gratitude,
or actions that are framed to evoke a sense of
loyalty or emotional connection to a group, as
well as contextual references that highlight their
struggles or needs. The connection to nationalism,
patriotism, or benefit for an idea, group, or country
might be fully undue and is usually based on
the presumption that the recipients already have
certain beliefs, biases, and prejudices about the
given issue. It can be seen as an appeal to emotions
instead of logic of the audience, aiming to
manipulate them to win an argument. Additionally,
it emphasizes the audience’s identity and values,
further enhancing the emotional connection to the
message being conveyed. This technique often
relies on emotional appeals that resonate with the
audience’s existing beliefs, biases, or prejudices
and can include both direct statements of pride
and indirect references that evoke group identity.
It typically involves references to group identity,
such as nationality, race, or political affiliation, to
manipulate the audience’s emotions rather than
presenting logical arguments, reinforcing their
emotional responses to the message. Furthermore,
the Flag Waving technique sets a context for further
arguments, leveraging the emotional resonance
to strengthen the overall persuasive impact. It
also involves invoking feelings of nationalism
and patriotism to manipulate the audience’s
perception and arguments. The stereotypical
example would be national pride; however, the
target group it applies to might be any group,
including those related to race, gender, or political
preference, and it can appear in both structured
arguments and casual mentions that evoke group

feelings, particularly by highlighting the impact
on the group’s well-being. This technique is
characterized by emotional resonance rather than
logical argumentation, aiming to manipulate the
audience’s feelings through references to group
identity, nationalism, or shared values. It is
typically aimed at manipulating the audience’s
beliefs or biases through emotional appeals that
resonate with the feelings of a particular group,
emphasizing the audience’s sense of identity and
collective sentiment. Additionally, it can include
references to the benefits for a community, thereby
resonating with the audience’s feelings of national
or group identity, and highlighting the pride of the
group or the advantages that the idea may bring to
them.

C.7 Appeal to Authority

vl: a weight is given to an argument, an idea or
information by simply stating that a particular
entity considered as an authority is the source
of the information. The entity mentioned as an
authority may, but does not need to be, an actual
valid authority in the domain-specific field to
discuss a particular topic or to be considered and
serve as an expert. What is important, and makes
it different from simply sourcing information, is
that the tone of the text indicates that it capitalizes
on the weight of an alleged authority in order to
justify some information, claim, or conclusion.
Referencing a valid authority is not a logical
fallacy, while referencing an invalid authority is a
logical fallacy, and both are captured within this
label. In particular, a self-reference as an authority
falls under this technique as well.

v2: The Appeal to Authority technique involves
giving weight to an argument, an idea, or informa-
tion by stating that a recognized authority supports
the information or claim. This technique is
characterized by the text’s tone indicating reliance
on the authority’s credibility to justify claims.
It is important that the authority is explicitly
mentioned and that the argument relies on their
status to lend support to the information presented,
rather than making general statements about an
individual’s qualities without citing their authority.
The entity mentioned as an authority may, but does
not need to be, an actual valid authority in the
domain-specific field to discuss a particular topic
or to be considered and serve as an expert. What
distinguishes this technique from simply sourcing
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information is that the tone of the text capitalizes
on the weight of the alleged authority to justify
some information, claim, or conclusion. This
includes referencing the opinions or experiences of
individuals in relevant fields, such as professionals
or experts, to support claims. The technique is
characterized by the use of authoritative statements
to bolster arguments, often without critical
examination of the authority’s validity. The tone of
the text should indicate that the authority’s status
is leveraged to support the argument, rather than
simply presenting information or statistics without
context. The technique is explicitly identified when
the authority is presented as a source that supports
the argument being made. Referencing a valid
authority is not a logical fallacy, while referencing
an invalid authority is a logical fallacy, and both
are captured within this label. In particular, a
self-reference as an authority falls under this
technique as well, where the author uses their
own credentials or experiences to support their
argument.

C.8 Appeal to Popularity

vl: This technique gives weight to an argument
or idea by justifying it on the basis that allegedly
“everybody” (or the vast majority) agrees with it
or “nobody” disagrees with it. As such, the target
audience is encouraged to gregariously adopt the
same idea by considering “everyone else” as an
authority, and to join in and take the course of the
same action. Here, “everyone else” might refer
to the general public, key entities and actors in
a certain domain, countries, etc. Analogously,
an attempt to persuade the audience not to do
something because “nobody else is taking the
same action” falls under our definition of Appeal
to Popularity.

v2: This technique gives weight to an argument
or idea by justifying it on the basis that allegedly
“everybody” (or the vast majority) agrees with it or
“nobody” disagrees with it. The target audience is
encouraged to adopt the same idea by considering
“everyone else” as an authority, and to join in
and take the course of the same action. Here,
“everyone else” might refer to the general public,
key entities and actors in a certain domain, or
even entire countries. This technique can also
involve attempts to persuade the audience not to
do something because “nobody else is taking the
same action,” thereby leveraging the fear of social

exclusion or being out of step with the majority.
Additionally, references to public opinion or
widespread acknowledgment of an issue can also
indicate the use of this technique.

C.9 Appeal to Values

v1: This technique gives weigh to an idea by link-
ing it to values seen by the targe audience as posi-
tive. These values are presented as an authoritative
reference in order to support or t reject an argu-
ment.

Examples of such values are, for instance:
tradition, religion, ethics, age, fairness, liberty,
democracy, peace, transparency, etc. When such
values are mentioned outside the context of a
proper argument by simply using certain adjectives
or nouns as a way of characterizing something or
someone, such references fall under another label,
namely, Loaded Language, which is a form of
Manipulative Wording.
v2: This technique gives weight to an idea by
linking it to values seen by the target audience as
positive, such as tradition, religion, ethics, age,
fairness, liberty, democracy, peace, transparency,
safety, integrity, and accountability, to support or
reject an argument. The values must be explicitly
referenced as authoritative references to support
or reject an argument, rather than merely being
implied or mentioned in passing. Additionally, the
appeal to values can be particularly effective when
the values resonate deeply with the audience’s
identity or beliefs, enhancing the emotional
connection to the argument. It is important that the
values are not only referenced but are also relevant
and significant to the audience’s context, ensuring
that the appeal is meaningful and impactful. The
technique is distinct from Loaded Language,
which involves using certain adjectives or nouns
to characterize something or someone without a
proper argument. Furthermore, the values should
not be presented in a critical context, as this
may undermine their perceived authority and
relevance. The appeal to values should also avoid
vague or generic references, focusing instead on
specific values that hold particular significance
for the audience. Additionally, the values must
be presented in a positive context to reinforce
their authority and relevance in supporting the
argument. If values are mentioned without a clear
connection to an argument, they may fall under
Loaded Language, highlighting the necessity of a
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direct link between the values and the argument
being made. The presentation of these values
should actively support or reject an argument,
particularly in contexts where the audience’s
well-being or moral standards are at stake, rather
than merely stating facts, ensuring a clear and
persuasive connection. Moreover, the values
should not be used solely for emotional appeals but
must serve a clear purpose in the argumentation
process. It should be noted that mere negative
characterizations or references to values without a
constructive appeal do not qualify as the Appeal to
Values technique. Additionally, these values must
be referenced in a way that supports or rejects an
argument, rather than merely describing actions
or positions, and should not be discussed in a
procedural context.

C.10 Appeal to Fear - Prejudice

v1: This technique aims at promoting or rejecting
an idea through the repulsion or fear of the
audience towards this idea (e.g., via exploiting
some preconceived judgements) or towards its
alternative. The alternative could be the status quo,
in which case the current situation is described in a
scary way with Loaded Language. If the fear is
linked to the consequences of a decision, it is often
the case that this technique is used simultaneously
with Appeal to Consequences, and if there are only
two alternatives that are stated explicitly, then it
is used simultaneously with the False Dilemma
technique.

v2: This technique aims at promoting or rejecting
an idea through the audience’s fear or repulsion
towards that idea or its alternatives, often by
exploiting preconceived judgments and suggesting
dire consequences. The alternative could be the
status quo, in which case the current situation is
described in a frightening manner, using loaded
language to create a sense of fear. It can involve
describing a scary scenario related to the idea or
its consequences, often using emotionally charged
language that implies dire outcomes to provoke
an immediate emotional response rather than a
rational evaluation of the situation. Additionally, it
may exploit societal prejudices or stereotypes to
amplify fear, further manipulating the audience’s
emotional state and decision-making process. The
technique often involves creating a narrative that
emphasizes the dangers or negative outcomes
associated with a particular group or political

decision, thereby inciting fear and prejudice. It
may also include questioning the audience’s trust
or safety regarding a particular subject. If the fear
is linked to the consequences of a decision, it may
overlap with Appeal to Consequences, and if only
two alternatives are presented explicitly, it may
also involve the False Dilemma technique. The
presence of fear-inducing language or implications
is essential for identifying this technique. It can
be identified through language that evokes fear or
repulsion regarding a concept or its consequences,
and it often creates a sense of urgency, compelling
the audience to act quickly based on fear rather
than careful consideration. The absence of fear
or negative implications in the message indicates
that this technique is not being used. This
technique often employs loaded language to evoke
strong emotional responses, further enhancing its
persuasive impact, and it may create a sense of
urgency to prompt immediate action.

C.11 Strawman

v1: This technique consists in making an impres-
sion of refuting the argument of the opponent’s
proposition, whereas the real subject of the
argument was not addressed or refuted, but instead
replaced with a false one. Often, this technique is
referred to as misrepresentation of the argument.
First, a new argument is created via the covert
replacement of the original argument with some-
thing that appears somewhat related, but is actually
a different, a distorted, an exaggerated, or a
misrepresented version of the original proposition,
which is referred to as “standing up a straw man.”
Subsequently, the newly created ‘false argument
(the strawman) is refuted, which is referred to as
“knocking down a straw man.” Often, the strawman
argument is created in such a way that it is easier
to refute, and thus, creating an illusion of having
defeated an opponent’s real proposition. Fighting
a strawman is easier than fighting against a real
person, which explains the origin of the name of
this technique. In practice, it appears often as an
abusive reformulation or explanation of what the
opponent actually’ means or wants.

v2: This technique consists in making an impres-
sion of refuting the argument of the opponent’s
proposition by replacing it with a false one, which
is a distorted, exaggerated, or misrepresented
version of the original argument. Often, this
technique is referred to as misrepresentation of
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the argument. First, a new argument is created via
the covert replacement of the original argument
with something that appears somewhat related,
but is actually different. The newly created
argument (the strawman) is then refuted, creating
an illusion of having defeated the opponent’s real
proposition. This technique often appears as an
abusive reformulation or explanation of what the
opponent actually means or wants, particularly
by reducing their argument to an oversimplified
or extreme version that can be easily attacked,
thereby distorting the original argument further.
Fighting a strawman is easier than fighting against
a real person, which explains the origin of the
name of this technique. This technique requires the
presence of an original argument to misrepresent;
without such an argument, the technique cannot be
applied.

C.12 Red Herring

vl: This technique consists in diverting the
attention of the audience from the main topic being
discussed, by introducing another topic. The aim
of attempting to redirect the argument to another
issue is to focus on something the person doing
the redirecting can better respond to or to leave
the original topic unaddressed. The name of that
technique comes from the idea that a fish with a
strong smell (like a herring) can be used to divert

dogs from the scent of someone they are following.

A strawman (defined earlier) is also a specific type
of a red herring in the way that it distracts from the
main issue by painting the opponent’s argument in
an inaccurate light.

v2: This technique consists in diverting the
attention of the audience from the main topic being
discussed by introducing another unrelated topic
or issue, making it difficult to address the original
argument. The aim is to redirect the argument to
something the person doing the redirecting can
better respond to or to leave the original topic
unaddressed. A clear main topic must be present
for the technique to be applicable. The name of
this technique comes from the idea that a fish with
a strong smell (like a herring) can be used to divert

dogs from the scent of someone they are following.

This technique may involve introducing a topic
that seems related but ultimately distracts from
the original issue, thereby redirecting the focus
away from the main point. A clear example of
this technique would involve specific statements

that shift the focus away from the main issue. A
strawman (defined earlier) is also a specific type of
a red herring in the way that it distracts from the
main issue by painting the opponent’s argument in
an inaccurate light. Additionally, the red herring
technique can manifest through the introduction
of irrelevant information that may appear to have
some connection but ultimately serves to mislead
or confuse the audience regarding the original
topic. It can also involve introducing a related
context that does not directly address the original
issue, further complicating the discussion.

C.13 Whataboutism

v1: A technique that attempts to discredit an oppo-
nent’s position by charging them with hypocrisy
without directly disproving their argument. Instead
of answering a critical question or argument, an
attempt is made to retort with a critical counter-
question that expresses a counteraccusation, e.g.,
mentioning double standards, etc. The intent
is to distract from the content of a topic and to
switch the topic actually. There is a fine distinction
between this technique and Appeal to Hypocrisy,
introduced earlier, where the former is an attack on
the argument and introduces irrelevant information
to the main topic, while the latter is an attack on
reputation and highlights the hypocrisy of double
standards on the same or a very related topic.

v2: A technique that attempts to discredit an oppo-
nent’s position by charging them with hypocrisy
without directly disproving their argument. Instead
of answering a critical question or argument,
an attempt is made to retort with a critical
counter-question or suggestion that expresses
a counteraccusation, e.g., mentioning double
standards or what the opponent should have done
instead. The intent is to distract from the content of
a topic and to switch the topic, often by referencing
past actions or failures of the opponent. There is a
fine distinction between this technique and Appeal
to Hypocrisy, where the former is an attack on the
argument and introduces irrelevant information
to the main topic, while the latter is an attack on
reputation and highlights the hypocrisy of double
standards on the same or a very related topic.
Whataboutism often involves emotionally charged
or unrelated issues to undermine the opponent’s
stance and can manifest in various forms, such as
shifting the focus to the opponent’s past behavior
or unrelated controversies. Additionally, it may
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involve a false equivalence, suggesting that the
opponent’s actions are comparable to the issue
at hand, further complicating the discourse and
obscuring the original argument. This technique
is characterized by the introduction of irrelevant
information that diverts attention from the original
argument, distinguishing it from mere statements
or expressions that do not engage in debate.

C.14 Appeal to Pity

vl: A technique that evokes feelings of pity,
sympathy, compassion or guilt in audience to
distract it from focusing on evidence, rational
analysis and logical reasoning, so that it accepts
the speaker’s conclusion as truthful solely based
on soliciting the aforementioned emotions. It is
an attempt to sway opinions and fully substitute
logical evidence in an argument with a claim
intended to elicit pity or guilt.

v2: A technique that evokes feelings of pity,
sympathy, compassion, or guilt in the audience
to distract it from focusing on evidence, rational
analysis, and logical reasoning, thereby leading
the audience to accept the speaker’s conclusion
as truthful based solely on these emotions. It
specifically involves claims intended to elicit pity
or guilt, rather than merely describing emotional
situations, often by presenting vulnerable individu-
als or distressing circumstances, thereby appealing
to the audience’s sense of empathy rather than their
critical thinking.

C.15

v1: Assuming a single cause or reason when there
are actually multiple causes for an issue. This
technique has the following logical form(s): (a)
Y occurred after X; therefore, X was the only
cause of Y, or (b) X caused Y; therefore, X was
the only cause of Y+ (although A, B, C...etc. also
contributed to Y.)

v2: Causal Oversimplification is the technique
of assuming a single cause or reason for an issue
when there are actually multiple contributing
factors. This technique can manifest in claims
that suggest a direct causal relationship between
two events without considering other influences
or causes. It has the following logical form(s):
(a) Y occurred after X; therefore, X was the only
cause of Y, or (b) X caused Y; therefore, X was
the only cause of Y+ (although A, B, C...etc. also

Causal Oversimplification

contributed to Y).

C.16 False Dilemma or No Choice

vl: Sometimes called the either-or fallacy, a false
dilemma is a logical fallacy that presents only two
options or sides when there actually are many. One
of the alternatives is depicted as a no-go option,
and hence the only choice is the other option. In
extreme cases, the author tells the audience exactly
what actions to take, eliminating any other possible
choices (also referred to as Dictatorship).

v2: Sometimes called the either-or fallacy, a
false dilemma is a logical fallacy that presents
only two options or sides when there actually are
many, often framing one option as undesirable or
impossible, which leads the audience to believe
that the only viable choice is the other option.
One of the alternatives is depicted as a no-go
option, reinforcing this perception and forcing the
audience to choose the other option. In extreme
cases, the author tells the audience exactly what
actions to take, eliminating any other possible
choices (also referred to as Dictatorship). This
technique simplifies complex issues into binary
choices, ignoring other possibilities and nuances.
It can be identified when the author explicitly
limits the options to two, disregarding other
possibilities. This technique is characterized by
the clear presentation of limited options, where
the audience is led to believe that they must
choose one of the presented alternatives without
considering other possibilities. It often involves
framing one option as necessary while dismissing
the other as irrelevant or undesirable. A clear
indication of this technique is the absence of any
mention of alternative options or the framing of
a situation as having only two possible outcomes.
It often emphasizes the negative consequences
of the rejected option to strengthen the perceived
necessity of the chosen option and involves
framing a situation in such a way that opposing
a proposed action is equated with endorsing a
negative outcome. Additionally, it implies that any
deviation from the presented choices is invalid or
unacceptable, further constraining the audience’s
perception of available options and ignoring other
potential solutions or outcomes. Furthermore, this
technique implies that if one option is not taken,
the other is the only viable choice, disregarding
other possibilities and suggesting that the audience
must choose between the presented options,
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thereby disregarding other viable alternatives.
It often creates a sense of urgency or necessity,
compelling the audience to choose one of the
presented options. This technique can be identified
when a statement restricts the options to two,
disregarding other possibilities.

C.17 Consequential Oversimplification

vl: An argument or an idea is rejected and instead
of discussing whether it makes sense and/or is
valid, the argument affirms, without proof, that
accepting the proposition would imply accepting
other propositions that are considered negative.
This technique has the following logical form: if
A will happen then B, C, D, ... will happen. The
core essence behind this fallacy is an assertion
one is making of some ‘first’ event/action leading
to a dominolike chain of events that have some
significant negative effects and consequences
that appear to be ludicrous. This technique is
characterized by ignoring and/or understating the
likelihood of the sequence of events from the first
event leading to the end point (last event). In order
to take into account symmetric cases, i.e., using
Consequential Oversimplification to promote or
to support certain action in a similar way, we also
consider cases when the sequence of events leads
to positive outcomes (i.e., encouraging people to
undertake a certain course of action(s), with the
promise of a major positive event in the end).

v2: An argument or an idea is rejected and instead
of discussing whether it makes sense and/or is
valid, the argument affirms, without proof, that
accepting the proposition would imply accepting
other propositions that are considered negative.
This technique follows the logical form: if A hap-
pens, then B, C, D, ... will happen, often leading
to exaggerated or ludicrous negative outcomes
while ignoring the likelihood of these events
occurring. The core essence behind this fallacy is
an assertion of some ‘first” event/action leading to
a domino-like chain of events that have significant
negative effects and consequences, while ignoring
and/or understating the likelihood of the sequence
of events from the first event leading to the end
point. It can also apply when oversimplifying
a positive outcome from a complex situation,
leading to misleading conclusions. This technique
is characterized by a failure to engage with the
validity of the original argument and often relies
on an exaggerated portrayal of potential negative

consequences, as well as a failure to provide
evidence for the claimed causal relationships.
Additionally, it can be used to promote certain
actions by suggesting they will lead to major
positive outcomes, with the promise of a significant
event in the end, but the key characteristic remains
the lack of substantiation for the causal links. This
technique typically oversimplifies the likelihood of
the events occurring and ignores the complexity
and nuances of the situation.

C.18 False Equivalence

v1: A technique that attempts to treat scenarios that
are significantly different as if they had equal merit
or significance. In particular, an emphasis is being
made on one specific shared characteristic between
the items of comparison in the argument that is
way off in the order of magnitude, oversimplified,
or just that important additional factors have
been ignored. The introduction of the certain
shared characteristics of the scenarios is then
used to consider them equal. This technique has
the following logical form: A and B share some
characteristic X. Therefore, A and B are equal.
v2: A technique that attempts to treat scenarios that
are significantly different as if they had equal merit
or significance, particularly by emphasizing one
specific shared characteristic between the items of
comparison in the argument that is oversimplified
or ignores important additional factors. The
introduction of this shared characteristic is used
to argue that the scenarios are equal, typically
following the logical form: A and B share some
characteristic X. Therefore, A and B are considered
equal, despite significant differences in context
or implications. This technique is evident when
an argument states that A and B share some
characteristic X, leading to the conclusion that A
and B are equal, even when the contexts of A and
B are fundamentally different. It is important to
note that the technique is only applicable when a
comparison is explicitly made between two distinct
scenarios in a way that suggests they are being
treated as equivalent. The technique is not present
if the comparison does not imply equality or if
it critiques without equating. Additionally, this
technique can lead to a distorted understanding
of the issues at hand by failing to acknowledge
the complexities and nuances that differentiate the
scenarios.
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C.19 Slogans

vl: A brief and striking phrase that may include
labeling and stereotyping. Slogans tend to act as
emotional appeals.

v2: A brief and striking phrase that may include
labeling and stereotyping, often used to create
emotional appeals. Slogans are typically mem-
orable and concise, serving as a rallying cry or
persuasive statement. They aim to influence public
opinion or behavior by simplifying complex ideas
into catchy phrases that resonate with the audience,
encapsulating a larger message or sentiment in
a way that influences public perception. Crafted
to resonate emotionally, slogans enhance their
impact and recall, making them powerful tools
for communication, specifically designed to
persuade or influence opinions and attitudes.
Slogans are particularly effective in advertising
and political campaigns, capturing attention
quickly and conveying a clear message. This
makes them integral to campaigns that seek to
drive action or change perceptions, often used
strategically to create a lasting impression and
shape brand identity or political narratives. They
are typically found in persuasive contexts rather
than purely factual statements, aiming to provoke a
strong emotional response and influence attitudes
and behaviors. Slogans tend to act as emotional
appeals, presented as standalone statements in
a recognizable and memorable format, further
reinforcing their effectiveness in persuasion.
Additionally, slogans are designed to encapsulate
a message succinctly, emphasizing their role in
influencing opinions and attitudes. They often
act as emotional appeals, effectively conveying a
message in a concise manner.

C.20 Conversation Killer

v1: This includes words or phrases that discourage
critical thought and meaningful discussion about a
given topic. They are a form of Loaded Language,
often passing as folk wisdom, intended to end an
argument and quell cognitive dissonance.

v2: This includes words or phrases that discourage
critical thought and meaningful discussion about a
given topic by presenting it as an undeniable fact,
often by oversimplifying complex issues, asserting
a false consensus, or denying the existence of
disagreement. They dismiss opposing viewpoints
as repetitive or unoriginal, thereby shutting down

further inquiry. They often manifest as dismissive
statements, oversimplifications, or generalizations
that shut down further dialogue, and are a form of
Loaded Language, often passing as folk wisdom,
intended to end an argument and quell cognitive
dissonance. Additionally, they may be used
strategically to reinforce existing beliefs and dis-
courage any exploration of alternative perspectives,
indicating a clear intent to dismiss opposing views
and prevent further dialogue. The presence of such
language should be evident in the text to classify it
as a Conversation Killer. Examples include state-
ments that simplify complex issues, assert a false
consensus, label opposing arguments as unoriginal,
or use dismissive language that prevents further
discussion, which further illustrates their role in
stifling discussion. The absence of such language
in a text indicates that the Conversation Killer
technique is not present.

C.21 Appeal to Time

v1: The argument is centered around the idea that
time has come for a particular action. The very
timeliness of the idea is part of the argument.

v2: The argument is centered around the idea that
time has come for a particular action, explicitly
indicating that the current moment is significant
for the argument being made and emphasizing
the urgency and necessity of acting in the present
context due to a specific time-related situation.
The very timeliness of the idea is part of the
argument, often suggesting that delay could result
in missed opportunities or negative consequences.
Additionally, it may invoke a sense of imme-
diacy, explicitly stating that immediate action
is necessary due to current circumstances, and
implying that the current context or situation
makes the action particularly relevant or necessary
right now. It highlights that the urgency and
appropriateness of the timing in relation to the
action being proposed are crucial components of
the argument, reinforcing the idea that immediate
action is essential. The emphasis on timeliness
serves as a persuasive element, urging individuals
to recognize the importance of acting without
delay. This technique can also leverage societal
or cultural pressures that prioritize promptness,
further enhancing the perceived necessity of
immediate action. Furthermore, it may appeal to
the audience’s emotions by creating a sense of
fear or anxiety about the consequences of inaction,
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thereby strengthening the call for immediate
response or change. Importantly, the argument
focuses on the urgency and timeliness of the action
itself, rather than merely discussing the conse-
quences of inaction over time, and emphasizes
the appropriateness of the idea in the present
moment, highlighting the significance of the
current moment in relation to the proposed action
and its connection to past events. Additionally, it
underscores the importance of addressing current
issues, reinforcing the notion that the present
context demands immediate attention and action,
and suggesting that the current moment is critical
for the proposed action. The argument should
clearly indicate that a specific action is being
advocated for at this moment in time, with the
timeliness of the idea being a crucial part of
the argument, emphasizing that the urgency and
timeliness of the idea are critical elements of the
overall persuasion.

C.22 Loaded Language

v1: use of specific words and phrases with strong
emotional implications (either positive or negative)
to influence and to convince the audience that an
argument is valid. It is also known as Appeal to
Argument from Emotive Language.

v2: Loaded Language technique involves the
use of specific words and phrases with strong
emotional implications (either positive or negative)
to influence and convince the audience that an
argument is valid or invalid, particularly when
such language is used to evoke a strong emotional
response or bias in the audience. It is characterized
by emotionally charged language that seeks to
provoke a strong reaction, aiming to bypass
logical reasoning and appeal directly to the
audience’s feelings. This technique can manipulate
perceptions by framing issues in a way that elicits
specific emotional reactions, often leading to
biased interpretations of the argument presented.
Additionally, it can sway opinion by leveraging
the emotional weight of language to create a
sense of urgency or importance around the issue
at hand, often by evoking strong feelings such
as shame, pride, anger, sympathy, or admiration,
and may involve the use of vivid imagery to
enhance the emotional impact of the message. It
is important to note that loaded language can also
lead to oversimplification of complex issues, as
it may reduce nuanced arguments to emotionally

charged slogans or catchphrases. Furthermore,
loaded language is characterized by the presence
of emotionally charged terms that seek to elicit
a strong reaction rather than present objective
facts, often by evoking strong feelings and moral
judgments, and it sways opinion rather than
providing a balanced view of the argument. The
presence of such language must be evident in
the text to determine its use, and this technique
is particularly effective when such language is
used to provoke strong reactions, specifically
designed to influence the audience’s perception
and emotional response, aiming to sway opinions
or feelings. It is also known as Appeal to Argu-
ment from Emotive Language. The presence of
emotionally charged language rather than neutral
or simple expressions is essential for identifying
this technique, often characterized by the absence
of neutral language. The technique often employs
biased language to reinforce emotional appeals,
emphasizing the emotional implications of the
language used, and it specifically targets the
audience’s feelings related to the subject matter
to enhance its persuasive impact. Additionally,
loaded language often involves framing individuals
or groups in a particular light, which can further
influence the audience’s perception and emotional
response, and it can evoke fear, anger, or pride to
strengthen its persuasive effect.

C.23 Obfuscation, Intentional Vagueness,
Confusion

v1: This fallacy uses words that are deliberately
not clear, so that the audience may have its own
interpretations. For example, an unclear phrase
with multiple or unclear definitions is used within
the argument and, therefore, does not support the
conclusion. Statements that are imprecise and
intentionally do not fully or vaguely answer the
question posed fall under this category too.

v2: This fallacy uses words that are deliberately
not clear, so that the audience may have its own
interpretations. For example, an unclear phrase
with multiple or unclear definitions is used within
the argument and, therefore, does not support the
conclusion. Statements that are imprecise and
intentionally do not fully or vaguely answer the
question posed fall under this category too. The
use of vague terms or phrases that can lead to
confusion about their meaning is a key indicator
of this technique. Additionally, phrases that lack
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specificity and can lead to confusion about their
meaning or implications are also considered part of
this technique. Furthermore, the use of ambiguous
terms or phrases that lack specific meaning can
lead to confusion and misinterpretation. Phrases
that describe situations without specific details or
clarity can also exemplify this technique, further
obscuring the intended message and making it
difficult for the audience to discern the actual
argument being made. Moreover, phrases that
create confusion about the severity or nature of a
subject can also exemplify this technique, adding
to the overall vagueness and misinterpretation
of the argument. The use of ambiguous terms
or references that lack specificity contributes
to confusion and misinterpretation. The use of
ambiguous terms or phrases that can be interpreted
in various ways contributes to the obfuscation of
the argument.

C.24 Exaggeration - Minimisation

v1: This technique consists of either representing
something in an excessive manner — by making
things larger, better, worse (e.g., the best of the
best, quality guaranteed) — or by making something
seem less important or smaller than it really is (e.g.,
saying that an insult was just a joke), downplaying
the statements and ignoring the arguments and the
accusations made by an opponent.

v2: This technique consists of either representing
something in an excessive manner — by making
things larger, better, worse (e.g., the best of the
best, quality guaranteed) — or by making something
seem less important or smaller than it really is (e.g.,
saying that an insult was just a joke), downplaying
the statements and ignoring the arguments and
the accusations made by an opponent. It can also
involve using hyperbolic language to emphasize
negative actions or consequences while minimizing
the perceived importance of accountability. The
technique is characterized by clear instances of
hyperbole or minimization in the language used,
and it can be identified through specific phrases
that amplify or diminish the perceived reality of a
situation. Additionally, it may involve emphasizing
extreme negative situations while neglecting any
positive aspects or responses, further skewing the
audience’s understanding. The technique is evident
when there are clear examples of inflated claims or
significant downplaying of issues, often leading to
a distorted perception of reality.

C.25 Repetition

vl: The speaker uses the same word, phrase,
story, or imagery repeatedly with the hope that the
repetition will lead to persuade the audience.

v2: The speaker uses the same word, phrase, story,
or imagery repeatedly, at least twice, within a
context to persuade the audience, emphasizing
the importance or urgency of the message. This
includes instances where the repetition is clearly
aimed at reinforcing a point or argument, and
it encompasses cases where the same element
is reiterated multiple times throughout the text,
particularly in close proximity, to reinforce the
message. The repetition must be evident in the
text, specifically through clear and noticeable
instances of repetition, emphasizing the emotional
or thematic significance of the repeated elements.
Additionally, this includes instances where the
same elements are reiterated in close proximity to
further emphasize a point, particularly through the
use of specific phrases that highlight key points
or failures. The repetition must occur multiple
times within the text to effectively contribute
to the persuasive impact, specifically through
clear and intentional reiteration of key elements,
while also highlighting the importance of the
repeated elements and their emotional or thematic
significance. The definition also emphasizes the
act of repeating these elements multiple times
within the discourse as a critical aspect of the
technique, specifically by emphasizing key points
through reiteration, and it highlights the need
for the audience to notice the repeated elements,
thereby enhancing the perceived urgency of the
message. The speaker employs this technique with
the hope that the repetition will lead to persuasion,
specifically focusing on instances where the same
element is reiterated to emphasize a point, and this
repetition must be clearly identifiable within the
text. Furthermore, this technique also includes
instances where the same concept is reiterated in
different forms or contexts, allowing for a broader
interpretation of the repeated ideas, including
cases where the same concept is reiterated without
significant variation. This includes instances where
the same concept is emphasized through multiple
occurrences, reinforcing the overall persuasive
effect, specifically by emphasizing key points
or themes through their recurrence, and it also
includes cases where the repetition is intended
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to evoke an emotional response. Additionally,
the repetition may be intended to create a rhythm
in the message, further enhancing its persuasive
quality. This includes instances where the same
element is used multiple times within a text or
speech, reinforcing the overall message, and it
also includes instances where the same element
is emphasized multiple times throughout the text,
specifically emphasizing the persuasive effect of
such repetition. This definition also highlights the
importance of direct repetition of the same concept,
rather than merely mentioning similar ideas, to
strengthen the persuasive impact, specifically
through the use of identical or very similar
elements in close proximity. If no such repetition
is present, the technique is not considered used, as
the absence of such repetition indicates that the
technique is not applied. This can be identified
by the presence of at least one instance of such
repetition in the text, specifically with the hope
that the repetition will lead to persuading the
audience, particularly by emphasizing key terms or
concepts that are central to the argument; this can
be identified by the presence of identical or similar
elements appearing multiple times in the text,
particularly within a short span of text, specifically
emphasizing the same elements multiple times for
effect, and specifically emphasizing the impact of
the repeated elements on the audience’s perception.

253



SlavicNLP 2025 Shared Task: Detection and Classification of Persuasion
Techniques in Parliamentary Debates and Social Media

Jakub Piskorski,! Dimitar Dimitrov,? Filip Dobranié¢,> Marina Ernst,*
Jacek Haneczok,’ Ivan Koychev,? Nikola Ljubesié¢,%* Michat Marcinczuk,’
Arkadiusz Modzelewski,®® Ivo Moravski,> Roman Yangarber'’
"nstitute of Computer Science, Polish Academy of Science, Poland jpiskorski@gmail.com

2 Sofia University "St. Kliment Ohridski", Bulgaria ({ilijanovd, koychev, moravski} @fmi.uni-sofia.bg

3 Institute for Contemporary History, Ljubljana, Slovenia filip.dobranic@inzsi

4 University of Koblenz, Germany marinaernst@uni-koblenz.de
® Visa Technology Europe jacek.haneczok @gmail.com
6 JoZzef Stefan Institute, Ljubljana, Slovenia nikola ljubesic @ijs.si
7 CodeNLP, Poland marcinczuk @ gmail.com
8 University of Padua, Italy arkadiusz.modzelewski@unipd.it
9 Polish-Japanese Academy of Information Technology, Poland arkadiusz.modzelewski @pja.edu.pl
10 University of Helsinki first last@helsinki.fi

Abstract

We present SlavicNLP 2025 Shared Task on
Detection and Classification of Persuasion
Techniques in Parliamentary Debates and So-
cial Media. The task is structured into two
subtasks: (1) Detection, to determine whether
a given text fragment contains persuasion tech-
niques, and (2) Classification, to determine for
a given text fragment which persuasion tech-
niques are present therein using a taxonomy of
25 persuasion technique taxonomy. The task
focuses on two text genres, namely, parliamen-
tary debates revolving around widely discussed
topics, and social media, in five languages: Bul-
garian, Croatian, Polish, Russian and Slovene.
This task contributes to the broader effort of
detecting and understanding manipulative at-
tempts in various contexts. There were 15
teams that registered to participate in the task,
of which 9 teams submitted a total of circa
220 system responses and described their ap-
proaches in 9 system description papers.

1 Introduction

Persuasion techniques are psychological instru-
ments that people use to influence others’ opinions
and actions. Some of such techniques use invalid
or otherwise faulty reasoning in the construction of
an argument, while others intentionally appeal to
emotions to cause the recipient of the information
to experience certain feelings, e.g. fear, in order

The views and opinions expressed in this article are solely
those of the authors and do not necessarily reflect the official
policy or position of Visa. Any statements, insights, or con-

clusions presented are made in a personal capacity and should
not be attributed to Visa or its affiliates.

to win an argument, especially in the absence of
factual evidence.

Persuasion constitutes an essential part of po-
litical debates and impacts the outcome of policy-
related decisions. Persuasion is also a weapon used
by social media influencers to manipulate public
opinion. Several shared tasks have been held over
the years to study the detection and categorization
of persuasive techniques in different text genre and
discourse. In this paper, we present SlavicNLP
2025 Shared Task on Detection and Classification
of Persuasion Techniques in Parliamentary Debates
and Social Media, which uses a taxonomy of 25
fine-grained persuasion techniques and covers 5
Slavic languages, namely, Bulgarian, Croatian, Pol-
ish, Russian and Slovene. This task contributes to
the broader effort of detecting and understanding in-
fluencing and manipulative attempts in parliamen-
tary and social media contexts. 15 teams registered
to participate in the task, of which 9 teams sub-
mitted a total of circa 220 system responses, and
described their approaches in 9 system description
papers.

The paper is organized as follows. Section 2
introduces the two subtasks. Section 3 surveys re-
lated work. Section 4 describes the training and
test datasets created for the task. Section 5 gives an
overview of the evaluation framework. Section 6
presents the results of the competition and compari-
son of the participant systems. Section 7 concludes
with a summary of the task.
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2 The Tasks

The task focuses on the detection and classifica-
tion of Persuasion Techniques in 5 Slavic lan-
guages: Bulgarian (BG) , Croatian (HR), Polish
(PL), Slovene (SI) and Russian (RU) in two types of
texts: (a) parliamentary debates on highly-debated
topics (BG, HR, PL, SI), and (b) social media posts
related to the spread of disinformation (RU).
The task consists of two subtasks:

1. Subtask 1: (Detection) Given a text and a list
of text fragment offsets, determine for each
corresponding text fragment whether it con-
tains one or more persuasion techniques from
a given taxonomy of persuasion techniques,

2. Subtask 2: (Classification) Given a text and
a list of text fragment offsets, determine for
each span which persuasion techniques are
present in it (the set could be empty). The text
fragments correspond to paragraphs.

Subtask 1 is a binary classification task, whereas
Subtask 2 is a multi-class multi-label classification
task.

2.1 Taxonomy

In this task we exploit the taxonomy from SemEval
2023 Task 3 (Piskorski et al., 2023c), which is ex-
tended by two new persuasion techniques, namely:
false equivalence,' and appeal to pity.> The ex-
tended taxonomy is shown in Figure 1. Definitions
and examples are provided in Appendix A

3 Related Work

Parliamentary debates have been receiving consid-
erable attention in the natural language processing
community for several reasons. One is the avail-
ability of a significant amount of textual data (Er-
javec et al., 2024), sometimes with translations into
multiple languages (Koehn, 2005). In addition to
textual data, recordings are often available, present-
ing a great opportunity for building speech and text
datasets (Ljubesic et al., 2024) not riddled with pri-
vacy or copyright concerns. The metadata on speak-
ers allows for various downstream research direc-
tions, such as speaker profiling (Ljubesi¢ and Rup-
nik, 2002) or political leaning analysis (Evkoski

lhttps ://www.logicallyfallacious.com/
logicalfallacies/False-Equivalence

Zhttps://www.logicallyfallacious.com/
logicalfallacies/Appeal-to-Pity

ATTACK ON REPUTATION

- Name Calling or Labelling
- Guilt by Association

- Casting Doubt

- Appeal to Hypocrisy

- Questioning the Reputation

JUSTIFICATION

- Flag Waiving

- Appeal to Authority

- Appeal to Popularity

- Appeal to Fear, Prejudice
- Appeal to Values

DISTRACTION

- Strawman

- Whataboutism

- Red Herring

- Appeal to Pity

SIMPLIFICATION

- Causal Oversimplification

- False Dilemma or No Choice

- Consequential Oversimplification
- False Equivalence

CALL

- Slogans

- Conversation Killer
- Appeal to Time

MANIPULATIVE WORDING

- Loaded Language

- Obfuscation, Intentional Vagueness, Confusion
- Exaggeration or Minimisation

- Repetition

Figure 1: Two-tier Persuasion Technique taxonomy.

and Pollak, 2023). Howeyver, the data also allow for
further enrichment, such as political agenda (Seb8k
et al., 2024), or sentiment (Mochtak et al., 2024)
, opening up additional research directions (Aber-
crombie and Batista-Navarro, 2020).

3.1 Related shared tasks

Several shared tasks have been held over the years
to study the detection and categorization of per-
suasive techniques. The first tasks NLP4IF-2019
Shared Task on Fine-Grained Propaganda Detec-
tion (Da San Martino et al., 2019); SemEval-2020
Task 11 on Detection of Persuasion Techniques in
News Articles (Da San Martino et al., 2020) fo-
cused on the detection of persuasion techniques
in text fragments and document-level classifica-
tion with an initial taxonomy of 18 techniques in
English news articles. Later on, SemEval-2023
Task 3 on Detecting the Category, the Framing,
and the Persuasion Techniques in Online News in
a Multi-lingual Setup (Piskorski et al., 2023b) re-
fined and extended the taxonomy to a total of 23
persuasion techniques, grouped in 6 different cat-
egories. Moreover, the task introduced texts in
nine languages, including Slavic languages like
Polish and Russian, enabling multilingual research.
Furthermore, CLEF 2024 Task 3 on Persuasion
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Techniques (Piskorski et al., 2024) built upon the
Semeval-2023 Task 3 by including new articles
in five languages, two of which from the Slavic
family—Arabic, Bulgarian, English, Portuguese,
and Slovene. Unlike the tasks mentioned so far,
which focus on news articles, DIPROMATS 2023:
automatic detection and characterization of propa-
ganda techniques in messages from diplomats and
authorities of world powers (Moral et al., 2023) and
DIPROMATS 2024: Detection, characterization
and tracking of propaganda in messages from diplo-
mats and authorities of world powers (Moral et al.,
2024) turn their attention to diplomatic tweets, re-
leasing a dataset of more than 21,000 tweets in En-
glish and Spanish, posted by authorities of China,
Russia, United States and the European Union, a
novel angle that explores governmental propaganda
directly at its source. Additionally, the studies
adapt the original (Da San Martino et al., 2019)
taxonomy to a new version of 15 persuasion tech-
niques. Other shared tasks on persuasion that build
upon the already mentioned taxonomies but con-
cerning content in Arabic include: (Alam et al.,
2022; Hasanain et al., 2023)

In parallel to language analysis, several tasks
were organized on the detection of persuasion tech-
niques in multimodal content (vision language),
particularly in memes SemESemEval-2021 6 on
Detection of Persuasion Techniques in Texts and
Images (Dimitrov et al., 2021). This shared task
featured an extension of the Semeval-2020 taxon-
omy, incorporating persuasion only found in the
visual content, totaling 22 techniques—20 multi-
modal and 2 vision-only. The presented dataset,
collected from Facebook public groups, consisted
of 950 English memes. Subsequently, SemEval-
2024 Task 4 on Multilingual Detection of Persua-
sion Techniques in Memes (Dimitrov et al., 2024)
significantly increased the data with more than ten
thousand memes, with the addition of memes in
two Slavic languages—Bulgarian and North Mace-
donian. Hasanain et al. (2024) also conducted a
task on memes but applied it to Arabic multimodal
content.

In contrast to existing shared tasks, this edition
of SlavicNLP focuses on detecting and classify-
ing persuasion techniques in parliamentary debates
from various Slavic-speaking countries, with the
aim of improving the understanding of how politi-
cal leaders influence public opinion, guide policy
decisions, and frame key issues. To the best of our

BG PL RU SI

Documents 20 15 27 15
Paragraphs 363 289 239 108
Paragraphs with PTs 168 194 166 58
Text spans annotated 756 886 256 632
PTs covered 25 25 24 23
AVG words/document 1126 1280 327 1164

Table 1: Training data statistics across languages: PT—
Persuasion Techniques.

knowledge, this is the first shared task that focuses
on the domain of parliamentary debates.

4 Datasets
4.1 Training data

As training data, the task exploits a number
of pre-existing datasets with text span-level and
paragraph-level annotated persuasion techniques,
created for prior SemEval tasks (Da San Martino
et al., 2020; Dimitrov et al., 2021; Piskorski et al.,
2023b) and CLEF 2024 (Piskorski et al., 2024).
For three Slavic languages—Bulgarian, Polish, and
Russian—annotated data were available from these
resources. Participants were provided with a small
additional domain-tailored (i.e., parliamentary de-
bates, social media) training dataset, whose statis-
tics are in Table 1. Note that Croatian training data
was not available.

4.2 Test data

The test data set comprises 206 documents in five
languages. Most documents are excerpts from par-
liamentary session transcriptions covering a variety
of topics, except for the Russian subset, which
consists of news articles. The dataset covers 25
persuasion techniques, with the number of anno-
tations per technique ranging from 59 for False
Equivalence to 906 for Loaded Language. Table 2
provides detailed test data statistics for each lan-
guage, and Figure 2 provides the distribution of the
persuasion techniques and comparison across the
languages.

4.2.1 Bulgarian

For Bulgarian, the document captures a deeply po-
larized debate in the Bulgarian parliament, cen-
tered on Bulgaria’s foreign policy (especially re-
garding military aid to Ukraine) against a backdrop
of domestic discontent, concerns about national
sovereignty and broader questions about Bulgaria’s
place in international order. The discussions inter-
twine international issues (Gaza, Western Sahara,
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Figure 2: Distribution of persuasion technique annotations (per language)

Ukraine), domestic priorities, procedural integrity,
and national identity, reflecting the complexity and
intensity of current Bulgarian political discourse.

4.2.2 Polish

For Polish, the documents contain recent debates
in the Polish parliament on several major topics:
the highly polarized dispute over abortion laws, na-
tional security and defense policy, Poland’s role
and challenges within the European Union, pro-
posed amendments to strengthen hate crime and
anti-discrimination laws; and a range of social and
economic issues, including vaccination policy, for-
est management, mass layoffs, mental health aware-
ness, and calls for better wages for school support
staff.

4.2.3 Croatian

For Croatian, the documents contain extensive de-
bates from the Croatian Parliament in 2022, focus-
ing on legislative challenges, economic pressures,
and social issues. Central topics include the con-
troversial Law on Land Consolidation and its im-
plementation barriers, disputes over constitutional
reforms and the role of the Constitutional Court,
and the handling of referendums. Economic discus-
sions address energy strategy amid the Ukraine war,
inflation, the adoption of the euro and government
interventions in energy pricing. The debates also

highlight EU-funded regional development, mental
health, labor law, food security, the introduction of
ecocide as a crime, and persistent concerns about
corruption, media independence, and the legacy of
historical events and minority rights.

4.2.4 Russian

For Russian, the documents cover a range of cur-
rent social and political issues. They discuss the
dynamics of the Ukraine-Russia war, including per-
ceptions of negotiations between Putin and Trump,
and Russia’s broader geopolitical struggle with the
West. Topics also include the spread of disinfor-
mation, particularly how Ukrainian actors exploit
Russian officials’ weaknesses to undermine trust in
government and sow confusion among the public.
Significant attention is paid to demographic chal-
lenges; migration and integration problems related
to tensions between native Russians and migrants
from Central Asia, as well as the perceived failure
of state policies to foster assimilation or protect
Russian interests. The resilience of civilians in con-
flict zones and the importance of national unity and
faith are emphasized as key themes for Russia’s
future.

4.2.5 Slovene

For Slovene, the documents cover major topics
from Slovenian parliamentary sessions, including
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BG HR PL RU SI

Documents 59 10 38 63 36
Paragraphs 1,361 74 729 590 487
Paragraphs with PTs 735 34 462 444 157
Text spans annotated 2,520 263 2,160 833 551
PTs covered 25 23 25 25 25
AVG words/document 1,153 1,192 1,189 373 1,059

Table 2: Test data statistics across languages

government oversight of police operations and
mechanisms for ministerial supervision. They ad-
dress economic responses to the COVID-19 cri-
sis, notably Slovenia’s participation in the Pan-
European Guarantee Fund to support businesses.
Amendments to the State Administration Act are
discussed, focusing on reorganizing ministerial re-
sponsibilities, such as forestry and military heritage
management. The documents contain debates on
social issues like rising poverty and energy prices.
The annual report of the Human Rights Ombuds-
man is reviewed, emphasizing the impact of pan-
demic measures on human rights and state account-
ability. Infrastructure and energy policy, including
the operation of Maribor Airport and strategies for
energy independence, are also covered.

4.3 Annotation process

For the annotation of the documents with persua-
sion techniques, a dedicated team was set up for
each of the five languages of the task, supervised by
a designated language coordinator, and consisted
of two to four annotators and one curator. Most of
the annotators were native speakers and had prior
experience in linguistic annotations, in particular,
in the area of propaganda and manipulative narra-
tives annotations. The background of annotators
covered various disciplines, including, i.a., com-
putational linguistics and humanities and social
sciences, some of which were students. The an-
notators underwent comprehensive training, which
involved studying the detailed annotation guide-
lines (Piskorski et al., 2023a).

Each document was annotated by two annota-
tors. Given the complexity of annotating persua-
sion techniques in texts (Stefanovitch and Pisko-
rski, 2023) a curator was assigned to each lan-
guage to verify adherence to predefined guidelines
and to systematically review the annotations, as-
sess their accuracy and quality, and merge and se-
lect the most appropriate ones. Regular meetings
were conducted in each language team, and across
languages—to resolve disagreements and maintain

consistency in annotations.

For the task of annotating documents with per-
suasion techniques we adapted INCEpTION (Klie
et al., 2018), a web-based collaborative annotation
framework.

5 Evaluation Framework

5.1 Evaluation Measures

The following are used as official metrics for rank-
ing the participant systems on the two subtasks:

1. Detection: I}
2. Classification: macro and micro F}

For Subtask 2, we also computed F} scores for
the classification of each type of persuasion tech-
nique to compare the results of the shared task par-
ticipants with the results obtained on similar tasks
organized in some recent competitions at SemEval
and CLEF.

5.2 Official formats and naming conventions

5.2.1 Source Documents

The files containing the source documents use
UTF-8 encoding and have a name starting with 2-
letter encoding of the language (capitalized) and
followed by an underscore and a unique identifier,
e.g.,PL_articlel123.

5.2.2 Gold-label file(s)

For Subtask 1 the gold-label file consist of lines,
where each line consists of four tab-delimited ele-
ments:

articlelD start end persuasion_flag

where persuasion_flag indicates whether the
text fragment starting at start and ending at end
character position in the document articleID con-
tains at least one persuasion technique.

For Subtask 2 the gold-label file consists of
lines, where each line consists of three or more
tab-delimited elements in the following format:

ptN

where pt1, ptN is a list of N labels (might
be empty) corresponding to persuasion techniques
present in the text fragment starting at start and
ending at end character position in the document
articlelD.

articleID start end pti

5.2.3 Submission file(s)

The submission files have a format identical to that
of the gold-standard label files described above.
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BG HR PL RU SI
Team Fy Team Fi Team Fy Team F Team Fi
FactUE 0.88  FactUE 0.96  oplot 0.90  INSAntive 0.87 UFAL4DEM 0.86
baseline 0.88  baseline 0.94  syntax_squad 0.90  Gradient-Flush 0.86 FactUE 0.85
oplot 0.87 UFAL4ADEM 0.94  FactUE 0.90 UFAL4DEM 0.86  baseline 0.85
syntax_squad 0.87  oplot 0.92  baseline 0.90  FactUE 0.84  oplot 0.85
UFAL4DEM 0.86  INSAntive 0.89 UFAL4DEM 0.89  baseline 0.83  syntax_squad 0.82
Gradient-Flush ~ 0.84  Gradient-Flush  0.85  Gradient-Flush  0.88  oplot 0.83  Gradient-Flush  0.81
PSAL_NLP 0.82 PSAL_NLP 0.83  INSAntive 0.88  syntax_squad 0.80  INSAntive 0.65
INSAntive 0.81 PSAL_NLP 0.83  PSAL_NLP 0.73  PSAL_NLP 0.62
Table 3: Subtask 1: F} scores
BG HR PL RU SI
Team FlM Team FIM Team FlM Team FlM Team FIM
PSAL_NLP 0.32  Gradient-Flush  0.36 PSAL_NLP 0.32  PSAL_NLP 0.21  PSAL_NLP 0.26
INSAntive 0.21  UFAL4DEM 0.33  FactUE 0.29  INSAntive 0.18  Gradient-Flush  0.19
UFAL4DEM 0.19 PSAL_NLP 0.32 Gradient-Flush ~ 0.28 Gradient-Flush ~ 0.13 UFAL4DEM 0.15
oplot 0.19  oplot 0.28  INSAntive 0.26  oplot 0.13  baseline 0.14
Gradient-Flush ~ 0.17  baseline 0.21 UFAL4DEM 0.23  UFAL4DEM 0.11  INSAntive 0.14
dutir 0.15  dutir 0.18  oplot 0.21  FactUE 0.02  oplot 0.11
baseline 0.07  INSAntive 0.18  dutir 0.21  baseline 0.01  dutir 0.11
FactUE 0.04  FactUE 0.05  baseline 0.10 FactUE 0.02

Table 4: Subtask 2: Macro-averaged F scores

5.3 Task Organization

The shared task was conducted in two phases:
Development Phase: initially, the participants
were provided only with references to existing
datasets annotated with persuasion techniques,
which covered many languages and text genre.
Three of the languages—Bulgarian, Polish and
Russian—were covered by these datasets. At a
later stage, an additional small training dataset cov-
ering the domain of parliamentary debates and so-
cial media was released to the participants in order
to better tailor their solutions for the tasks.

Test Phase: in the second phase, the raw docu-
ments of the zest set (without the gold-standard an-
swers) were released. The participants were given
approximately 7 days to submit their final predic-
tions on the fest set for both subtasks. Participants
were allowed to submit up to a maximum of 5 re-
sponses per language; the response with the best
scores was considered for the official rankings of
the team.

A total of 15 teams registered to participate in
the task. Nine teams submitted system responses,
of which 8 submitted valid responses. Seven teams
participated in both tasks, while 1 team participated
only in subtask 1, and 1 team participated only in
subtask 2. In total, 220 valid system responses
were submitted and compared.

Official results for the test phases are available

on the web site of the shared task.? The repository
with the evaluation and conformity scripts is at
github.com/jacxhanx/PersuasionNLPTools

6 Participants and Results

This section provides the official results on the two
subtasks and a comparison of the approaches used
by the participants in terms of models and resources
exploited. We also compare the participant systems
against a transformer-based baseline system.

6.1 Baselines

The main principle behind the development of our
baseline systems is fine-tuning a pretrained multi-
lingual language model using the provided task-
specific data. We use the XLM-RoBERTa-base
(Conneau et al., 2019) model that operates at the
paragraph level: inputs are tokenized and padded
if they are shorter than the specified input length
and truncated if they exceed this limit. To train
the model, we merged data from all available lan-
guages and performed a split, allocating 75% for
training and 25% for validation. We do not apply
any other data preprocessing.

For the binary persuasion detection task, we add
a binary classification head to the model and fine-
tune it to distinguish between persuasive and non-
persuasive content. For the persuasion technique
classification task (which is a multi-class, multi-
label classification problem) we apply a sigmoid

3bsnlp.cs.helsinki.fi/shared-task.html
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BG HR PL RU SI
Team F{"  Team F{™  Team F™  Team F™  Team i
PSAL_NLP 041  Gradient-Flush ~ 0.49 PSAL_NLP 0.42  INSAntive 0.30  Gradient-Flush ~ 0.32
INSAntive 0.34 PSAL_NLP 0.44  Gradient-Flush 041 PSAL_NLP 0.29 PSAL_NLP 0.30
Gradient-Flush ~ 0.34  baseline 0.44  INSAntive 0.41  oplot 0.21  baseline 0.27
dutir 0.28 UFAL4DEM 0.36  FactUE 0.39  Gradient-Flush  0.19  INSAntive 0.20
FactUE 0.23  dutir 0.30  dutir 0.36 UFAL4ADEM 0.13  dutir 0.19
UFAL4DEM 0.21  INSAntive 0.30 UFAL4DEM 0.25  FactUE 0.11  oplot 0.18
oplot 0.20  oplot 0.27  baseline 0.24  baseline 0.02 UFAL4DEM 0.17
baseline 0.16  FactUE 0.17  oplot 0.20 FactUE 0.08

Table 5: Subtask 2: Micro-averaged F} Scores

activation over the output layer to obtain indepen-
dent class probabilities. Rather than selecting only
the highest-scoring label, we adopt a fixed con-
fidence threshold of 0.3, and predict as positive
all classes whose probabilities exceed this value.
For baselines, we do not apply any hyperparame-
ter tuning. A full list of hyperparameters used to
reproduce our baselines is provided in Appendix B.
Model selection is based on the Fj score for the
positive class in the binary setting, and the micro-
averaged F) score in the multi-class, multi-label
setting. Our baseline models are publicly avail-
able.*

6.2 Subtask 1: Detetcion
6.2.1 Results

The official system ranking for subtask 1 is shown
in Table 3, with a visual comparison of the systems
including the baseline in Figure 3.

System performance by language

j

1;

]
=

Language

T
B

@
Q

0.7 0.8 0.9
Score

o
o

- Baseline INSAntive oplot
FactUE = PSALNLP 5 syntax_squad
ar:

=
=3 Gradient-Flush [~ UFAL4DEM

Figure 3: Subtask 1: System performance by language
and comparison versus baseline.

6.2.2 System Highlights

Except for Russian, most of the systems perform
below the XLLM-Roberta baseline. However, most

“Task 1 baseline model: https://huggingface.co/
SlavicNLP/SlavRoBERTa-Persuasion-Baseline, Task 2
baseline model: https://huggingface.co/SlavicNLP/
SlavRoBERTa-PT-Classification-Baseline

of the systems show to be very close to that base-
line, showing this baseline to be the upper bound
of the current technology.

FactUE, the best-performing system, probably
achieved the upper hand through an auxiliary con-
trastive learning objective along the main classi-
fication task. The team used GPT-4 to generate
semantically equivalent, but stylistically neutral
text, allowing the model to learn to separate content
from persuasion style. With that, the model became
less dependent on superficial and stylistic cues, en-
suring better generalization to new instances.

Based on the SyntaxSquad (Yahan et al., 2025)
submission which used no extra data outperform-
ing others which did, as well as the relatively small
margins in performance difference between sub-
missions with varying amounts of extra data, there
seems to be no relationship between obtaining addi-
tional data and system performance improvements.
For this subtask, fine-tuned BERT-like transformer
models outperform the single system based purely
on LLM prompting, however Loginova (2025)
seems to indicate LLM performance on par with
their fine/tuned transformer submission.

6.2.3 Comparison of approaches

In Table 6 we observe that most teams used sin-
gle (one team submitted an ensemble solution)
fine-tuned transformer models of the BERT fam-
ily. Fewer, but still the majority of submissions,
used extra training data, focusing mostly on previ-
ous similar tasks (Dimitrov et al., 2021; Piskorski
et al., 2023b; Dimitrov et al., 2024). Approaches to
producing additional training data can be roughly
split into two groups: the first one focused on pro-
viding more human-made data, the other instead
used various techniques to produce synthetic data
(either through machine translation or some other
generational process). One of the teams submitting
transformer-based systems presented an approach
using hyperbolic graph convolutional networks. A
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single team submitted LLM-prompt based systems
with no training (apart from in-context interven-
tions).

6.3 Subtask 2: Classification
6.3.1 Results

The official system ranking for subtask 2 is shown
in Table 4 (macro F}) and Table 5 (micro F}),
while a visual comparison of the systems in terms
of micro and macro F1, including the baseline, is
provided in Figure 5 and 6 respectively. Figure 4
provides a fine-grained comparison of F} for each
language and team by persuasion technique.

6.3.2 System Highlights

PSAL_NLP: best-performing system, achieved 1st
place on both macro F and micro F7, using chain-
of-thought prompts combined with a two-pass tech-
nique to split the persuasion techniques into two
groups (with a separate prompt for each group). In
this way, they address the problem of "cognitive
overload" when working with all 25 definitions.

UFAL4DEM: explored hierarchical text classifi-
cation using graph-based models embedded in hy-
perbolic space, where the authors model the persua-
sion label structure from the SemEval-2024 (Dim-
itrov et al., 2024) task as a graph, with each node
representing a technique, and edges reflecting hier-
archical relationships.

FactUE: first split the multi-label classification
problem into 25 binary classification tasks. Then
they introduce a process to refine persuasion tech-
nique definitions, which involves GPT-4.1-mini
generating “improved” definitions of persuasion
techniques, which are then used in the prompt
for evaluation. Using this approach, the authors
achieve significantly higher results compared to
prompting with the original PT definitions.

6.3.3 Comparison of approaches

In Table 7 we observe that the majority of the
teams opted for single fine-tuned transformer mod-
els, with XLM-RoBERTa being a frequent choice.
Almost every team used data from previous shared
tasks on persuasion techniques, and 3 teams used
machine-translated synthetic data to enrich their
dataset. Some teams experimented with automatic
data generation, creating explanations of each text
sample and combining the newly generated con-
tent with the original text to form new training
data. Two teams formulate the task as a multi-task
problem with 25 binary classifications. Regarding

system ranking, we notice differences in macro
Fy and micro F) leaderboards, with systems us-
ing commercial LLMs dominating the macro £
leaderboard, and micro F) leaderboards are mostly
dominated by single fine-tuned transformer models,
namely XLLM-RoBERTa. In terms of languages,
leaderboard results show that high-ranking systems
maintain their performance, except for the Russian
leaderboard, where the domain was news articles,
indicating that systems are not effective at transfer-
ring knowledge from parliamentary debates.

6.4 Discussion

Comparing the results from the current task with
recent competitions on persuasion techniques, e.g.,
(Piskorski et al., 2023b), we can make several
general observations. Although we can observe
some improvement in the results in terms of the
F-measures, these improvements are modest, and
results are largely similar the previous years.

For example, for some of the more frequent per-
suasion techniques, we get comparatively better
results; they appear to be easier to classify than
others. For example: Attacks on Reputation (Name
calling, Appeal to hypocrisy, Doubt); Justifications
(Appeal to popularity, Appeal to fear or preju-
dice); Manipulative Wording (Exaggeration/mini-
mization, Loaded language)—exhibit better scores
than other techniques, both in the current task and
those from previous years (Piskorski et al., 2023c).
They also have consistently higher support in the
dataset. Distractions and Simplifications—which
have less support—continue to score low.

Some differences in scores may be due to dif-
ferences in the sub-corpora; e.g., while scores on
Repetition are higher than in previous years for
Polish and Croatian, in Russian they are very low.
This may be because repetitions are not employed
as much in social media texts.

We should note that even for the classes that ap-
pear “easier” and better supported, performance is
still below usable levels. This suggests that clas-
sification of persuasion techniques remains a very
complex challenge.

Many more of the competing systems rely on
LLMs, as compared to earlier competitions. Thus,
one way to push progress on this challenge is by
increasing the amount of high-quality annotated
data. This may allow us to fine-tune LLMs to per-
form better analysis. However, developing such
datasets—and assuring their quality—is very ex-
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Reference Models used Ensemble  Extra  Synthetic ~ Notes

data MT data
GradientFlush Slavic-BERT — + +
(Senichev et al., 2025)
UFAL4DEM XLM-R-parla — + + Largest training set, uses hyperbolic
(Briickner and Pecina, 2025) graph convolutional networks.
INSANTIVE XLM-RoBERTa-base, — + —+ Training data augmented with LLM-
(Wang et al., 2025) XLM-RoBERTa-large generated explanations of PTs.
Oplot intfloat/multilingual-e5-small — + — Additional human-generated labels.
(Loginova, 2025)
FactUE jinaai/jina-embeddings-v3, — + — Contrastive loss and model debiasing,
(Ksigzniak et al., 2025) intfloat/multilingual-e5-large training example text pair generated

with LLM.

Syntax Squad BERTi¢*, + — —

(Yahan et al., 2025)

PSAL NLP
(Jose and Greenstadt, 2025)

XLM-RoBERTa-large,
bert-web-bg, herbert,
Polbert, Polish-roberta,
SloBERTa, SlovakBERT
CroSloEngual BERT,
Conversational Ru-BERT,
RuBERT-tiny, ruBert-base

gpt-40-mini and o4-mini
with prompt engineering

Table 6: Comparison of systems for Subtask 1.

F1 Scores by Team-Language Combination and Persuasion Technique

ATTACK_ON_REPUTATION JUSTIFICATION DISTRACTION SIMPLIFICATION CALL MANIPULATIVE_WORDING
FactUE_BG 24 09 58 10
Gradient-Flush BG{ 29 49 .17 .50 .56 |21 .39 .15 21 .42 07 05 04|20 11 .14 19 38 54 02 .15
INSAntive BG { 36 47 18 51 46 |.15 43 17 28 .37 08 11 14 12 40 37 2831 52 12 21
PSALNLPBG{ 46 40 38 [.60 W641 40 52 42 43 54 48 14 24128 38 32 32 15 41'.40 (55 27 28
UFALUDEM BG{ 25 44 05 44 49 06 .14 11 13 21 .18 09 .11 .14 .19 .15 24 12 04 26 06 24 44 26 .13
dutir BG| 28 .48 38 24 29 40 16 .18 27 07 16 04 02 07 14 24 41 18
oplot BG{ 24 40 11 53 43 (03 20 .09 .15 29 .09 .08 .06 .10 .19 .12 21 .05 .01 .17 .10 26 49 26 .11 08
FactUE_HR 48 62 :
Gradient-Flush HR { 62 .58 47 50 .62 48 WEEM 44 44 14 19 10 .32 .38 20 47 38 52
INSANtive HR { .40 .57 40 38 19 N 40 47 41 40
PSAL_NLP'HR { 45 = 58 50 50 .22 [[59" 57 .25 40 40 33 61 57 50
UFAL4DEM_HR{ 50 56 .06 .37 .60 .44 .50 .40 13 50 15 15 .07 .44 .40 10 35 44 13 42 38 40
dutir HR{ 56 .41 24 37 29 30 40 33 29 13 53 40 64
3 oplot HR{ .40 <51 .06 54 45 28 597 29 45 .12 19 09 .07 .04 (52 34 03 11 21 48 31 31 06
© FaCtUEPL{"57 44 22 38 .51 42 (57 44 43 44 |49 11 12 35 26 .33 29 [i59 41
3 GradientFlush PL{ 47 45 11 26 43 34 53 43 50 .56 49 12 .09 08 .16 22 .16 .08 22 28 33 34 62 21 42 ]
€ INSAntive PL{ 47 47 13 40 41 21 50 21 50 52 .07 .07 .07 07 08 16 21 27 31 43 38 19 29 S
L PSALNLPPL{ .56 40 .44 43 50 571641 34 52 48 49 .07 21 24 37 23 33 45 17 49 29 04 47 )
L UFAL4DEM_PL{ 26 36 09 23 40 .18 40 15 36 40 26 .13 .11 .05 .10 .14 13 06 .13 28 35 25 .59 .10 .41 I
£ dutir PL| 42 47 28 23 35 52 21 38 .36 17 11 06 17 13 24 29 06 31
] oplotPL{ 27 .37 .12 25 47 14 47 12 35 33 07 .07 .06 .03 12 12 .12 .03 .09 24 24 28 .59 .10 .32 -0.4
= FactUE_RU 19 11 25
Gradient-Flush RU{ .11 24 .10 .15 .18 26 12 48 34 09 36 33 29 21 07 46 17 37 06 .05
INSAntive RU{ .06 31 40 .32 .22 26 13 35 38 07 24 22 24 29 18 15 .34 28 (53 .16 .09
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Figure 4: Subtask 2: Fine-grained comparison of F} for each language and team by persuasion-technique.

pensive, in terms of human time and effort.

Another avenue may be pattern-based tech-
niques, employed as part of a hybrid approach:
language models combined with tools that detect
patterns. This is related to research on information
extraction, where it is likewise widely recognized
that differences in scenarios often correlate with
differences in performance (Piskorski and Yangar-
ber, 2013; Huttunen et al., 2002).

Alternatives approaches combining LLMs

with “simpler” pattern-based techniques—hybrid
approaches—are currently an active area of re-
search (Shen et al., 2020; Agarwal et al., 2020).
For example, lexical features may have strong dis-
criminatory power for some persuasion techniques.
Distractions and simplifications are less about lex-
icon or syntactic patterns. Most systems in previ-
ous years are not good at detecting Simplifications,
although many examples follow clear syntactic pat-
terns. Thus, combining LLMs with pattern-based
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data MT data
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(Sawinski et al., 2025) DeepSeek-R1 PT definition refinement via LLM
GradientFlush Slavic-BERT, — —+ —+
(Senichev et al., 2025) XLM-RoBERTa
INSANTIVE XLM-RoBERTa, —_ + —+ Training data augmented with LLM-
(Wang et al., 2025) XLM-RoBERTa-large generated explanations of PTs.
Oplot XLM-RoBERTa-base — + — Additional human-generated labels.
(Loginova, 2025)
UFAL4DEM XLM-R-parla — + + Largest training set, uses hyperbolic
(Briickner and Pecina, 2025) graph convolutional networks.
PSAL NLP gpt-4o0-mini, 04-mini, CoT — — — 25 binary classification tasks

(Jose and Greenstadt, 2025) with prompt engineering
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and knowledge-based techniques may be a fruitful
way forward.

7 Conclusions and Future Work

In this paper, we present the SlavicNLP 2025
Shared Task on Detection and Classification of Per-
suasion Techniques in Parliamentary Debates and
Social Media. 15 teams registered to the task, of

which 9 teams submitted a total of circa 220 system
responses, and described their approaches in 9 sys-
tem description papers. Although the detection of
persuasion techniques at the paragraph level turned
out to be a relatively simple task with F} scores
oscillating around 0.9, the classification of tech-
niques at the paragraph level continues (compared
to the previous competition with a similar task for-
mulation) to be a challenging task, where none of
the systems achieved a F; (micro and macro) score
above 0.5.

In the future, we plan to create more annotated
data and include other Slavic languages, and ex-
ploit the existing data to explore solutions for other
related tasks, e.g., detection and classification of
persuasion techniques at the sentence level, and
detection of political bias.

8 Ethics Policy

Intended Use and Misuse Potential: The data
sets created in the context of the presented Shared
Task were designed to advance research on detec-
tion and classification of persuasion techniques for
the domain of parliamentary debates and social me-
dia. Given the potential risks of exploiting these
data sets for the production of manipulative content,
we strongly advise responsible use of the data.

Fairness: We engaged a number of annotators
to create the data sets for this Shared Task. Some
are researchers with a (computational) linguistic
and/or social sciences background and prior anno-
tation experience, coming from the institutions of
the co-organizers of the Task. They were fairly
remunerated as part of their job.

Other annotators were (a) students from the re-
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spective academic organizations, and (b) experts
from a contracted professional annotation company,
who were compensated according to rates based on
their country of residence.

9 Limitations

Dataset Representativeness: The datasets used
in our shared task cover parliamentary debates and
propaganda narratives in various countries and we
strove to include utterances of speakers covering a
wide political spectrum in each of these countries.
However, we must emphasize that these datasets
should not be considered representative of the po-
litical landscape in any specific country or region,
nor should they be considered as balanced in any
way.

Biases: We have invested a significant effort in
training the annotators and acquainting them with
the specifics of the persuasion technique taxon-
omy. Furthermore, cross-language quality control
mechanisms have been put in place to ensure the
highest quality of annotations. Nevertheless, some
degree of intrinsic subjectivity might be present in
the datasets. Therefore, models trained using these
datasets might exhibit certain biases.

Acknowledgements

We express deep gratitude to DataBee (get-
databee.com/) and specifically Peter-Michael
Slaveykov, Krasen Zhelyzkov, Samuil Ivanov, and
Blagovest Chernev for their invaluable contribution
to the annotation of Bulgarian data. We are thank-
ful to the Croatian data annotators: Karlo Kralj,
Mirna Poto¢njak, and Maja Zivkovic.

We are very grateaful to the University of
Helsinki team for annotation of the Russian data:
Denis Kvacheyv, Irina Gatsuk and Matilda Villanen.
This work was in part supported by the Research
Council of Finland.

This research is partially funded by the EU
NextGenerationEU, through the National Recovery
and Resilience Plan of the Republic of Bulgaria,
project SUMMIT, No BG-RRP-2.004-0008. Par-
tial funding was also obtained through the Research
Programme “Digital humanities: resources, tools
and methods” (P6-0436), and the Research Infras-
tructure DARIAH-SI (I0-E007), both funded by the
Slovenian Research and Innovation Agency ARIS.

References

Gavin Abercrombie and Riza Batista-Navarro. 2020.
Sentiment and position-taking analysis of parliamen-
tary debates: a systematic literature review. Journal
of Computational Social Science, 3(1):245-270.

Oshin Agarwal, Heming Ge, Siamak Shakeri, and
Rami Al-Rfou. 2020. Knowledge graph based syn-
thetic corpus generation for knowledge-enhanced
language model pre-training. arXiv preprint
arXiv:2010.12688.

Firoj Alam, Hamdy Mubarak, Wajdi Zaghouani, Gio-
vanni Da San Martino, and Preslav Nakov. 2022.
Overview of the WANLP 2022 shared task on pro-
paganda detection in Arabic. In Proceedings of the
Seventh Arabic Natural Language Processing Work-
shop (WANLP), pages 108—118, Abu Dhabi, United
Arab Emirates (Hybrid). Association for Computa-
tional Linguistics.

Christopher Briickner and Pavel Pecina. 2025. Hier-
archical classification of propaganda techniques in
Slavic texts in hyperbolic space. In Proceedings
of the 10th Workshop on Slavic Natural Language
Processing 2025 (SlavicNLP 2025), Vienna, Austria.
Association for Computational Linguistics.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzman, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2019. Unsupervised
cross-lingual representation learning at scale. CoRR,
abs/1911.02116.

Giovanni Da San Martino, Alberto Barron-Cedefio, and
Preslav Nakov. 2019. Findings of the NLP4IF-2019
shared task on fine-grained propaganda detection. In
Proceedings of the Second Workshop on Natural Lan-
guage Processing for Internet Freedom: Censorship,
Disinformation, and Propaganda, pages 162-170,
Hong Kong, China. Association for Computational
Linguistics.

Giovanni Da San Martino, Alberto Barrén-Cedefio,
Henning Wachsmuth, Rostislav Petrov, and Preslav
Nakov. 2020. SemEval-2020 task 11: Detection of
propaganda techniques in news articles. In Proceed-
ings of the Fourteenth Workshop on Semantic Evalu-
ation, pages 1377-1414, Barcelona (online). Interna-
tional Committee for Computational Linguistics.

Dimitar Dimitrov, Firoj Alam, Maram Hasanain, Abul
Hasnat, Fabrizio Silvestri, Preslav Nakov, and Gio-
vanni Da San Martino. 2024. SemEval-2024 task
4: Multilingual detection of persuasion techniques
in memes. In Proceedings of the 18th International
Workshop on Semantic Evaluation (SemEval-2024),
pages 2009-2026, Mexico City, Mexico. Association
for Computational Linguistics.

Dimitar Dimitrov, Bishr Bin Ali, Shaden Shaar, Firoj
Alam, Fabrizio Silvestri, Hamed Firooz, Preslav
Nakov, and Giovanni Da San Martino. 2021.

264


https://getdatabee.com/
https://getdatabee.com/
https://doi.org/10.18653/v1/2022.wanlp-1.11
https://doi.org/10.18653/v1/2022.wanlp-1.11
http://arxiv.org/abs/1911.02116
http://arxiv.org/abs/1911.02116
https://doi.org/10.18653/v1/D19-5024
https://doi.org/10.18653/v1/D19-5024
https://doi.org/10.18653/v1/2020.semeval-1.186
https://doi.org/10.18653/v1/2020.semeval-1.186
https://doi.org/10.18653/v1/2024.semeval-1.275
https://doi.org/10.18653/v1/2024.semeval-1.275
https://doi.org/10.18653/v1/2024.semeval-1.275

SemEval-2021 task 6: Detection of persuasion tech-
niques in texts and images. In Proceedings of the
15th International Workshop on Semantic Evaluation
(SemEval-2021), pages 70-98, Online. Association
for Computational Linguistics.

TomaZ Erjavec, Matyas Kopp, Nikola Ljubesi¢, Taja
Kuzman, Paul Rayson, Petya Osenova, Maciej
Ogrodniczuk, Cagri Coltekin, Danijel Korzinek,
Katja Meden, et al. 2024. ParlaMint II: advanc-
ing comparable parliamentary corpora across Europe.
Language Resources and Evaluation, pages 1-32.

Bojan Evkoski and Senja Pollak. 2023. XAI in com-
putational linguistics: Understanding political lean-
ings in the Slovenian parliament. arXiv preprint
arXiv:2305.04631.

Maram Hasanain, Firoj Alam, Hamdy Mubarak, Samir
Abdaljalil, Wajdi Zaghouani, Preslav Nakov, Gio-
vanni Da San Martino, and Abed Freihat. 2023.
ArAlEval shared task: Persuasion techniques and
disinformation detection in Arabic text. In Proceed-
ings of ArabicNLP 2023, pages 483-493, Singapore
(Hybrid). Association for Computational Linguistics.

Maram Hasanain, Md. Arid Hasan, Fatema Ahmad,
Reem Suwaileh, Md. Rafiul Biswas, Wajdi Za-
ghouani, and Firoj Alam. 2024. ArAlIEval shared
task: Propagandistic techniques detection in uni-
modal and multimodal Arabic content. In Proceed-
ings of the Second Arabic Natural Language Process-
ing Conference, pages 456-466, Bangkok, Thailand.
Association for Computational Linguistics.

Silja Huttunen, Roman Yangarber, and Ralph Grish-
man. 2002. Diversity of scenarios in information
extraction. In Proceedings of the Third International
Conference on Language Resources and Evaluation
(LREC 2002), Las Palmas de Gran Canaria, Spain.

Julia Jose and Rachel Greenstadt. 2025. LLM:s for de-
tection and classification of persuasion techniques in
Slavic parliamentary debates and social media texts.
In Proceedings of the 10th Workshop on Slavic Nat-
ural Language Processing 2025 (SlavicNLP 2025),
Vienna, Austria. Association for Computational Lin-
guistics.

Jan-Christoph Klie, Michael Bugert, Beto Boullosa,
Richard Eckart de Castilho, and Iryna Gurevych.
2018. The inception platform: Machine-assisted and
knowledge-oriented interactive annotation. In Pro-
ceedings of the 27th International Conference on
Computational Linguistics: System Demonstrations,
pages 5-9. Association for Computational Linguis-
tics. Event Title: The 27th International Conference
on Computational Linguistics (COLING 2018).

Philipp Koehn. 2005. Europarl: A parallel corpus for
statistical machine translation. In Proceedings of
machine translation summit x: papers, pages 79-86.

Ewelina Ksigzniak, Krzysztof Wecel, and Marcin Saw-
inski. 2025. Robust detection of persuasion tech-
niques in Slavic languages via multitask debiasing

and walking embeddings. In Proceedings of the 10th
Workshop on Slavic Natural Language Processing
2025 (SlavicNLP 2025), Vienna, Austria. Associa-
tion for Computational Linguistics.

Nikola Ljubesi¢ and Peter Rupnik. 2002.  The
parlaspeech-hr benchmark for speaker profiling in
croatian.

Nikola Ljubesi¢, Peter Rupnik, and Danijel KorZinek.
2024. The parlaspeech collection of automatically
generated speech and text datasets from parliamen-
tary proceedings. In International Conference on
Speech and Computer, pages 137-150. Springer.

Ekaterina Loginova. 2025. Fine-tuned transformers for
detection and classification of persuasion techniques
in Slavic languages. In Proceedings of the 10th Work-
shop on Slavic Natural Language Processing 2025
(SlavicNLP 2025), Vienna, Austria. Association for
Computational Linguistics.

Michal Mochtak, Peter Rupnik, and Nikola Ljubesic.
2024. The ParlaSent Multilingual Training Dataset
for Sentiment Identification in Parliamentary Pro-
ceedings. In Proceedings of the 2024 Joint In-
ternational Conference on Computational Linguis-
tics, Language Resources and Evaluation (LREC-
COLING 2024), pages 16024—16036.

Pablo Moral, Jesis M Fraile, Guillermo Marco,
Anselmo Penas, and Julio Gonzalo. 2024. Overview
of dipromats 2024: Detection, characterization and
tracking of propaganda in messages from diplomats
and authorities of world powers. Procesamiento del
lenguaje natural, 73:347-358.

Pablo Moral, Guillermo Marco, Julio Gonzalo, Jorge
Carrillo-de Albornoz, and Ivan Gonzalo-Verdugo.
2023. Overview of dipromats 2023: automatic detec-
tion and characterization of propaganda techniques
in messages from diplomats and authorities of world
powers. Procesamiento del lenguaje natural, 71:397—

407.

Jakub Piskorski, Nicolas Stefanovitch, Firoj Alam,
Ricardo Campos, Dimitar Dimitrov, Alipio Jorge,
Senja Pollak, Nikolay Ribin, Zoran Fijavz, Maram
Hasanain, Purificacdo Silvano, Elisa Sartori, Nuno
Guimaraes, Ana Zwitter Vitez, Ana Filipa Pacheco,
Ivan Koychev, Nana Yu, Preslav Nakov, and Giovanni
Da San Martino. 2024. Overview of the CLEF-2024
checkthat! lab task 3 on persuasion techniques. In
Working Notes of the Conference and Labs of the
Evaluation Forum (CLEF 2024), Grenoble, France,
9-12 September, 2024, volume 3740 of CEUR Work-
shop Proceedings, pages 299-310. CEUR-WS.org.

Jakub Piskorski, Nicolas Stefanovitch, Valerie-Anne
Bausier, Nicolo Faggiani, Jens Linge, Sopho Kharazi,
Nikolaos Nikolaidis, Giulia Teodori, Bertrand
De Longueville, Brian Doherty, Jason Gonin,
Camelia Ignat, Bonka Kotseva, Eleonora Mantica,
Lorena Marcaletti, Enrico Rossi, Alessio Spadaro,
Marco Verile, Giovanni Da San Martino, Firoj Alam,

265


https://doi.org/10.18653/v1/2021.semeval-1.7
https://doi.org/10.18653/v1/2021.semeval-1.7
https://doi.org/10.18653/v1/2023.arabicnlp-1.44
https://doi.org/10.18653/v1/2023.arabicnlp-1.44
https://doi.org/10.18653/v1/2024.arabicnlp-1.44
https://doi.org/10.18653/v1/2024.arabicnlp-1.44
https://doi.org/10.18653/v1/2024.arabicnlp-1.44
http://tubiblio.ulb.tu-darmstadt.de/106270/
http://tubiblio.ulb.tu-darmstadt.de/106270/
https://ceur-ws.org/Vol-3740/paper-26.pdf
https://ceur-ws.org/Vol-3740/paper-26.pdf

and Preslav Nakov. 2023a. News categorization,
framing and persuasion techniques: Annotation
guidelines. Technical report, European Commission
Joint Research Centre, Ispra (Italy).

Jakub Piskorski, Nicolas Stefanovitch, Giovanni
Da San Martino, and Preslav Nakov. 2023b.
SemEval-2023 task 3: Detecting the category, the
framing, and the persuasion techniques in online
news in a multi-lingual setup. In Proceedings of
the 17th International Workshop on Semantic Eval-
uation (SemEval-2023), pages 2343-2361, Toronto,
Canada. Association for Computational Linguistics.

Jakub Piskorski, Nicolas Stefanovitch, Nikolaos Niko-
laidis, Giovanni Da San Martino, and Preslav Nakov.
2023c. Multilingual multifaceted understanding of
online news in terms of genre, framing, and persua-
sion techniques. In Proceedings of the 61st Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 3001-3022,
Toronto, Canada. Association for Computational Lin-
guistics.

Jakub Piskorski and Roman Yangarber. 2013. Informa-
tion extraction: past, present and future. In Multi-
source, multilingual information extraction and sum-
marization, pages 23—49. Springer.

Marcin Sawinski, Krzysztof Wecel, and Ewelina Ksigz-
niak. 2025. Multilabel classification of persuasion
techniques with self-improving LLM agent: Slavic-
NLP 2025 Shared Task. In Proceedings of the 10th
Workshop on Slavic Natural Language Processing
2025 (SlavicNLP 2025), Vienna, Austria. Associa-
tion for Computational Linguistics.

Miklés Sebdk, Akos Maté, Orsolya Ring, Viktor
Kovics, and Richdrd Lehoczki. 2024. Leveraging
open large language models for multilingual policy
topic classification: The Babel machine approach.
Social Science Computer Review.

Sergey Senichev, Aleksandr Boriskin, Nikita Krayko,
and Daria Galimzianova. 2025. Gradient Flush at
Slavic NLP 2025 Task: Leveraging Slavic BERT and
translation for persuasion techniques classification.
In Proceedings of the 10th Workshop on Slavic Nat-
ural Language Processing 2025 (SlavicNLP 2025),
Vienna, Austria. Association for Computational Lin-
guistics.

Tao Shen, Yi Mao, Pengcheng He, Guodong Long,
Adam Trischler, and Weizhu Chen. 2020. Exploiting
structured knowledge in text via graph-guided repre-
sentation learning. arXiv preprint arXiv:2004.14224.

Nicolas Stefanovitch and Jakub Piskorski. 2023. Holis-
tic inter-annotator agreement and corpus coherence
estimation in a large-scale multilingual annotation
campaign. In Proceedings of the 2023 Conference on
Empirical Methods in Natural Language Processing,
pages 71-86, Singapore. Association for Computa-
tional Linguistics.

Yutong Wang, Diana Nurbakova, and Sylvie Calabretto.
2025. Team INSAntive at SlavicNLP-2025 Shared
Task: Data augmentation and enhancement via ex-
planations for persuasion technique classification. In
Proceedings of the 10th Workshop on Slavic Natu-
ral Language Processing 2025 (SlavicNLP 2025),
Vienna, Austria. Association for Computational Lin-
guistics.

Zou Xin, Wang Chuhan, Li Dailin, Wang Yanan, Wang
Jian, and Lin Hongfei. 2025. Empowering persua-
sion detection in Slavic texts through two-stage gen-
erative reasoning. In Proceedings of the 10th Work-
shop on Slavic Natural Language Processing 2025
(SlavicNLP 2025), Vienna, Austria. Association for
Computational Linguistics.

Mahshar Yahan, Sakib Sarker, and Mohammad
Amanul Islam. 2025. Fine-tuned transformer-based
weighted ensemble for binary classification in Slavic
languages. In Proceedings of the 10th Workshop on
Slavic Natural Language Processing 2025 (Slavic-
NLP 2025), Vienna, Austria. Association for Compu-
tational Linguistics.

A Persuasion Techniques Definitions and
Examples

Below we provide the definitions of the persuasion
techniques accompanied by examples in English
(in blue) and in the Slavic languages (in brown) of
the Shared Task. The text fragments highlighted in
bold are the text spans to be annotated according to
the guidelines presented in (Piskorski et al., 2023a).

The definitions of the persuasion technique are
taken directly from the Annex of (Piskorski et al.,
2023c), with two new persuasion techniques: Ap-
peal to Pity and False Equivalence, which were
added for this task.

A.1 Attack on Reputation

Name Calling or Labeling: a form of argument in
which loaded labels are directed at an individual or
a group, typically in an insulting or demeaning way.
An object is labeled as something the target audi-
ence fears, hates, or, on the contrary, finds desir-
able or loves. This technique calls for a qualitative
judgement that disregards facts and focuses solely
on the essence of the subject being characterized.
This technique is also in a way manipulative word-
ing, as it appears as a nominal group rather than
being a full-fledged argument with a premise and
a conclusion. For example, in political discourse,
typically one uses adjectives and nouns as labels
that refer to political orientation, opinions, personal
characteristics, and association to some organisa-
tions, as well as insults. What distinguishes it from
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Loaded Language (see A.6), is that it is concerned
only with the characterization of the subject.
Example: ’Fascist’ Anti-Vax Riot Sparks COVID
Outbreak in Australia.

Example: Trzeba zrozumied, Ze broniq takze i pol-
skich granic przeciwko rosyjskiemu imperializ-
mowi, ktorego ducha wskrzesit Wtadimir Putin—
prezydent zbrodniarz. (It is necessary to under-
stand that they are also defending the Polish bor-
ders against Russian imperialism, whose spirit
has been revived by Vladimir Putin—the criminal
president.)

Guilt by Association: Attacking an opponent or
an activity by associating it with another group,
activity, or concept that has sharply negative conno-
tations for the target audience. The most common
example, which has given its name in the litera-
ture to this technique (i.e., Reduction ad Hitlerum)
is making comparisons with Hitler and the Nazi
regime. However, it is important to emphasize, that
this technique is not restricted to comparisons to
that group only. More precisely, this can be done
by claiming a link or an equivalence between the
target of the technique and any individual, group,
or event in the present or in the past, which is or
was negatively perceived (e.g., was considered a
failure), or is depicted in such a way.

Example: Manohar is a big supporter for equal
pay for equal work. This is the same policy that all
those extreme feminist groups support. Extremists
like Manohar should not be taken seriously.
Example: Mo wacmo sabuieaem, wmo nocae
Bmopoti
Pparuysv. (Ha camom deae HacmosuLue
T'umaepa),

.“\I(I[)()()’()[!I Hawuw muna CON3HUKU,

COMO3HUKU cmanu CPOYHO
soccmanasausams ceoro umnepuo. (We often
forget that after WWII our so-called allies, the
French (Hitler’s allies, actually), immediately

started rebuilding their empire.)

Casting Doubt: Casting doubt on the character or
the personal attributes of someone or something in
order to question their general credibility or quality,
rather than using a proper argument relevant to the
topic. This can be done for instance, by speaking
about the target’s professional background, as a
way to discredit their argument. Casting doubt
can also be done by referring to some actions or
events carried out or planned by some entity that
are/were not successful, or appear as resulting in
not achieving the planned goals.

Example: This task is quite complex. Is his profes-

sional background, experience and the time left
sufficient to accomplish the task at hand?
Example: Predlagatelji v ocitkih o delu NPU ne
govorijo ne o dejstvih in ne o dokazih. (In their
accusations regarding the work of NPU the pro-
ponents speak neither of facts nor evidence.)

Appeal to Hypocrisy: The reputation of the target
is attacked by charging them with hypocrisy or in-
consistency. This can be done explicitly by calling
out hypocrisy directly, or implicitly by underlining
the contradictions between different positions that
were held or actions that were done in the past. A
common way of calling out hypocrisy is by saying
that someone who criticizes you for something you
have done, has done it himself in the past.
Example: How can you demand that I eat less
meat to reduce my carbon footprint if you yourself
drive a big SUV and fly for holidays to Bali?
Example: Unavwe CEM mespdu, we e
beanpucmpacmen, HO KO2aMO
esnpoc  3a
xem Pycusa
obuecmeerHomo
navun, nakax cu CEM nponycka mosa.
(Otherwise, the CEM claims to be impartial, but
when it comes to groundless accusations against
Russia or manipulating public opinion in this
way, the CEM somehow misses the mark.)

cmasa
besnousenu  obsuHeHUA
UAU  MOGHUNYAUPAHE  HA

MHEHUE no mo3u

Questioning the Reputation: This technique is
used to attack the reputation of the target by making
strong negative claims about it, focusing on under-
mining its character and moral stature rather than
relying on an argument about the topic. Whether
the claims are true is irrelevant for the effective use
of this technique. Smears can be used at any point
in a discussion. One way of using this technique is
to preemptively call into question the reputation/-
credibility of an opponent, before he has a chance
to express himself, therefore biasing the audience’s
perception. Hence, one of the names for this tech-
nique is “poisoning the well.”

The main difference between Casting Doubt

(above) and Questioning the reputation is that the
former focuses on questioning the capacity, capa-
bilities, and credibility of the target, while the latter
aims to undermine the overall reputation, moral
qualities, behaviour, etc.
Example: I hope I presented my argument clearly.
Now, my opponent will attempt to refute my argu-
ment by his own fallacious, incoherent, illogical
version of history.
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Example: A ta ministrica je lagala, lagala, lagala
maticnom saborskom odboru kada je odgovarala
na pitanja tko je zakon pisao i sastavljao. (But the
minister lied, lied, lied to the working body when
she was answering questions about who wrote the
law and put it together.)

A.2 Justification

Flag Waving: Justifying or promoting an idea by
appealing to the pride of a group or highlighting the
benefits for that specific group. The stereotypical
example would be national pride, and hence the
name of the technique; however, the target may be
any group, e.g., related to race, gender, political
preference, etc. The connection to nationalism,
patriotism, or benefit for an idea, group, or country
might be inappropriate and is usually based on the
presumption that the recipients already hold certain
beliefs, biases, and prejudices about the given issue.
It can be seen as an appeal to emotions instead to
logic of the audience aiming to manipulate them
to win an argument. As such, this technique can
also appear outside well-constructed arguments, by
making statements that resonate with the particular
group and as such setting up a context for further
arguments.

Example: We should make America great again,
and restrict the immigration laws.

Example: Wolna Ukraina i silna Unia Europe-
Jska, silna Polska stanowiq podstawe polskiej racji
stanu, to podstawa naszego bezpieczeristwa. (A
free Ukraine and a strong European Union, a
strong Poland, are the foundation of the Polish
national interest, they are the basis of our secu-
rity.)

Appeal to Authority: attempting to add weight
to an argument, an idea or information by simply
stating that a particular entity considered to be an
authority is the source of the information. The en-
tity mentioned as an authority may, but does not
need to be, an actual authority in the specific do-
main to discuss a particular topic or to serve as an
expert. What is important, and makes it different
from simply sourcing information, is that the tone
of the text capitalizes on the weight of the alleged
authority in order to justify some claim or conclu-
sion. Referencing a valid authority is not a logical
fallacy, while referencing an invalid authority is a
logical fallacy, and both are captured within this
label. In particular, a self-reference as an authority
falls under this technique as well.

Example: Since the Pope said that this aspect of
the doctrine is true we should add it to the creed.
Example: Strokovnjaki dnevno opozarjajo, da se
je dusevno zdravje posameznikov med pandemijo
poslabsalo, duSevne stiske pa se bodo povecevale
se dolgo po njenem koncu. (Every day we hear
warnings from experts saying the mental health of
individuals has deteriorated during the pandemic,
and mental distress will continue to intensify long
after the pandemic is over.)

Example: Inasa I PP  Sawveupa
Habuyarurna Ha3sana peasuy
UBMEHEHUAMY 8

HOBDBLE
MEKMOHULECKUMU
MUPOBOT, MOP208ae, U C Y4EMOM 6Cex
HI0AHCO8 ew,é
ouendv deauxammuas opmyauposra. (The
head of the Central Bank of Russia Elvira
Nabiullina called the new situation a “tectonic
shift in global trade,” and considering all the
nuances of what is happening, this is still a very
delicate formulation.)

npoucrodaue2o  IMo

Appeal to Popularity: This technique gives weight
to an argument or idea by justifying it on the ba-
sis that allegedly “everyone” (or the vast majority)
agrees with it, or “nobody” disagrees with it. The
target audience is encouraged to gregariously adopt
the same idea by considering “everyone” as an au-
thority, and to join in and take the same course of
action. Here, “everyone” might refer to the general
public, key entities and actors in a certain domain,
countries, etc. Analogously, an attempt to persuade
the audience not to do something because “nobody
else is taking the same action” falls under our defi-
nition of Appeal to Popularity.

Example: Because everyone else goes away to col-
lege, it must be the right thing to do.

Example: Stroka, mediji, novinarji, politiki so
rekli, da je to odlicno, morda celo najbolje
pripravljena interpelacija do sedaj. (Experts, me-
dia, journalists, politicians all said that this is
outstanding, maybe even the best prepared inter-
pellation until now.)

Appeal to Values: This technique gives weight to
an idea by linking it to values seen by the target
audience as positive. These values are presented
as an authoritative reference in order to support or
to reject an argument. Examples of such values
are, for instance: tradition, religion, ethics, age,
fairness, liberty, democracy, peace, transparency,
etc. When such values are mentioned outside the
context of a proper argument by simply using cer-
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tain adjectives or nouns as a way of characterizing
something or someone, such references fall under
another label, namely, Loaded Language, which is
a form of Manipulative Wording (see A.6).
Example: It’s standard practice to pay men more
than women so we’ll continue adhering to the
same standards this company has always followed.
Example: B ouepedHoti pa3 ydap HaAHECEH
10 00HOT U3 CAMBLT YYBCTNBUMENLHBLL
chep—peau2uo3Hvim npasam U
ceobodam. (Another attack has been made on
one of the most sensitive areas—religious rights
and freedoms.)

Appeal to Fear, Prejudice: This technique aims
at promoting or rejecting an idea through the repul-
sion or fear the audience feels toward this idea (e.g.,
via exploiting some preconceived judgements) or
toward its alternative. The alternative could be the
status quo, in which case the current situation is
described in a scary way with Loaded Language.
If the fear is linked to the consequences of a deci-
sion, it is often the case that this technique is used
simultaneously with Appeal to Consequences (see
Simplification techniques in A.4), and if there are
only two alternatives that are stated explicitly, then
it is used simultaneously with the False Dilemma
technique (see A.4).

Example: It is a great disservice to the Church to
maintain the pretense that there is nothing problem-
atical about Amoris laetitia. A moral catastrophe
is self-evidently underway and it is not possible
honestly to deny its cause.

Example: Mnozo, mrozo dpyeu maxusa Hewya
ca ce CAYH6aNl u 3a cootcanerue, Hue
omueame No edHu CMsBNKU,
USKAOUUMEAHO ONACHU, USKAIOUUTEAHO
HAUCTNMUHA NMPEBOAHCHU 3a badewemo Ha
Hawama odspotcasa. (Many, many other such
things have happened, and unfortunately,we are
taking extremely dangerous steps, extremely wor-
rying for the future of our country.)

roumo ca

A.3 Distraction

Strawman: This technique consists in creating an
illusion of refuting the argument of the opponent’s
proposition, while the real subject of the argument
was not addressed or refuted, but instead replaced
with a false one. Often, this technique is referred to
as a misrepresentation of the argument. First, a new
argument is created via the covert replacement of
the original argument with something that appears

related, but is actually a different, distorted, exag-
gerated, or misrepresented version of the original
proposition, which is referred to as “setting up a
strawman.” Subsequently, the newly created ‘false
argument (strawman) is refuted, which is referred
to as “knocking down the strawman.” Often, the
strawman argument is created in such a way that
it is easier to refute, and thus, creating the illusion
of having defeated an opponent’s real proposition.
Fighting a strawman is easier than fighting a real
person, which explains the name of this technique.
In practice, it appears often as an abusive reformu-
lation or explanation of what the opponent actually
means or intends.

Example: Referring to your claim that providing
medicare for all citizens would be costly and a
danger to the free market, I infer that you don’t
care if people die from not having healthcare, so
we are not going to support your endeavour.

Example: Zima oepomno snavenue, 20cnodun
Usanos, danru 6sazapckomo 3Hame € 0maAco,
uau omoacro.  Tosa wHewo 20 3Haeme no
NPOMOKOA. Axo xa3same, ue HAMG
3HaweHue, mosea o3mnauasa, 4e 3a Bac

HAMO 3HAYEHUE KAKBE MOouHO ule 63de
cmamymasm Ha 0sa2apcKOmMO 3HaMe 8
Baazapus, cmamymsm Ha b0sa2apcKus
dspotcasenH 2epb u Ksde MOYHO ULEe Ce
nonaza (It makes a huge difference, Mr Ivanov,
whether the Bulgarian flag is on the left or the right.
You know this from protocol If you say that it does
not matter, it means that it does not matter to you
exactly what the status of the Bulgarian flag will
be in Bulgaria, the status of the Bulgarian state
coat of arms and exactly where it will be placed.)

Red Herring: This technique consists in divert-
ing the attention of the audience from the main
topic being discussed, by introducing another topic.
The aim of attempting to redirect the argument to
another issue is to focus on something the person
doing the redirecting can better respond to or to
leave the original topic unaddressed. The name of
that technique comes from the idea that a fish with
a strong smell (such as a herring) can be used to
divert dogs from the scent of someone they are fol-
lowing. A strawman (defined earlier) is a specific
type of a red herring in that it distracts from the
main issue by presenting the opponent’s argument
in an inaccurate light.

Example: Lately, there has been a lot of criticism
regarding the quality of our product. We’ve decided
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to have a new sale in response, so you can buy
more at a lower cost!.

Example: Hedasro ona npowumana aexyuio
60UHbL C

0  Meobxodumocmu YXONHCEHHDBIM

2a430HOM, nomomy 4rmo «IMo CUMBON

CeErCu3ma, pacusma U
Cpedu dpyseti Adocybeti
MHO20 NPOYKPAUHCKUL GKMUBUCTNO8 U
adenmos dsuaicenuli Black lives matter
u JII'BT. (She recently gave a lecture on the
need for a war on manicured lawns because “they
are a symbol of sexism, racism and ecological
destruction” Adzhubey’s friends include many
pro-Ukrainian activists and adherents of the
Black lives matter and LGBT movements.)

2KO0N02UMECKO20
PA3PYUWEHUAY.

Whataboutism: Attempt to discredit an oppo-
nent’s position by charging them with hypocrisy
without directly disproving their argument. Rather
than answering a critical question or argument, an
attempt is made to retort with a critical counter-
question that expresses a counter-accusation, e.g.,
mentioning double standards, etc. The intent is to
distract from the content of a topic and to actually
switch the topic. There is a fine distinction between
this technique and Appeal to Hypocrisy, introduced
earlier: the former is an attack on the argument
and introduces irrelevant information to the main
topic, while the latter is an attack on reputation and
highlights the hypocrisy of double standards on the
same or a closely related topic.

Example: A nation deflects criticism of its recent
human rights violations by pointing to the history
of slavery in the United States.

Example: /[o6pe, na Xspsamusa e nopacran
oketi. A Ecmonusa u PuraaHdus, KOumo
ca Ha munyc, u Uparandus, xoumo ca 6
esposornama, rarxeo npasum? (Okay, Croa-
tia’s has grown—okay. And what about Estonia
and Finland, which are in the red, and Ireland,
which are in the eurozone, what do we do?)

Appeal to Pity: Evokes feelings of pity, sympathy,
compassion or guilt in audience to distract it from
focusing on evidence, rational analysis and logical
reasoning, so that it accepts the speaker’s conclu-
sion as truthful solely based on the aforementioned
emotions. It is an attempt to sway opinions and
fully substitute logical evidence in an argument
with a claim intended to elicit pity or guilt.

Example: If this person is found guilty of this
crime, his ten children will be left without a parent
at home, therefore the jury must submit a verdict

of innocence.
Example: Hanyzannwie, USHYPEHHDBLE
omcymcmeuem cnokolicmeus U

INEMEHMAPHBLL YCAOBUTL OAS HCUSHU,
HCEHWUHDL GCE PABHO HE ObLAU CAOMAEHDL U
HE  NOMEPANU Il(l()(’,')/(f()// Ha ()(’()’()(7()!)/(?()(’,//,ll(i
poccutickumu nodpaddeseHuamy Ux podHo20
zymopa. (Frightened, exhausted by the insecurity
and lack of basic living conditions, the women
were still not broken and did not lose hope for the

liberation of their village by Russian troops)

A.4 Simplification

Causal Oversimplification: Assuming a single
cause or reason when there are actually multiple
causes for an issue. This technique has the follow-
ing logical form(s): (a) Y occurred after X; there-
fore, X was the only cause of Y, or (b) X caused Y;
therefore, X was the only cause of Y (although A, B,
C...etc. also contributed to Y.)

Example: School violence has gone up and aca-
demic performance has gone down since video
games featuring violence were introduced. There-
fore, video games with violence should be banned,
resulting in school improvement.

Example: Gradani moraju znati lockdown je prvi
razlog i euro sad drugi razlog ovakvih cijena. (Cit-
izens must know that the lockdown is the first and
the Euro the second reason for these prices.)

False Dilemma or No Choice: Sometimes called
the either-or fallacy, a false dilemma is a logical
fallacy that presents only two options or sides when
there are actually many. One of the alternatives is
depicted as a no-go option, hence the only choice is
the other option. In extreme cases, the author tells
the audience exactly what actions to take, eliminat-
ing any other possible choices (also referred to as
Dictatorship).

Example: There is no alternative to Pfizer Covid-
19 vaccine. Either one takes it or one dies.
Example: Bodisi se upokojijo ali pa si poiscejo
boljso zaposlitev in podajo odpoved. (They either
retire or find a better job and quit.)

Consequential Oversimplification: An argument
or an idea is rejected and instead of discussing
whether it makes sense and/or is valid, the argu-
ment affirms, without proof, that accepting the
proposition would imply accepting other propo-
sitions that are considered negative. This technique
has the following logical form: if A will happen
then B, C, D, ... will happen. The core essence
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behind this fallacy is an assertion one is making of
some ‘first’ event/action leading to a domino-like
chain of events that have some significant negative
effects and consequences that appear to be ludi-
crous. This technique is characterized by ignoring
and/or understating the likelihood of the sequence
of events from the first event leading to the end point
(last event). In order to take into account symmetric
cases, i.e., using Consequential Oversimplification
to promote or to support certain action in a similar
way, we also consider cases when the sequence of
events leads to positive outcomes (i.e., encouraging
people to undertake a certain course of action(s),
with the promise of a major positive event in the
end).

Example: If we begin to restrict freedom of speech,
this will encourage the government to infringe
upon other fundamental rights, and eventually
this will result in a totalitarian state where citizens
have little to no control of their lives and decisions
they make.

Example: Coxpuimue npagdv. u nodmera
noxwamult, npusedem K MOMY, HIMO
YNPasAAMsb YMaMu u ucmopuet bydem
NPOMUBHUK Ha Hawel MepPUMopuU,
evtdasas Npasldy €  HYHCHBIM  eMY
yraornom. (Concealing the truth and substitut-
ing concepts will result in the enemy controlling
minds and history on our territory, spreading the
truth with an intended bias.)

False Equivalence: A technique that attempts to
treat scenarios that are significantly different as if
they had equal merit or significance. In particu-
lar, an emphasis is placed on one specific shared
characteristic between the items of comparison in
the argument that is off by an order of magnitude,
oversimplified, or important additional factors have
been ignored. The introduction of certain shared
characteristics of the scenarios is then used to con-
sider them equivalent. This technique has the fol-
lowing logical form: A and B share some charac-
teristic X. Therefore, A and B are equivalent.

Example: The introduction or restrictive hours of
alcohol sales boosted the black market industry,
and analogously, one can expect that the intro-
duction of too restrictive anti-abortion regulations
will lead to growth of the illegal abortion business.
Example: To witasnie Fiihrer jako pierwszy
wprowadzit wolnq aborcje dla Polek oraz dla
innych kobiet 7 narodow podbitych. Chodz-
ito o fizyczne zniszczenie ludnosci niearyjskiej

i zdobycie lebensraumu dla Niemcow. Hitler
rozumiat, Ze jesli zalegalizuje aborcje, stanie
sig ona Zjawiskiem masowym i spowoduje
spadek urodzen. Na ziemiach podbitych przez
Niemcy dzieci niearyjskie uwazano za zagroze-
nie, wigc wdrazano polityke sprzyjajacq abor-
¢ji. Rownoczesnie za to samo, za zabicie
dziecka niemieckiego w Niemczech grozita kara
Smierci. A dyktator grozil: osobiscie zastrzelg
tego idiote, ktory chciatby wprowadzi¢c w Zy-
cie przepisy zabraniajace aborcji na wschodnich
terenach okupowanych. Jaka jest analogia?
Kto powiedzial: kaida odmowa aborcji bedzie
zgtaszana do prokuratury? Premier rzqdu re-
wolucji (It was the Fiihrer who first introduced
free abortion for Polish women and other women
Jrom conquered nations. The idea was to physi-
cally destroy the non-Aryan population and gain
Lebensraum for the Germans. Hitler understood
that if he legalized abortion, it would become a
mass phenomenon and cause a decrease in births.
In the lands conquered by Germany, non-Aryan
children were considered a threat, so a policy fa-
voring abortion was implemented. At the same
time, the same thing, killing a German child in
Germany, was punishable by death. And the dic-
tator threatened: I will personally shoot this idiot
who would want to implement regulations pro-
hibiting abortion in the occupied eastern terri-
tories. What is the analogy? Who said: every
refusal to have an abortion will be reported to the
prosecutor’s office? The prime minister of the
government of the revolution)

Example: B 1990-x zodax Oviau crunzedo
MO ()()(3{)7‘(,’,’11,/.

2pynno acoyuanbHol

Komopbovle moanoti nanadaii Ha AUY,

HEe8PONEUCKol  HAPYHCHOCTU, Ha
Tenepsv crunxedvi—
2aMo  2pynnu.  AcoOUUAADBHOT MOA0DEdHCU
cpedrea3uamcrot HAPYHCHOCTNU,
KOOopvle MAK U HE CMO2AU 2APMOHUYHO
acums  padom € PYccKuMuU, U
moanot u3busarom pycckuxr napHet
u Hacuayrom pycckux desovex (In the
1990s, there were the skinheads—groups of
antisocial youth who mobbed people of non-
European appearance, the so-called “blacks”.
Now skinheads are groups of antisocial youth
of Central Asian appearance, who failed to live
peacefully next to Russians and beating Russian
guys and raping Russian girls)

max

CRA3amMb <«YEPHDLIL».
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A5 Call

Slogans: A brief and striking phrase that may in-
clude labeling and stereotyping. Slogans tend to
act as emotional appeals.

Example: Immigrants welcome, racist not!
Example: /la oicusee Baazapus! (Long live
Bulgaria!)

Conversation Killer: This includes words or
phrases that discourage critical thought and mean-
ingful discussion about a given topic. They are a
form of Loaded Language, often passing as folk
wisdom, intended to end an argument and quell
cognitive dissonance.

Example: I’'m not so naive or simplistic to believe
we can eliminate wars. You can’t change human
nature.

Example: Takie sq fakty i taka jest polska racja
stanu. (TThese are the facts, and this is the Polish
national interest.)

Appeal to Time: The argument is centered around
the idea that the time has come for a particular
action. The very timeliness of the idea is part of
the argument.

Example: This is no time to engage in the luxury
of cooling off or to take the tranquilizing drug of
gradualism. Now is the time to make real the
promises of democracy. Now is the time to rise
Jrom the dark and desolate valley of segregation
to the sunlit path of racial justice.

Example: A krajnje je vrijeme da se to ukine ili
barem preispita. (It is high time for this to be shut
down or at least questioned.)

A.6 Manipulative Wording

Loaded Language: use of specific words and
phrases with strong emotional implications (either
positive or negative) to influence and to convince
the audience that an argument is valid. It is also
known as Appeal to Argument from Emotive Lan-
guage.

Example: They keep feeding these people with
trash. They should stop.

Example: Nekanie zastuzonej dla szerzenia pol-
skosci instytucji bezzasadnymi pozwami odbierane
jest m.in. przez moich wyborcow jako dziatania
majqce na celu sparaliZowanie funkcjonowania tej
Jundacji. (The harassment of an institution that has
earned merit in promoting Polish identity through
groundless lawsuits is perceived, among others by
my constituents, as actions aimed at paralyzing the
functioning of this foundation.)

Obfuscation, Intentional Vagueness, Confusion:
This fallacy uses words that are deliberately un-
clear, so that the audience may have its own inter-
pretations. For example, an unclear phrase with
multiple or unclear definitions is used within the
argument and, therefore, does not support the con-
clusion. Statements that are imprecise and inten-
tionally do not fully or vaguely answer the posed
question fall under this category.

Example: Feathers cannot be dark, because all
feathers are light!

Example: Izvajamo ukrepe za pospeseno pridobi-
vanje in zadrZevanje kadrov ter razvijamo inova-
tivne pristope zaposlovanja, podprte 7 informa-
cijskimi tehnologijami. (We are implementing
measures for sped up reception and retention of
human resources and developing innovative ap-
proaches to hiring, supported with information
technology.)

Exaggeration or Minimisation: This technique
consists of either representing something in an ex-
cessive manner—by making things larger, better,
worse (e.g., the best of the best, quality guaran-
teed)—or by making something seem less impor-
tant or smaller than it really is (e.g., saying that an
insult was just a joke), downplaying the statements
and ignoring the arguments and the accusations
made by an opponent.

Example: From the seminaries, to the clergy, to the
bishops, to the cardinals, homosexuals are present
at all levels, by the thousand.

Example: Europa prowadzi rownieZ najbardziej
dramatycznaq wojne, wojne demograficzng, ktorq
przegrywa. (Europe is also fighting its most dra-
matic war, the demographic war, which it is los-
ing.)

Repetition: The speaker uses the same word,
phrase, story, or imagery repeatedly in the hope
that the repetition will persuade the audience.
Example: Hurtlocker deserves an Oscar. Other
films have potential, but they do not deserve an
Oscar like Hurtlocker does. The other movies may
deserve an honorable mention but Hurtlocker de-
serves the Oscar.

Example: Da li mi stvarno Zelimo imati ko-
Da li Zelimo stvarno da se ta ko-
masacija provede? Da li zaista Zelimo rijesiti taj
problem? (Do we really want to have consolida-
tion? Do we really want for this consolidation
to go through? Do we really want to solve this
problem?)

masaciju?
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Hyperparameter Value
Max input length 128
Batch size (train/eval) 16/16
Number of epochs 3
Learning rate 5e-5
Evaluation steps 100
Mixed precision (FP16)  True

Table 8: Hyperparameters used for fine-tuning the XLM-
RoBERTa-base model on Task 1 (binary persuasion de-
tection).

Hyperparameter Value
Max input length 256
Batch size (train/eval) 8/8
Number of epochs 8
Learning rate 5e-5
Evaluation steps 50
Mixed precision (FP16)  True

Table 9: Hyperparameters used for fine-tuning the XLM-
RoBERTa-base model on Task 2 (multi-label multi-class
persuasion classification).

B Details of Baseline Systems

For both Task 1 and Task 2, we fine-tuned the mul-
tilingual XLM-RoBERTa-base model using the of-
ficial datasets provided as part of the SlavicNLP
2025 shared task. Each model was trained with
a task-specific set of hyperparameters. Table 8
outlines the hyperparameters used for binary per-
suasion detection (Task 1), while Table 9 lists those
used for multi-label, multi-class persuasion tech-
nique classification (Task 2). The resulting models
are publicly available on the Hugging Face Hub:

e SlavRoBERTu-Persuasion-Baseline

 SlavRoBERTa-PT-Classification-Baseline

C Participant Systems

In this section, we list all participants who submit-
ted a system description. The team name used for
the submission is in bold. The list of subtasks the
team participated in is given in brackets. A short
description of the system is provided.

DUTIR [ST2] (Xin et al., 2025) (Keywords:
Owen3, Qwen2.5, Teacher-student training, En-
semble, Fine-tuning, Automatic data generation)

The authors propose a teacher-student frame-
work based on LLMs that serves as a form of knowl-
edge distillation. First, the large teacher model
(Qwen3 72B) is prompted to produce a rationale
based on the input text and the corresponding multi-
label annotation. Then, a smaller (Qwen3 32B)

model is fine-tuned in two phases. During the first
phase, the student model learns to approximate the
target rationale generated by the teacher, while at
the second stage, the student model is fine-tuned
to directly predict the persuasion technique labels.
Furthermore, the authors employ a straightforward
ensembling strategy during inference, aggregating
multiple predictions for the same input sample into
a voting mechanism to determine the final label.
The authors used supplementary training data from
the previous edition of shared tasks on persuasion
techniques—CLEF-2024 and SemEval-2023.

FactUE [ST1] (Ksig¢zniak et al., 2025) (Key-
words: XLM-RoBERTa, fine-tuning, GPT-40, em-
beddings, Jina, E5)

The authors propose two approaches for build-
ing binary classifiers to recognize persuasion tech-
niques, both leveraging multilingual transformer
models. The first approach involves training data
debiasing: they use GPT-4o to rewrite training sam-
ples annotated with persuasion techniques, neu-
tralizing the persuasive style in the annotated frag-
ments. These original and neutralized text pairs
were used to fine-tune binary classifiers in a mul-
titask setup, employing XLM-RoBERTa models.
The second approach centers on "walking em-
beddings," where classifiers are trained on repre-
sentations that capture how sentence embeddings
evolve as each word is added. For this, the authors
utilize two embedding models: Jina (jinaai/jina-
embeddings-v3) and ES5 (intfloat/multilingual-e5-
large).

FactUE-ST2 [ST2] (Sawinski et al., 2025) (Key-
words: LLaMA 3.1, DeepSeek-R1, GPT-4.1-mini,
Data augmentation, Prompt Engineering, Zero-
shot, Fine-tuning, Automatic data generation)

The authors propose a multi-task approach with
25 binary classification problems, one for each
persuasion technique. They experiment with
LlaMA3.1, DeepSeek-R1, and GPT-4.1-mini in
a zero-shot setting, and GPT-4.1-mini with super-
vised fine-tuning using self-generated annotations
by leveraging rationales on the gold labels of the
training dataset combined with original text input.
Additionally, the authors experimented with defi-
nition refinement, where GPT-4.1-mini was asked
to produce a refined definition for each persuasion
technique in a multi-step prompting process, which
resulted in a significant performance gain.

GradientFlush [ST1, ST2] (Senichev et al.,
2025) (Keywords: XLM-RoBERTa, SlavicBERT,
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Data Augmentation, Fine-tuning)

The authors first enrich their training data with
previous shared task editions, namely CLEF-2024
CheckThat! Task 3, leveraging data samples in
English, Russian, and Polish. Furthermore, they
generate synthetic data by translating English and
German texts to Russian, Slovenian, and Croat-
ian using OpenAlI’s GPT-4.1. They fine-tune two
multilingual transformers — XLLM-RoBERTa and
Slavic-BERT. For Subtask 1, they only use Slavic-
BERT, while for Subtask 2, they experiment with
both Slavic-BERT and XLM-RoBERTa. Finally,
they calibrate thresholds on the validation set sepa-
rately for each language to optimize classifier per-
formance.

INSANtive [ST1, ST2] (Wang et al., 2025)
(Keywords: Data Augmentation, GPT-40, XLM-
RoBERTa) This paper introduces a framework for
detecting persuasion techniques in five Slavic lan-
guages. The approach combines cross-lingual data
augmentation, the XLM-RoBERTa architecture,
and mechanisms for explanation integration — ex-
planations are generated and then concatenated to
the original text fragment. The approach achieved
first rank in the Russian and Bulgarian subtasks.
Key findings demonstrate that (i) larger models
more effectively capture persuasive language pat-
terns, (ii) integrating LLM-generated explanations
via cross-attention mechanisms significantly im-
proves performance, and (iii) cross-lingual aug-
mentation effectively addresses data scarcity in
low-resource languages within the same language
family.

Oplot [ST1, ST2] (Loginova, 2025) (Keywords:
XLM-RoBERTa, ES5, MiniLM-L12, Fine-tuning, TF-
IDF)

The authors present an approach based on fine-
tuning pretrained multilingual transformer mod-
els for two tasks: binary sentence classification
for subtask 1 and token-level multi-label classifi-
cation for subtask 2. For subtask 1, they select the
intfloat/multilingual-e5-small due to the validation
set results. Interestingly, the authors perform par-
ticularly poorly on the Russian language, for which
they have labeled additional news data with high-
annotator agreement. For subtask 2, the authors
take the token classification approach on XLM-
RoBERTa, achieving rather low results. Compar-
ing their results to proprietary large language mod-
els (LLMs) such as Claude, GPT, and Gemini, the
authors demonstrate improvements in the case of

few-shot models for task 1 and an overall improve-
ment for task 2. As a baseline, the authors use
TF-IDF features and SVM, achieving significantly
lower results than with their system or the shared
task baseline.

PSAL_NLP [ST1, ST2] (Jose and Greenstadt,
2025) (Keywords: GPT-4o0, Chain-of-thought
prompting, Zero-shot, Few-shot)

The authors present an LLM-based method, us-
ing OpenAI’s GPT-40-mini and 04-mini (the only
model used for subtask 1). For subtask 1, the au-
thors use o4-mini by prefixing each paragraph with
definitions of 25 persuasion techniques, and in-
structing the model to output 1 of 0 based on the
presence of any PRs. For subtask 2, the authors use
a chain-of-thought prompt to check each paragraph
against each of the 25 PTs, instructing the model to
output 1 if the PT is present or O otherwise. The au-
thors evaluate several prompt structures with vary-
ing amounts of contextual information and investi-
gate performance trade-offs in terms of precision
and recall.

Syntax_Squad [ST1] (Yahan et al., 2025) (Key-
words: XLM-RoBERTa, SlovakBERT, BERT-BG-
WEB, Ensemble, RuBERT, SloBERTa, HerBERT)

This paper presents an approach to detecting per-
suasion techniques in Slavic languages using both
an extensive collection of language-specific sin-
gle transformer models, like BG-BERT, RuBERT,
SlovakBERT, and others, and weighted ensemble
methods. It presents results only for Task 1, specifi-
cally the binary classification of the presence of per-
suasion in Bulgarian, Polish, Slovene, and Russian
text fragments. Various pre-processing steps are
applied to improve model performance. The results
of the experiments show that weighted soft voting
ensembles consistently outperform single models
in most languages. These results demonstrate that
the combination of monolingual and multilingual
transformer models is effective for robust persua-
sion detection in low-resource Slavic languages.

UFAL4DEM [ST1, ST2] (Briickner and Pecina,
2025) (Keywords: XLM-RoBERTa, Hierarchical
classification, Hyperbolic graph convolutional net-
works, Data augmentation))

The authors present an interesting take on hierar-
chical text classification using graph-based models
embedded in hyperbolic space. Instead of treat-
ing each persuasion technique as an independent
label, the authors model the label structure as a
graph where each node represents a technique, and
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edges reflect hierarchical relationships. Text em-
beddings are extracted using the domain-adapted
multilingual transformer XLM-R-parla, and these
are projected into the node space of the graph. The
classification task is then treated as a node classi-
fication problem within this graph. The results do
not outperform a standard non-hierarchical XLM-
RoBERTa classifier trained on the same data, but
experiments show improvements when using hyper-
bolic geometry compared to their Euclidean coun-
terparts.
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