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Abstract

In this work, we investigate whether the analy-
sis of opinion expressions can help in scoring
persuasive essays. For this, we develop sys-
tems that predict holistic essay scores based on
features extracted from opinion expressions,
topical elements, and their combinations. Ex-
periments on test taker essays show that essay
scores produced using opinion features are in-
deed correlated with human scores. Moreover,
we find that combining opinions with their tar-
gets (what the opinions are about) produces
the best result when compared to using only
opinions or only topics.

1 Introduction

In a persuasive essay, test takers are asked to take
a stance on a given topic and to write an essay
supporting their stance. Consider for example the
following essay question, also known as the prompt:

“A teacher’s ability to relate well with students
is more important than excellent knowledge of the
subject being taught.”

Test takers have to write an essay describing
whether they agree or disagree with the given
prompt, using language expressing clear opinions.
The scores for these essays are typically influenced
by many factors, such as grammar, spelling errors,
style and word usage, as well as the persuasiveness
component: how well does the writer argue in fa-
vor of that writer’s position on the subject? In this
work, we try to tackle this last aspect, by studying
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how the expression of opinions influences the scores
of expert human graders.

A number of essay scoring systems which rely
on Natural Language Processing methods have been
developed for automatically scoring persuasive es-
says, most notably (Page, 1966; Foltz et al., 1999;
Burstein, 2003; Rudner and Liang, 2002; Attali and
Burstein, 2006). The principal features for auto-
matic essay-scoring have traditionally been based
on grammar, usage, mechanics, and style, and have
additionally included content-based features such as
discourse and topic, as in Attali and Burstein (2006).
These kind of features have been shown to have very
strong performance in scoring holistic essay scores,
and are very highly correlated with expert human
scores (Bridgeman et al., 2012). However, in spite of
their powerful predictive capability, these automated
scoring systems have been criticized for limited cov-
erage of the construct (Deane, 2013; Ben-Simon and
Bennett, 2007; Williamson et al., 2012).

Our work addresses this concern by developing
features specific to the persuasive construct. In-
corporating knowledge of the persuasiveness factor
into essay-scoring models can allow us to add fea-
tures directly related to the scoring construct and to
the writing task, which typically asks test takers to
state and defend their opinion. Additionally, our
linguistically motivated features encode intuitions
which could allow for interpretable, useful and ex-
plicit feedback to students, test takers and educators
regarding the persuasive aspect of the essays.

We build simple essay scoring systems which
incorporate persuasiveness by engineering features
based on the analysis of opinions expressed in the



essay and whether these opinions are being ex-
pressed about relevant topics. Specifically, the de-
veloped systems are based on simple features cap-
turing (1) Opinion expressions, (2) Topics, and (3)
Opinion-Target pairs which combine opinions with
what they are about. We consider different methods
for finding opinion-target pairs, and extract features
which assess if the opinions in the essay are indeed
relevant to the persuasion, and if the stance taken in
the essay is consistently maintained. We find that
our system predictions are indeed correlated with
human scores, and the system using opinion-target
information is the best.

The rest of the paper is organized as follows. Sec-
tion 2 describes related work. In Section 3 we de-
scribe how we find opinions, topics and opinion-
targets in essays, and Section 4 describes the fea-
tures used accordingly to build the persuasive es-
say scoring systems. Section 5 describes our experi-
ments, Section 6 presents analysis, and we conclude
in Section 7.

2 Related Work

Automated essay scorers rely on a number of fea-
tures based on grammar, usage, and content. No-
table systems are Project Essay Grader (Page, 1966)
which grades essays based on fluency and gram-
mar; IEA (Foltz et al., 1999) which uses both con-
tent and mechanics-based features and relies on LSA
word vector representations; e-rater (Burstein, 2003;
Attali and Burstein, 2006) which combines syn-
tactic, discourse, and topical components; and the
Bayesian Essay Test Scoring System (Rudner and
Liang, 2002). For a comprehensive description of
these automatic essay scoring systems, the reader
is referred to Dikli’s survey (Dikli, 2006). Re-
cently, there have been attempts to incorporate more
non-traditional features for essay scoring; such as
Beigman Klebanov and Flor (2013) who examined
the relationship between the quality of essay writing
and the use of word associations, and accordingly
built a system to improve the prediction of holistic
essay scores; and Somasundaran et al. (2014) who
predicted discourse coherence quality of persuasive
essays using lexical chaining techniques.

There has also been work on the study of argu-
mentation in essays. Stab and Gurevych (2014a)

propose an annotation scheme and a corpus for an-
notating different components of arguments and ar-
gumentative relations in persuasive essays. In ad-
dition, Stab and Gurevych (2014b) propose models
for automatically recognizing arguing components
in persuasive essays, and identifying whether the
arguing components reflect support or non-support.
Madnani et al. (2012) proposed a system for distin-
guishing the “shell” organizational elements of argu-
ing expressions from actual argumentative content.
Beigman Klebanov et al. (2013a) identify sentence-
level sentiment in persuasive essays by considering
the sentiment of multi-word expressions. In our
work, we have used lexicons for identifying opin-
ion expressions; however, our methods can be aug-
mented by using such systems.

Opinion analysis has been applied to a number of
natural language processing tasks and domains, such
as sentiment in movie reviews (Turney, 2002; Pang
and Lee, 2004), product reviews (Hu and Liu, 2004;
Liu et al., 2005), social media (Go et al., 2009; Agar-
wal et al., 2011; Bollen et al., 2011), news, blogs,
and political and online debates (Mullen and Mal-
ouf, 2006; Godbole et al., 2007; Somasundaran and
Wiebe, 2009). The use of opinion and sentiment in-
formation to predict holistic essay scores, however,
has remained unstudied.

Targets of sentiment have been studied in the form
of finding features in product reviews (Qiu et al.,
2011; Liu et al., 2014) and for classifying online
debates (Somasundaran and Wiebe, 2010). The re-
cent 2014 SemEval Task on aspect-based sentiment
analysis (Pontiki et al., 2014) was concerned with
identifying targets of sentiment in reviews of restau-
rants and laptops. Jiang et al. (2011) and (Dong et
al., 2014) have explored target-dependent classifica-
tion of sentiment in Twitter. In our work, we take
a simple approach to finding targets of opinion ex-
pressions, since our focus is on determining whether
opinion analysis is useful for persuasive essay scor-
ing, even when using approximate opinion-targets.

3 Opinions and Topics in Persuasive
Essays

Intuitively, well-written persuasive essays will
clearly state the opinion of the writer and build sup-
port for their stance by evoking ideas and concepts



that are relevant for the argument. Thus, we inves-
tigate the role of opinions, topics, and their interac-
tions in determining overall persuasive essay scores.

3.1 Opinion Expressions

We consider two distinct types of opinions important
for persuasion: Sentiment and Arguing. Much work
has been done on defining these two types of opin-
ions (Wilson, 2008; Ruppenhofer et al., 2008). We
focus on sentiment and arguing because we expect
these types of expressions to be common in essays
which require persuasion.

Sentiment Expressions Sentiment expressions
reveal a writer’s judgments, evaluations and feel-
ings, and are likely to be employed to express a
preference for a particular position, or to point out
the shortcomings of an alternative position. In the
following sentence, we see the sentiment expression
in bold, and the target in brackets. The writer
has a positive evaluation (“learning the most”) of
teachers’ encouragement.

Example 1
At school, I always learned the most from [teachers
who encouraged me].

Arguing Expressions Arguing expressions reveal
the writer’s beliefs and strong convictions, and is
seen in the form of reasoning, justification, strong
assertions, emphasis, and use of imperatives, neces-
sities and conditionals (Wilson, 2008; Ruppenhofer
et al.,, 2008). In the following sentence, we see
the arguing expression in bold, and the target in
brackets. Here, the writer clearly emphasizes the
position taken with respect to the topic.

Example 2
For these reasons, I claim with confidence that [excel-
lent knowledge of the subject being taught is secondary
to the teacher’s ability to relate well with their students].

We expect that persuasive essays where test takers
clearly state their opinions will get better scores than
the ones that do not.

3.2 Topical Elements

We define topical elements as words or concepts that
are relevant to the topic of the essay, and which

usually get invoked in the process of stance-taking.
They essentially correspond to “common topics”
that test takers are expected to write about when
presented with a prompt. For example, given the
prompt in Section 1, while words which appear in
the prompt (prompt words), such as ‘teacher’, ‘stu-
dent’, ‘subject’, and ‘knowledge’ are naturally ex-
pected, we also expect general topical words such
as ‘class’ and ‘school’ to occur in response essays.
Intuitively, we would expect essays containing suffi-
cient topical elements to get higher scores.

3.3 Opinion Relevancy and Consistency

We expect that well-written persuasive essays will
not only express opinions and evoke common topics,
but in fact express opinions about relevant topical el-
ements. Specifically, we hypothesize that the opin-
ions should be about artifacts relevant to the theme
of the essay, and not about irrelevant topics. For
example, for the prompt described in Section 1, it
is important that there be opinions expressed about
topics such as teachers, school, learning, and so on.
In addition, the essay also has to reflect a clear at-
tempt at persuasion and stance-taking in relevance
to the prompt statement and the underlying theme.
We call this opinion relevancy.

We also expect that once a stance is taken, there
should be sufficient elaboration and development
such that the stance is consistently maintained. We
hypothesize that essays where test takers support
their stance will achieve higher scores than essays
where they vacillate between options (for instance,
in the example prompt in Section 1, the test taker
is unable to decide whether the teachers’ ability to
relate well is more important or not). We call this
opinion consistency.

These expectations are more stringent than those
discussed in Sections 3.1 and 3.2, and we expect that
a scoring system which captures these requirements
will likely perform better.

4 Essay Scoring Systems

In order to test the intuitions described in Section
3, we build essay scoring systems based on features
extracted from opinions, topics, and opinion-target
pairs. We construct three separate systems:

1. Opinion This system uses features based on



opinion expressions only, and tests whether ex-
pressing opinions influences the essay score.

2. Topic This system uses features based on top-
ical expressions alone, and tests whether evok-
ing relevant topics associated with the prompt
influences the essay score.

3. Opinion-Target This system uses features
based on the combination of opinions and their
targets, with the goal of measuring opinion rel-
evancy and consistency. This system tests how
well the essay score can be predicted based on
the interactions of opinions with their targets.

4.1 Opinion System

4.1.1 Finding sentiment and arguing
expressions

In order to find sentiment expressions in the es-
says, we used a combination of two lexicons: the
MPQA subjectivity lexicon (Wilson et al., 2005)
(Lexicon 1), and the sentiment lexicon developed by
Beigman Klebanov et al. (2013b) (Lexicon 2). Each
of these lexicons provides for each word, a senti-
ment polarity (positive, negative, or neutral), along
with an indicator of sentiment intensity: strongly or
weakly subjective (Lexicon 1) or a probability dis-
tribution over the polarity (Lexicon 2). For Lexicon
2, the sentiment polarity for a word is obtained by
choosing the polarity corresponding to the highest
probability score.

For identifying arguing expressions in the essays,
we used an Arguing lexicon developed as part of a
discourse lexicon (Burstein et al., 1998). The origi-
nal lexicon has annotations for different types of ex-
pressions, including claim initializations and devel-
opment, structure, rhetoric, among others. For this
work, since we are concerned with arguing expres-
sions that specifically reveal support for or against
an idea, we used only lexicon entries which label an
expression as arguing-for or arguing-against. For
instance, in Example 2, the writer argues for teach-
ers’ ability to relate well with their students.

4.1.2 Features

We extract three (global) features based on opin-
ion expressions:

1. The total count of sentiment words in the es-
say that are found in Lexicon 1 and Lexicon 2

respectively. These counts also include words
with subjective neutral polarity.

2. The total count of words in the essay found in
the arguing lexicon.

4.2 Topic System
4.2.1 Finding topical elements

In order to determine topical elements, we com-
pute topic signatures (Lin and Hovy, 2000) over each
prompt. Topic Signatures are defined as

TS = {topic, signature}

= {prompt, < (t1,w1), (t2, w2)...(tn, wy) >}

where topic in our case is the prompt. The signa-
ture comprises a vector of related terms, where each
term ¢; is highly correlated with the prompt with an
association weight w;.

For each prompt, we use a corpus of high-scoring
essays (that was separate from our training and test-
ing data) to find its topic signature!. The top 500
words with the highest signature scores are consid-
ered as topical elements for that prompt.

For a given essay, we annotate all prompt words
and topic signature words. Note that our topical ele-
ments consist entirely of unigrams, but this need not
necessarily be the general case (as seen in examples
1 and 2); extending the scope of topical elements to
multi-word concepts is a direction for future work.

4.2.2 Features

Based on the prompt words and topical words we
extract the following features:

1. The total count of topical words in the essay
2. The total count of actual prompt words

We distinguished between prompt words and topi-
cal words as the former measures whether the essay
is clearly responding to the prompt, while the latter
measures if thematic elements are indeed present in
the essay and its arguments.

'"We used the topic signatures code provided at
http://homepages.inf.ed.ac.uk/alouis/topicS.html



4.3 Opinion-Target System

The opinion-target system relies on the extraction of
features based on the opinion-target pairs found in
the essay. The first step towards building this sys-
tem is the identification of opinion-target pairs, af-
ter which we construct features which measure opin-
ion relevancy and consistency. We investigated sim-
ple heuristic-based approaches for finding targets of
opinions, described below.

4.3.1 Finding sentiment-target pairs

We explored three methods for finding targets of
sentiment expressions. Our simplest approach, all-
sentence, finds all sentiment expressions in the sen-
tence and assumes that all words are targets of each
expression. This method introduces some noise as it
results in some words becoming targets of multiple
opinions with possibly conflicting polarities.

Our second approach, resolve-sentence, resolves
the sentiment at the sentence-level to a single po-
larity, as in (Somasundaran and Wiebe, 2010), and
then assumes that all nouns, verbs, and adjectives
in the sentence are targets. If we consider Exam-
ple 1, suppose the sentiment of the sentence is re-
solved to positive, (due to the positive opinion words
learned, most, and encouraged) then the words
school, teachers, learned and encouraged would be
considered as the targets. Ideally, we would like
only the words teachers and encouraged to be tar-
gets. We note here that in our task a target can ac-
tually be a sentiment-containing word such as en-
couraged, which is why we don’t disregard senti-
ment words when finding targets.

Our third method, resolve-constituent, resolves
sentiment at the syntactic constituent level instead of
the sentence level, and assumes that all nouns, verbs
and adjectives in the constituent phrase are targets.
For obtaining the phrases, we used the regular ex-
pression parser from the Python NLTK toolkit (Bird,
2006) to define a custom grammar that describes
noun, verb, and prepositional phrases. The parser
uses regular expression rules for grouping words to-
gether based on their part of speech tags. Consider-
ing our example with this scenario, the phrases “at
school”, “I always”, and “learned the most from...”
will be considered separately in our grammar, so the
word school will likely not end up as a target.

To resolve sentence-level or constituent-level po-

larity, we use a heuristic that aggregates polarity
scores from both sentiment lexicons, and chooses
the final polarity corresponding to the word with the
maximum sentiment intensity.

While these methods are not exact and may lead
to over-generating targets, for the purposes of this
work (which is to determine whether a basic opin-
ion system is effective in predicting essay scores),
we are more interested in high recall of targets then
high precision because they will be aggregated at the
essay level.

4.3.2 Finding arguing-target pairs

For resolving arguing-target pairs, we use the all-
sentence method. Resolving the dominant arguing
polarity at the sentence level would be less straight-
forward than for sentiment, given that the argument
lexicon does not provide us with scores for arguing
intensity. Moreover, arguing targets are generally
longer (Ruppenhofer et al., 2008); we would expect
their spans to extend beyond constituent phrases. Fi-
nally, we observed that sentences generally do not
contain multiple arguing expressions, thus alleviat-
ing the problem of spurious combinations.

4.3.3 Features

The features for the opinion-target system are
based on measuring relevancy and consistency of
opinions.

Relevancy Relevancy is measured by taking into
account how many opinions (or proportion of opin-
ions) are about prompt or topical elements. These
include global engineered features as follows:

1. The number of times that topical elements
(topic and prompt words) appear as a target in
the essay’s opinion-target pairs.

2. The ratio of topic targets (opinion-topic pairs)
to all opinion-target pairs.

We distinguished between topic targets and
prompt targets and also between sentiments which
included subjective neutral versus only positive or
negative sentiments. We had separate features for
sentiment-target pairs and arguing-target pairs, re-
sulting in 12 relevancy features.



Consistency Consistency is measured by deter-
mining how often the writer switches opinion polar-
ity when referring to the same target. The consis-
tency features included the following:

1. A binary feature indicating the presence of a
reversal (‘flip”) of opinion towards any target.

2. The number of unique targets which get
flipped.

3. The proportion of all flips where the target is a
topical element.

4. The proportion of all topical elements which
get flipped.

5. Statistics including max, mean, and median
number of flips over all targets.

We also separated sentiment-target and arguing-
target features, as well as prompt word targets and
topic word targets, resulting in a total of 18 consis-
tency features. We note that these features can only
capture an approximate picture of consistency, be-
cause it is well-known (Aull and Lancaster, 2014)
that mature writers tend to state and describe oppos-
ing arguments as well as their own.

5 Experiments

5.1 Data

The data used for this study consists of 58K es-
says, covering 19 different prompts, obtained from
the TOEFL® (Test of English as a Foreign Lan-
guage) persuasive writing task which pertains to es-
says written by undergraduate and graduate school
applicants who are non-native English speakers. All
essays are holistically scored by experts on an in-
teger scale 0-5, with score point 5 assigned to ex-
cellent essays. Detailed studies of human-human
agreement for this dataset can be found in Bridge-
man et al. (2012). The holistic scores are assigned to
essays based on English proficiency, and account for
the quality of (and errors in) grammar, language use,
mechanics, style, in addition to quality of the persua-
sive task. The scores for these essays are thus influ-
enced by a number of factors other than the quality
of persuasion (essays can get a low score if they use
incorrect grammar, even if they make good persua-
sive arguments). However, we would like to test the

extent to which our hypothesis holds when predict-
ing such holistically graded essays.

We split this dataset randomly into a training and
test set with proportions of 80% (46,404 essays) and
20% (11,603 essays) respectively. Table 1 shows
the score distribution of essays for different score
points, in the training and test set respectively. We
note that the distribution of scores is unbalanced,
with essays having scores 3, 4, and 2 occupying the
majority in that order.

5.2 Setup

We modeled the system with a number of differ-
ent regression learners, which have generally been
shown to do well on the essay scoring task. We
used a number of learners available from the Python
Scikit-learn toolkit (Pedregosa et al., 2011) and the
Scikit-learn-Laboratory (Blanchard et al., 2013): the
Logistic Regression classifier (LLO), which uses 6-
way classification to predict integer essay scores in
the range 0-5, the Linear Regression learner (LR),
which predicts real-valued scores that are rounded to
integers, and the Rescaled Linear Regression learner
(RR), which rescales the predicted scores based on
the training data distribution. Given an input essay,
the learners predict essay scores in the range 0-5,
based on the features described in Section 4.

We considered a number of evaluation metrics to
test for the predictive ability of opinion, topic, and
opinion-target information in scoring the essays. We
tested if our proposed systems’ score predictions are
correlated with human scores, by computing the hu-
man score correlation (HSC) using Pearson’s coeffi-
cient. As essay length is highly correlated with the
human score (Attali and Burstein, 2006; Chodorow
and Burstein, 2004), and as many of our features are
based on counts, they can be influenced by essay
length; so we also compute the partial correlations
(HSC-Part) accounting for length, by partialing out
the length of the essay in words. For measuring
the performance of the system, we report Accuracy,
F-measure — where we computed the weighted f-
score (F-w) over the six score points — and Quadratic
Weighted Kappa (QWK) (Cohen, 1968), which is
the standard metric for essay scoring. Accuracy and
F-measure are standard NLP metrics and provide a
direct, interpretable measure of system performance
which reflects the precision and recall of different



Train Test
Score | # Essays Distribution(%) | # Essays Distribution(%)
0 278 0.6 65 0.6
1 1,177 2.5 304 2.6
2 6,812 14.77 1,668 14.4
3 27,073 58.3 6,714 57.9
4 8,902 19.2 2,305 19.9
5 2,162 4.7 546 4.7
Total | 46,404 100 11,602 100

Table 1: Score distribution of essays in our dataset

score points. QWK corrects for chance agreement
between the system prediction and the human pre-
diction, and it also takes into account the extent of
the disagreement between labels.

We compared all systems to a baseline Length,
that predicts an essay score based solely on the
length of the essay in words. Due to the strong corre-
lation between length and essay scores, we consider
this to be a strong (albeit simple) baseline. Another
simple baseline was Majority, which always predicts
the majority class (score point 3).

5.3 Results

We evaluate each of the Opinion, Topic, and
Opinion-Target systems separately, to determine the
effect of each and to test the hypotheses described in
Section 3.

For the Opinion-Target system, we found that
both the resolve-sentence and resolve-constituent
methods (Section 4.3.1) consistently and signifi-
cantly outperformed the all-sentence approach. The
difference between resolve-sentence and resolve-
constituent was not statistically significant. Thus
we report results for the resolve-sentence approach,
which had the best performance.

Table 2 shows the results of the correlation ex-
periments for each system and for each of the three
learners. We find that predictions based on opin-
ions and topics are positively correlated with human
scores. Furthermore, combining opinions with their
targets produced the best correlation for all learners,
with the Regression predictors achieving the best re-
sults (0.59). This result supports our hypothesis that
the relevancy and consistency of opinions is more
informative than simply measuring whether opin-

ions are expressed or topics are invoked. Our results
are particularly promising when considering the fact
that the features only capture the persuasivenes com-
ponent of the holistic score. As noted previously,
the holistic score of this English proficiency test de-
pends on a number of factors such as grammar, lan-
guage usage, mechanics and style: effective persua-
sion is but one aspect of the score.

When partialing out the effect of length, we find
that the partial correlation scores drop, but are still
strong for the Opinion-Target system (0.23 for LR
and RR). This drop is unsurprising, as human scores
are influenced by the length of the essay, and so are
the count-based features. We also note that the cor-
relation results differ between the linear regression
predictors (LR and RR) and the LO classifier. This
is also expected because LR and RR report the cor-
relation of real numbers while LO reports the corre-
lation of an integer classification.

Next, Table 3 reports the performance for all sys-
tems in terms of Accuracy, F-measure, and QWK.
For each system and for each metric, we present the
results from all learners. For each learner, the re-
sults comparing the opinion-target system with the
baselines are all statistically significant; we com-
puted significance for each of the three metrics using
the bootstrap sampling method described in (Berg-
Kirkpatrick et al., 2012) with a subset size of n =
11,000 and b = 10* subset samples.

When considering the Linear Regression and Lo-
gistic Regression classifiers, we observe that the
Opinion-Target system significantly outperforms the
baselines and our other systems across all metrics.
The Opinion-Target system also achieves the best
QWK score over all systems. On the other hand,



LR RR LO
System HSC HSC-Part | HSC HSC-Part | HSC HSC-Part
Opinion 0.29 0.10 0.28 0.10 0.33  0.07
Topic 0.29  0.081 0.30  0.086 0.33  0.15
Opinion-Target | 0.59  0.23 0.59 0.23 043 0.18

Table 2: Correlation of System Predictions with Human Scores. The best system correlation is shown in bold.

it is outperformed by the majority and length base-
lines for Accuracy and F-measure when using the
Rescaled Regression predictor. We suspect that the
rescaling of the training data by the RR learner sig-
nificantly alters the scores. We note for example
that when using the LR predictor, all the predictions
of the Length system fall in the range (3,3.5), and
hence get rounded to score 3; thus it always predicts
the majority class (3) and essentially functions as a
majority predictor. This explains why it has a QWK
of 0 and an F-measure equal to the majority base-
line. On the other hand, when the data is rescaled
to match the training data, the Length system pre-
dictions are stretched to match the distribution of
scores observed in the training data, and the per-
centage of score 3 predictions drops to 56% of pre-
dictions, while the percentage of score 4 predictions
jumps to 20%, and the recall of all other score points
increases. This makes sense when considering that
length predictions are highly correlated with human
scores, and thus its linear regression predictions will
be correlated with the human score irrespective of
the training data distribution. On the other hand, the
Opinion-Target system is able to produce more pre-
dictions across different score labels even when the
test data is not rescaled.

6 Feature Analysis

To explore the impact of the different opinion-target
features on essay scores, we tested the performance
of individual features in predicting scores for our test
set. We evaluated the features based on both accu-
racy and QWK. Table 4 shows the results, where we
show the top 15 features ranked in order of QWK.
We observe that the best feature is the frequency
of topic-relevant sentiment-target pairs, counting
only positive and negative words (as opposed to neu-
tral lexicon words). This indicates that expressing
sentiment clearly in favor of or against the topical
words is important for persuasion in this data.

We notice that most of the top-scoring features
are sentiment rather than arguing features. This
may be because our sentiment-target pairing sys-
tem was more concise and precise than the arguing-
target system. Additionally, our arguing features in-
clude strong modal words such as ‘must’, ‘clearly’
and ‘obviously’. Previous research has shown that
while writers with intermediate proficiency use such
terms, they are used less often by the most profi-
cient writers (Vdzquez Orta and Giner, 2009; Aull
and Lancaster, 2014). Thus it is possible that these
features would not be found in essays with very high
scores, whose writers would likely employ more
subtle and sophisticated forms of argumentation.

We also observed that count-based features tend
to perform better than their ratio-based counterparts,
except in the case of the prompt word adherence
feature (10), where the ratio feature actually outper-
forms the frequency feature (12). It is likely that the
length effect is at play here. However, the fact that
significant correlations exist, even after accounting
for length (as seen in Table 2), indicates that these
features are capturing meaningful information.

7 Conclusions

In this work, we investigated features for improving
the persuasive construct coverage of automated scor-
ing systems. Specifically, we explored the impact of
using opinion and topic information for scoring per-
suasive essays. We hypothesized that essays with
high scores will show evidence of clear and consis-
tent stance-taking towards relevant topics. We built
systems using features based on opinions, topics,
and opinion-target pairs, and performed experiments
with holistically scored data using different learners.

Our results are encouraging. We found that, in
spite of the fact that the persuasive component is
one of many factors influencing the holistic score,
our system’s predictions were positively correlated
with the essay scores. Moreover, combining opin-



LR RR LO
System Acc% F-w% QWK || Acc% F-w% QWK | Acc% F-w% QWK
Majority 57.87 42.43 o 5787 4243 ___ 5787 4243 ___
Length 57.87 4243 0 53.88 54.11 0.553 58.39 4453 0.141
Opinion 57.85 4384  0.032 | 41.33 4247 0.275 5838 4471 0.169
Topic 58.39  43.83 0.0013 || 40.75 42.00 0.284 58.39 4383 0.168
Opinion-Target || [61.01] [57.02] 0.45 53.28 5375 [0.554] || 60.15 48.26 0.28

Table 3: Performance of different systems measured by accuracy, weighted F-score, and QWK. The best system for
each learner is in bold. The best overall system for each metric is bracketed. For each learner, the results comparing
the opinion-target system are statistically significant (p < 0.0015 for comparing with Length for RR, p < 0.0001

otherwise).
Feature Name Desc | QWK | Acc %
(1) Freq of pos and neg sentiment-topic pairs Rel | 0418 | 333
(2) Freq of all sentiment-topic pairs Rel | 0411 | 32.1
(3) Freq of arguing-topic pairs Rel | 0.273 | 25.7
(4) Mean # of sentiment flips Con | 0.205 | 37.3
(5) Unique # of sentiment flips Con | 0.204 | 19.2
(6) Ratio of sentiment-topic flips to all topic words Con | 0.202 | 19.7
(7) Ratio of pos and neg sentiment-topic pairs to all sentiment-target pairs Rel | 0.197 | 229
(8) Freq of all sentiment-prompt pairs Rel | 0.185 | 21.8
(9) Median # of sentiment flips Con | 0.178 | 21.6
(10) Ratio of pos and neg sentiment-prompt pairs to all sentiment-target pairs | Rel | 0.165 | 23.5
(11) Max # of sentiment flips Con | 0.162 | 19.8
(12) Freq of pos and neg sentiment-prompt pairs Rel | 0.160 | 24.4
(13) Freq of arguing-prompt pairs Rel | 0.159 | 20.9
(14) Flip presence Con | 0.155 | 21.2
(15) Ratio of sentiment-topic flips to all sentiment-target flips Con | 0.150 | 20.7

Table 4: Feature Analysis. A feature is described as ‘Rel’ if it assesses relevancy and ‘Con’ if it assesses consistency.
Sentiment-topic, Arguing-topic, Sentiment-prompt, and Arguing-prompt refer to the opinion-target pairs where the
target is a topic word or prompt word respectively. Ratios are all measured with respect to total number of sentiment-
target pairs or arguing-target pairs, except for feature (6) where the ratio is measured against all topic words. This
experiment was performed using the Logistic Regression (LO) classifier.

ions with their targets, and assessing their relevancy
and consistency, resulted in a higher correlation than
using only topics or only opinions. We also found
that, for most learners, the opinion-target predictor
performs better than a system which predicts essay
scores based on the length of the essay.

Our initial feature analysis shows that opinion-
target features seem to reasonably reflect the impor-
tance of persuasion information found in the essays,
and that the co-occurrence of polar sentiment words
with topic targets is particularly important.

Having demonstrated the viability of the approach

using simple methods, our next step is to explore
more precise ways of finding opinion-target pairs
and topical elements, including resolving negations
and co-references, exploring syntactic dependen-
cies, as well as targets spanning multiple words. We
also plan to validate our experiments with data from
different writing exams. Future work will also in-
volve exploring ways to combine our features with
those of other automated scoring systems — such as
grammar, usage and mechanics — in order to obtain
more robust holistic scoring.
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